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Abstract. With the rise of mobile devices, users operate applications
in a large variety of contexts. In each of these contexts, a user may have
different requirements and preferences regarding an application’s user
interface. The context describes the current physical and social environ-
ment of the user, his activity and locomotion, as well as the current
location and time. Hence, different user interfaces may be more suitable
in specific contexts than others. At the moment, a user interface is an
integral part of an application, consequently also limiting its usefulness
in certain contexts as the information is not presented in the best pos-
sible way. Therefore, we propose a way to decouple the user interface
from a specific form of representation. Through this decoupling, it is
possible to dynamically adapt user interfaces to the user’s specific needs
in a context, to increase the value of the application for the user. In
this paper, we introduce a general framework for the context-dependent
adaptation of user interfaces and evaluate it in the specific context of
travel information systems. Travel information systems are particularly
suited to evaluate such a framework, as they are usually operated in
many different contexts — before a trip, during a trip, and after a trip.
The adaptation framework transforms between system-oriented messages
and user-oriented messages. The user’s context, the output device capa-
bilities, and the user’s preference, all influence the choice of the actual
representation for user-oriented messages. We implemented a prototype
of the proposed system and conducted an experimental evaluation focus-
ing on scenarios from the domain of travel information systems.

Keywords: Context - Context-aware applications - User interface -
Human-computer interaction - Adaptation

1 Motivation and Introduction

In the last two decades, smartphones have emerged and had since become widely
adopted. A survey from 2019 by the Pew Research Center showed that 81%
of U.S. adults own a smartphone!. With the rise of the adoption rate, the

! Pew Research Center, “Mobile Fact Sheet”, https://www.pewresearch.org/internet /
fact-sheet/mobile/, viewed January 15, 2020.
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importance of applications for smartphones also grows. People use these mobile
devices mainly as a means for communication and entertainment — but also
as mobile information systems. Owing to their high portability, users employ
devices in diverse contexts and environments, such as at home, at work, or while
traveling.

Users of mobile applications may have specific preferences and requirements
in different contexts regarding the user interface (UI). For example, the inter-
action with a graphical user interface (GUI) of a navigation system usually
distracts the vision of the driver. The consequence is a highly increased crash
potential [38]. Hence, to maximize the UD’s utility and minimize the distraction
level, the inclusion of the user’s context is essential. In this paper, we define con-
text as a set of information describing the environment, time and location and
activity of an entity. It consists of information about the object itself, its physical
and social environment, and all other entities that currently exert an influence
on it. Such an entity may be a human, an inanimate object, or a place [11,40].

Manufacturers of mobile devices equip their devices with a wide variety of
different sensors, including accelerometers, gyroscopes, magnetometers, GPS,
thermometers, WiFi and Bluetooth, cameras, microphones, or light sensors. The
data from those sensors allow mobile applications to sense parts of the current
context of use [24]. Through sensor fusion, the data from the sensors is correlated
and verified to increase the accuracy of the context detection. While the discovery
of the current context is crucial for the framework, we do not further discuss the
actual context detection and elicitation itself in this paper, but instead, require
that such a context detection system exists.

In addition to the context derived from the environment through the sensors,
users may also have a domain-specific context. In this paper, we primarily exam-
ined contexts of trips from one location to another location, as a traveler has a
variety of different contexts during such a trip [22,46]. These contexts include,
among others, the situations before a trip, during a trip, and after a trip. Each
of these contexts require different kinds of Uls [26]. While, for example, a car
navigation system is suited very well for the context of not distracting the driver,
it is not well suited for other, more general purposes [36]. When regarding public
transportation, there are a variety of contexts that favor certain representations
of the information system to the users. For example, when walking with luggage
in both hands, using a GUI-based information system on the mobile phone is
cumbersome. In such a scenario, a voice- and audio-based information system is
more suitable.

Uls of nearly all mobile applications, including most mobile information sys-
tems, are predesigned in the form of GUIs. With the appearance of smartphones,
the input for those GUIs is mostly tactile, while the output is nearly always
graphical [15]. However, as illustrated by the examples above, the hard-coding
of Uls with tactile input and graphical output impacts the usability of the infor-
mation system in certain contexts. In specific contexts, the usage of particular
Uls may even be dangerous, e.g., interacting with a GUI while driving. Addi-
tionally, such an approach cannot be generalized to run the same program on,
for example, a smart speaker.
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Most mobile devices nowadays do not only contain a variety of sensors, but
also different output modalities. These include, among others, the display, the
speaker, and notification lights. Specific applications already support separate
input and output modalities. Voice Assistants such as Apple Siri, Google Assis-
tant, or Microsoft Cortana already support the microphone coupled with speech-
detection as an input modality. Furthermore, the output modality depends on
the answer of the system; the system sometimes answers using the speaker, while
it displays others graphically on the device. Similarly, an application may choose
the output modality based on the current context of the user.

To aid the development of such applications, we propose a framework to
decouple an application from the way the application communicates with the
user. Hence, our proposed framework can render messages between the user
and the system in different modalities. The system chooses the currently best
available modality for the current context as the output modality. Additionally,
a user may also interact with the system using various input modalities. As a
consequence, a method for finding the best available output modality, based on
the user’s context, their preferences, and device capabilities is required. Such
an adaptation framework can increase the number of situations where users can
effortlessly access information systems.

With our previous research, we sketched and described a framework for the
adaptation of user interfaces to the current context of use, the capabilities of the
available devices and the user’s preferences [25]. Hereby, we extend this work
by introducing the framework itself in more detail and by presenting a first
evaluation of the proposed methods.

The remainder of the paper is structured as follows: Sect. 2 introduces the
current State-of-the-Art regarding multimodal Uls and adaptation systems. In
Sect. 3, we present our approach to the problem, whereas Sect. 4 evaluates this
approach. Finally, Sect. 5 concludes the paper with a summary and highlights
future work.

2 State of the Art

Currently, most developers use a predesigned Ul for travel information systems
that are optimized for specific contexts. Applications, such as a car naviga-
tion system or Google Maps, are optimized for a specific context of use. For
smartphones, GUIs are the predominant form of presenting information to the
user, whereas the user commonly interacts with the system using tactile feed-
back [15]. Car navigation systems, optimized for a single use case, also make
use of bidirectional speech-based interaction between system and user as not to
distract the driver from the road [36]. While we focus on a framework for the
automatic adaptation of user interfaces, it is still essential to look at the wider
literature of context-aware computing. As context-aware computing, in general,
is already well-studied, we refer the reader to recent surveys in the area for a
broader overview of the subject: [5,14,21,23]. The following excerpt of related
work either focuses on context-aware travel information systems or the auto-
matic adaptation of user interfaces. This section is also largely adapted from our
previous work [25].
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Mitrevska et al. developed a context-aware in-car information system [29].
Users can interact with particular entities in the environment of the car, e.g., a
restaurant. They can either retrieve additional information about these entities
or access associated services for this entity, e.g., reserving a table in a specific
restaurant. Users can interact with the system via speech, gesture, and displays.
However, the Ul is not dynamically adapted to the context of use and focuses
on being used while driving a car.

Vanderdonckt et al. introduced a language for describing multimodal Uls on
different levels of abstraction [42]. The XML-based language allows supporting
a device- and modality-independent development of Uls. Furthermore, it can
transform a UI from one representation to another one. Lemmelé et al. pro-
posed a manual iterative process for designing multimodal mobile information
systems [28]. During the design process, UI developers create multiple Uls, where
each of these Uls are manually adapted to different contexts of use. The auto-
mated synthesis or transformation of Uls for the different contexts is, however,
not examined.

Falb et al. proposed a system to automatically synthesize Uls using a dis-
course model [17]. This discourse model is a meta-model for the description
of interactions. It allows representing human-computer interaction with com-
municative acts. The system can automatically generate Uls for various devices
based on the interaction description. However, it does not take the usage context
into account.

Currently, researchers are experimenting with novel device classes for travel
information systems. One of these device classes are, for example, smartwatches
[32,35,45]. Smartwatches have a reasonably small display but are more easily
accessible compared to a smartphone. Additionally, Pielot et al. examined the
suitability of vibration for communicating the next navigational instructions to
travelers [31]. The main advantage here is that the traveler is not distracted
by this communication form. Eis et al. introduce a travel navigation system
with smart glasses [16]. Smart glasses have the advantage that information can
be overlayed onto a view of the real-world and thus creating an augmented
reality view. Finally, Rehman et al. compare navigation on hand-held devices
with navigation on smart glasses [33].

Moreover, there is also literature on the dynamic adaptation of Uls to some
external circumstances. Baus et al. presented a pedestrian navigation system in
2002 [3]. Their system automatically provided the user with context-depending
information, while also adapting the presentation form to the capabilities of the
employed hardware and the current information needs of the user.

Christoph et al., in turn, described a process for the dynamic adaptation of
Uls to hardware capabilities and user preferences [6,7]. They represent Uls as
a sequence of so-called elementary interaction objects (elOs). A system based
on XSLT rules dynamically adapts these XML-based elOs. Lastly, Criado et al.
discussed a model-driven approach for the dynamic adaptation of GUIs [8]. They
present a meta-model for the description of GUIs. This meta-model allows the
incremental adjustment of GUIs while they are running.
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3 Approach

In this section, we present our previous work, the automated user interface (UI)
adaptation system from Kolker et al. [25], in more detail. This system is respon-
sible for suitably giving the message content from an information system to the
user, and for providing an information system with, optionally inferred, user
input. Since generalizability is one of the leading design goals of the system, we
designed it as an independent service that interacts with various client systems
and other system components through specified interfaces.

Figure 1 shows an outline of the adaptation system and its interfaces. In
order to present information to the user, a client information system sends its
information as a message to the Ul adaptation service. The multimodal fission
component of the Ul adaptation service is then responsible for the transformation
of this message into a context-dependent and user-friendly representation. To this
end, the multimodal fission component utilizes conversation information from the
dialogue manager and information about the context of use from the context
manager. The dialogue manager keeps track of the state of all ongoing and past
conversations between the client application and the user and thus, is capable of
providing information about the conversational context. The context manager
interacts with an external context detection service to retrieve information about
the current context of use, including user and device profiles and characteristics

Context Detection Service
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Fig. 1. Overview over the components of the UI adaptation service, from [25].



200 S. Kolker et al.

of the physical and social environment of the user. An external rendering engine
then renders the output of the multimodal fission component according to the
previously determined appropriate representation to present the information to
the user.

The UI adaptation service always listens for user inputs. When user input is
registered, the Ul adaptation service extracts the information from the user input
and provides the targeted information service with that information. The fusion
engine component of the Ul adaptation service is responsible for integrating the
information from multiple sources, such as the user input and conversational
information, to interpret the information.

3.1 Service Interfaces

The UI adaptation service acts as a broker between the client information sys-
tem and the user while utilizing an external renderer to render the user inter-
face. Besides the client information system and the renderer, it interfaces with a
context detection service. The context detection service provides context infor-
mation to the Ul adaptation service. This context information is the basis for
the UI adaptation.

The Information Service Interface. The interface to the information ser-
vice treats messages as communicative acts. Communicative acts are messages
between intelligent agents. They were formalized in the Agent Communication
Language (ACL) by the Foundation for Intelligent Agents (FIPA) [18].

By performing a communicative act, an agent can execute a specific action
(performative). These actions may include informing the recipient about a fact,
querying information from the recipient, or requesting the recipient to perform a
particular action. Communicative acts are usually part of a conversation between
agents. Conversations are sequences of communicative acts between a set of
agents. In the framework of the ACL, unique identifiers in messages allow the
mapping of communicative acts to conversations. Conversations can adhere to
an interaction protocol that imposes rules on this communication.

Ontologies ensure that the recipient can correctly interpret the message con-
tent of communicative acts. Ontologies are formal representations of specific
domains and define concepts and their interrelations [19]. They facilitate knowl-
edge exchange and reuse due to their formality [40,43]. Consequently, the content
of communicative acts should be a document that can be parsed and inferred
with a pre-defined ontology that all communication participants have access
to. Widely used languages for defining ontologies are the Resource Description
Framework (RDF) [9] and the Web Ontology Language (OWL) [37].

Context Interface. A vital factor to consider for the adaptation is the current
context in which a user operates an application. This context consists of not only
the device-internal context information, such as active applications, available
resources, and user profiles but also the broader environmental context of use,
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such as the current weather, traffic information, the currently used means of
transport, the social environment and the constitution of the user itself. Within
the UI adaptation service, information on the context of use is retrieved and
maintained by a context manager in the form of context models. An external
context detection service provides this information.

At the context detection interface, ontologies are used to represent the con-
text of use. Several works have shown that ontologies are especially useful for
describing contexts due to their formality and knowledge exchange capabili-
ties [40,43]. The formality also allows the automated deduction of implicit knowl-
edge from explicitly provided knowledge by inference rules. Commonly used
ontology languages already contain a specific set of built-in inference rules [20].
However, in the case that more expressivity is needed, logical rules can be used
to infer implicit knowledge based on ontologies because ontologies are a special-
ization of logic programs [2,43].

The Renderer Interface. The Ul adaptation service uses an abstract repre-
sentation of Uls during the adaptation process. The framework translates the
abstract UI representation into a language that can be rendered by an exter-
nal rendering engine. This process allows the utilization of standard renderers
to present the information to users. This language is usually highly platform-
specific.

3.2 Transformation of Information into a User-Friendly
Representation

The transformation of information into a user-friendly representation is a func-
tion trans,,: that maps a tuple of documents in the language of communicative
acts (Droa), the context detection service (Dreps), user preferences (Deup),
and device profiles (Dzpp) into documents in a language that the renderer can
render (Dzout) [6,25]:

transout : Deca X Deeps X Deup X Depp — Drouts

This transformation process consists of several distinct steps. Hence, trans,,;
can be implemented as a composition of the following functions:

— trans_pui : Dyoa — Dppyr: transforms communicative acts to prototypical
Uls (PUI),

- adapt : DﬁPU] X DﬁCDS X DLUP X DgDp — DL:PUI: adapts the prototypical
UI according to the context, the device profile and the user profile

— inst_ui: Depyr — Drowt: instantiates the output document

Instead of directly representing the UI in a platform-specific Ul language,
an abstract platform-independent language is chosen for this task. Here, this
language is referred to as “prototypical UI” and is further explicated in the
next subsection. Figure 2 gives a visual summary of the implementation of the
function trans,,;.
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Representation of Prototypical User Interfaces. Christoph et al. describe
user interfaces in terms of elementary interaction objects (elOs) [6]. We define
elementary interaction objects as “non-decomposable objects that enable a user
to interact with a system” with the following properties [25]:

— Type of the elO, one of the following:
Single select: selection of one single element from a given list
Multiple select: selection of multiple elements from a given list
Input: input of information into the system
Inform: output of information to the user
e Action: initiate an action in the system
— Optionally, a description of the interaction object
— Optionally, a content of the object
— A content representation, consisting of
o Qutput device: on which device the elO is presented to the user,
e Presentation medium: which medium is used to present the eIO to the
user, e.g., display or speaker,
e Modality: the way the information is represented [4], e.g., text, image, or
speech, and
e Modality properties: specific modality-dependent representation parame-
ters, e.g., font color, size, or voice
— Natural language of the content, e.g., English (en), German (de), Chinese
(zh), ...
— Unique identifier of the element for reference

Information Context User Device
service service profile profile
D
Lsa Dreps |Deup |DPrpe
trans_pui
Drpur
| adapt
Drp Ur
inst_ui
Derour
Ul
description

Fig. 2. Implementational view on trans,,: as a composition of partial transformations.
This visualization is from our previous work [25].

For the task of adaptation, the eIO type and content representation are of
particular interest. Therefore, the focus of the following descriptions lies on these
two properties.
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Transformation of Communicative Acts into Prototypical User Inter-
faces. Communicative acts from the client have to be transformed into proto-
typical user interfaces to generate an adaptable user interface. The transforma-
tion depends on the performative, the direction of the communication, and the
corresponding interaction protocol. For this transformation, only two different
classes of performatives need to be considered: informative and requesting per-
formatives. The former class of performatives consists of all performatives that
are used to inform other agents about a given subject without requesting any
specific action. Conversely, all performatives that are used to request an action
from other agents are assigned to the latter class.

Depending on the direction of the communicative act, a different set of eIOs
is available for the transformation. If the recipient of the communicative act
is the user, the communicative act is transformed into an inform elO because
the other elO types are for inputting information into the system. Hence, a
communicative act from the user to the system can be either translated into
a select, input, or action elO. The system translates communicative acts with
an informative performative into either select or input elOs depending on the
message content. In contrast, communicative acts with a requesting performative
are translated into action elOs. The mapping of communicative acts to elOs is
visualized in Table 1.

Besides generating elOs for presenting the message content to the user, pos-
sible further eIlOs are includable to provide the user with means to respond,
such as input or action elOs. The inclusion of these elOs depends on whether
feedback from the user is expected. This inclusion can be checked based on the
interaction protocol, the conversation history, and the current communicative
act.

Table 1. Characterization of elOs by the direction of the communication and the
interaction type [25].

Direction
System — User User — System
Performative class | Inform Inform Input, selection

Request (without | Inform Action
feedback)

Request (with Inform with inputs | Action
feedback) and selections

Adaptation of Prototypical User Interfaces. After the translation of com-
municative acts into elOs, a suitable user interface representation is to be deter-
mined. To this end, the framework adapts the content representation of every
elO to the context of use, device, and user profile.

The implications to the user interface from each of those documents are
assigned an importance value to avoid ambiguous or contradictory information.
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If information from one document is conflicting with information from another,
the information from the more important document is considered relevant. The
implications from the device profile are the most important because the device
profile defines the technically possible means of communication. The second most
important information comes from the user profile. The user profile contains
information about how the user can and wants to communicate. The context of
use has the least significant impact on the user interface.
On a high level, the Ul adaptation procedure works as follows:

1. Calculate the adjusted user profile by removing all preferences from the orig-
inal user profile that are conflicting with the device profile,

2. Determine the set of all admissible content representations Rggmissible from
the set of all theoretically possible content representations based on the device
profile(s), the user profile, and the message content,

3. Determine the most suitable content representation(s) rpest from Ragmissibie
for the current context of use C' according to an evaluation function eval:

Tpest = argmaz eval(C,r)
r€Radmissible

4. Adapt the properties of all elOs according to rpes¢, the device profile and the
adjusted user profile

The set of admissible content representations is determined based on the
available output devices, their interaction capabilities, the abilities of the user,
and the message content. The latter restricts the possible modalities. For exam-
ple, vibration is usually unsuitable to represent textual information.

If multiple different content representations have an equally optimal rating,
the message is represented in all optimal content representations concurrently.
Thus, one copy of the respective elOs for each optimal content representation is
created.

Representation of Contexts. In this work, we represent context as a consistent
knowledge-base with context information. Then, a logical expression « defines
a context class consisting of all contexts that entail . We refer to such logical
expressions « as partial context descriptions because they are used to define
context classes by describing parts of a context [25]. For example, the logical
expression a = weather (rainy) A environment(crowded) defines the class of all
contexts with rainy weather and a crowded environment. The advantage of this
approach over the manual classification of distinct context classes is its flexibility
and the possibility to define very fine-grained context classes. These properties
are required in this use case due to the complex relationship between contexts
of use and user interfaces.

Evaluation Function. Let C denote the set of all possible contexts, R the set
of all content representations and £ C R the set of all ratings ranging from
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“unsuitable” to “suitable”. Then, the following function assigns a rating to each
admissible combination of context and content representation:

eval:C x R— E CR,

To combine different ratings into a single one, we define a combination func-
tion. Ideally, this combination function @ is chosen such that the result of com-
bining different ratings is consistent with the definition and semantics of ratings.

Instantiation of the User Interface. Since the UI description languages
differ among different mobile device platforms [10,41], the translation of the
prototypical UI into a final Ul is highly platform-specific. As an alternative
to the native Ul description languages of widely used mobile device platforms,
developers can also write applications in HTML, CSS, and JavaScript by using
techniques like Progressive Web Apps [1] or specific frameworks [44]. Besides,
renderers and interpreters for HTML, CSS, and JavaScript are available on all
major mobile platforms because they are one of the core components of Web
browsers. Therefore, the translation of the prototypical Ul into a Ul described
by HTML, CSS, and JavaScript reduces implementation effort because a broad
range of platforms is supported by default. HIML and CSS mainly describe the
visual appearance of a Ul, while JavaScript code snippets can achieve auditive
and tactile outputs. Therefore, a mapping from a prototypical Ul in terms of
elOs to a collection of HTML, CSS, and JavaScript documents can be defined.

3.3 Transformation of Information from the User

Assuming that the user will, by default, choose the most suitable communication
channel to communicate with an information system, the communication channel
for user input does have to be selected by the UI adaptation service. Instead,
the Ul adaptation service needs to be able to receive input from all possible
inbound communication channels simultaneously. Specifically, this means that
input, selection, and action elOs will always be rendered on all possible incoming
communication channels concurrently and that only the modality and modality
properties need to be selected for them.

From the perspective of the user, one can distinguish between proactive and
reactive communication. Proactive communication is initiated by the user, while
the user only responds to messages from the system in a reactive communication.
Both communication modes have to be handled differently by the adaptation ser-
vice. The adaptation service has to provide the user with access to the currently
available functions of the client information system to allow the user to initiate a
communication. The inclusion of additional interaction objects enables reactive
communication that give the user the possibility of reacting to a message from
the client information system. The necessity of including these other interaction
objects depends on the communicative act, the conversation history, and the
interaction protocol of the respective conversation.
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Processing User Input. Generally, inputs from the user are received either as
GUTI interaction or raw data. The user generates GUI events during the interac-
tion with a GUI. Recording the real world directly produces raw data, e.g., by
recording audio or video data. The system forwards the data that is input at the
UI to the Ul adaptation service for further processing. This additional process-
ing depends on whether the data type of the input data matches the expected
data type in the interaction protocol of the associated conversation. In case of
a match, the data can be directly sent to the client information service. Other-
wise, the data has to be interpreted by the Ul adaptation service. For example,
if the user inputs spoken words, although textual data is required according to
the interaction protocol, the adaptation service needs to transcribe the words
and send the transcription to the client. Similarly, GUI events, such as touches
or clicks, can be mapped to intents. The interpretation procedures are designed
as pre-defined building blocks by the developer of the adaptation service with
a specific input and output data type. Then, a suitable interpretation pipeline
can be generated automatically by assembling several of such building blocks to
a pipeline.

According to Dumas et al., the coordination of multiple incoming data
streams is the task of a fusion engine [14]. For the proposed adaptation ser-
vice [25] such coordination is not necessary because it only supports concurrent
multimodality [30]. Therefore, the only task of the fusion engine [25] is to link the
incoming messages from the user to conversations by storing the corresponding
conversation ID in every interaction object.

After the incoming data has been processed successfully, the adaptation ser-
vice generates a communicative act containing the processed data and sends it
to the client information service.

3.4 Dialogue Manager

As stated by Dumas et al., the task of a dialogue manager is to provide and
manage information about conversations [14]. Specifically, the dialogue manager
maintains the communication history, keeps track of the states of all conver-
sations, and provides information about the associated interaction protocols.
Additionally, based on the interaction protocol, the dialogue manager can also
check the validity of communicative acts in a conversation. It can also pro-
vide the expected data type of the content of the next communicative act in a
conversation.

3.5 Implementation

For the evaluation of the proposed Ul adaptation system, we implemented a pro-
totype for the adaptation procedure. This prototype transforms messages from
client information systems into descriptions of the output representation together
with a suitability rating using the previously described function trans,,;. Device
profiles, user profiles, and descriptions of the context of use influence the adap-
tation process. In the following, some implementational details are presented.
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Evaluation Function. In the prototype, we represent a rating as a real value
n [0,1] [25]. A rating of eval(C,r) = 1 means that the representation r is
suitable in context C, whereas eval(C,r) = 0 means that it is unsuitable. For
the selected range of ratings, the multiplication function is a reasonable choice
for the combination function [25].

Evaluation of User Interfaces in Contexts. The evaluation function, as
listed before, assigns a rating to a tuple of context and content representation.
However, since the number of possible contexts is generally infinite and the
number of content representations high, such an assignment is impossible to
define manually. As a simplification, only a rating for the combination of a
specific context class and a component of a content representation is set, while
all other combinations are rated as “suitable” (r = 1) by default. Therefore, the
evaluation function is decomposable as follows:

eval(C,r) @ @ eval’(y,cm).

v: Cl,ry cmer

Here, eval’(y,cm) is the evaluation of a single communication mean c¢m in a
context class defined by . In our prototype, this evaluation is defined by lookup
tables.

In the prototype, three different tables are used: a table for evaluating devices,
communication channels, and modalities, respectively. The evaluation of modal-
ity properties is omitted here due to a large number of possible modality prop-
erties. Table 2, Table 3, and Table 4 show the lookup tables. The values in the
lookup tables are based on common knowledge and thought experiments.

According to the communication infrastructure, a presentation medium
addresses a specific communication channel. Since presentation media with the
same addressed communication channel share essential properties concerning
their suitability during a journey, presentation media are evaluated according to
the channel that they address.

In the experimental evaluation, we consider five major classes of mobile
devices: tablets, smartphones, smart watches and smart glasses. The evaluation
of devices in Table 2 is mainly based on their accessibility in the given contexts.
For example, when transporting luggage, hand-held devices are far less accessible
than wearables and, thus, are assigned a considerably worse rating. Furthermore,
the general accessibility determines the ranks of the devices in all contexts.

Table 3 introduces the evaluation of communication channels. We chose the
visual, auditive and the tactile communication channel because they are the
main communication channels in contemporary information systems [13]. Vari-
ous environmental factors have a considerable impact on the human-device com-
munication. Consequently, their existence results in a reduction of the rating.
For example, a noisy environment halves the rating of all content representations
using the auditive channel. Thus, it becomes unlikely for the system to choose
such a content representation in that situation.
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Table 2. Evaluation of information devices.

Context Tablet Smart- | Smart Smart Board
phone watch glasses computer

All contexts 0.96 0.97 0.98 1.0 0.99

One-handed luggage 0.1 0.25 1.0 1.0 1.0

transport

Two-handed luggage 0.1 0.1 0.5 1.0 1.0

transport

Standing inside a moving |0.1 0.25 1.0 1.0 1.0

vehicle

Standing inside a moving |0.1 0.1 0.5 1.0 1.0

vehicle A one-handed
luggage transport

Active movement A 0.0 0.0 0.75 1.0 1.0
smartphone not in visual

field

Active movement A 0.0 1.0 0.75 1.0 1.0

smartphone in visual field

Table 3. Evaluation of communication channels.

Context Visual | Auditive | Tactile
All contexts 1.0 1.0 1.0
High ambient light level 0.5 1.0 1.0

No sight contact 0.0 1.0 1.0
Vibrating environment 0.75 1.0 0.75
No body contact 1.0 1.0 0.0
Noisy environment 1.0 0.5 1.0
“Do not disturb” 1.0 0.0 0.5
Active movement A device not in visual field | 0.9 1.0 1.0

Table 4 presents the evaluation of modalities. We distinguish between
nine major classes of modalities: texts, structured texts, diagrams, pictograms,
images, lamps, speech, sounds, and vibration. Texts are sequences of symbols and
words that express information in a natural language. Structured texts consist
of short portions of text that are structured in a two-dimensional space (e.g.,
tables). Diagrams are arrangements of various geometric shapes, pictographs
and short portions of text to communicate messages or thoughts or to illus-
trate information (e.g., a map). Pictograms are simplified, symbolic graphical
representations of objects and concepts (e.g., application icons). Images are nat-
uralistic graphical representations of objects and scenes in the real world and
lamps are simple binary or multi-valued light emitters. Speech is the audible
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representation of human language and all non-speech auditive signals are referred
to as “sounds”.

The ratings for those modalities were determined based on multiple aspects:
the accessibility of a modality in a given context, the acceptance of them by the
social environment, and the compatibility of the modality with the current activ-
ity of the user. For example, when the user is watching a movie, the information
representation should preferably be short, concise, and silent. Otherwise, the
information might harm the activity of the users by interfering with the visual
or auditive channel of the movie Consequently, the modalities (structured) text
and vibration are assigned to a high rating in this context.

Table 4. Evaluation of modalities.

Context Text | Structured text | Diagram | Pictogram

All contexts 0.98 10.99 1.0 0.0

Active movement 0.0 0.25 1.0 1.0

Visual 099 |1.0 0.5 0.5
entertainment

Context Image | Lamp Speech | Sound Vibration
All contexts 0.75 |1.0 1.0 0.99 0.99
Active movement 0.5 1.0 1.0 1.0 1.0
Auditive 1.0 1.0 0.98 0.99 1.0
entertainment

Visual 0.5 1.0 1.0 1.0 1.0
entertainment

Noisy environment | 1.0 1.0 0.25 0.75 1.0
Hearing impaired 1.0 1.0 0.1 0.8 1.0
No headphones in 1.0 1.0 0.5 1.0 1.0
the public

Display on 1.0 0.0 1.0 1.0 1.0

Implementation of the Content Representation Search. We implemented
the search for suitable content representations as a uniform-cost search [34] on a
graph representation of the space of all admissible content representations [25].
In this graph, each node represents a component of a content representation, such
as an output device, a presentation medium, a modality, or a modality property.
The algorithm assigns a suitability rating eval(C,b) for the current context C'
to each edge (a,b). The graph structure follows the RDF schema depicted in
Fig. 3.

The RDF schema for the communication structure has a class for each com-
ponent of a content representation. Naturally, a device can have one or multiple
presentation media. A presentation medium can output information in one or
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various modalities, and a modality can have one or multiple properties. Special-
izations of the hasComponent relationship in the schema represent these relation-
ships. Additionally, a presentation medium can address various communication
channels, and a modality can use a specific communication channel to represent
information.

hasMedium

PresentationMedium

hasModality

hasComponent

hasModalityProperty

ModalityProperty

Fig. 3. Visual depiction of an RDF schema for content representations [25].

For simplicity, we introduce a virtual root node that is connected to each
instance of Device via hasComponent relations. The uniform-cost search can
then start on this root node. For the search, only on the edges referring to
hasComponent relations or its specializations are considered. During the search,
all best-rated paths from this root node to a leaf node are determined.

The representation of the search space as a graph enables the application of
this search method to different device configurations [25]. Therefore, this algo-
rithm is applicable to use cases with automated device recognition and cus-
tomized user preferences.

4 FEvaluation

In this section, we present the conducted experiments and results in detail.

4.1 Evaluation Setup

For the evaluation, the prototype described in Sect. 3.5 was used. To obtain
sensible contexts and profiles, we extract them from typical use cases of a travel
navigation system. After this, we compare the result of the adaptation to a
manually determined optimal user interface.

We derived the following use cases for travel information systems from a
study by the Association of German Transport Companies (Verband Deutscher
Verkehrsunternehmen e.V., VDV) [39]:
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— Navigation for public transport
— Navigation for individual transport
— Navigation for shared vehicles

Furthermore, the VDV defined persona in [39]. We then identified four rele-
vant groups of users among those personas:

Unimpaired public transport users

— Mobility-impaired public transport users

— Perception-impaired public transport users
— Individual transport users

We selected these user groups because they have different communication needs
in several contexts during a journey. They are the basis for the user profiles in
the experiments.

4.2 Evaluation Results

This section shows the results of the evaluation grouped by use case. First,
the situation of each use case is described in general. More specific situations
serve as the basis of the evaluation. For each situation, we list the result of
the UI adaptation. Here, the best-rated modalities are shown for each device
class to provide an overall result. Hence, no assumption about the availability
of specific devices is necessary. Finally, we evaluate the result by comparing it
with a manually determined optimal user interface for that situation.

Navigation for Public Transport. The main task of a travel navigation
system in public transport is to notify the user about arriving vehicles of interest,
the next station, and when to alight from the vehicle. Optionally, it provides the
user with the possibility of checking in manually or for signaling the driver to
stop at the next station.

When using means of public transport, the user is located either at a public
transport station or inside a public service vehicle [22]. The environment in public
transport stations and public service vehicles is often noisy due to traffic and
other passengers. Inside a public service vehicle, passengers have to either stand
or sit. Standing passengers usually need to hold somewhere to avoid falling.

Consider the following situation: an unimpaired public transport user waits
at a noisy bus station for the next bus. In this situation, the travel information
system’s task is to notify the user about the next vehicle of interest. Based on
the context information (noisy environment, public service station, unimpaired
user), the UT adaptation service selects the following representations for each
device class:

— Smartwatch, vibration (rating: 0.9702)
Smartphone, vibration (rating: 0.96029)
— Tablet, vibration (rating: 0.95039)
Smart glasses, sound (rating: 0.73507)
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To summarize, the system chooses tactile communication means on each of the
given devices that support tactile information output. If no tactile information
output is available, an auditive signal notifies the user. The noisy environment
severely impacts the auditive communication channel between the user and the
device. Therefore, the user might not register an auditive notification. Conse-
quently, this situation favors the usage of the tactile communication channel.
Furthermore, the visual channel is unsuitable in a situation in which the user
does not pay attention to the device. Consequently, the result of the adaptation
system is optimal in this situation.

After the vehicle arrived, the user enters the vehicle, but no free seats
are available. Therefore, the user is standing inside the vehicle and holds the
handrail. The information system’s next task is to notify the user about the
station where alighting a vehicle is necessary. The Ul adaptation service selects
the following representations for each device class:

— Smart glasses, sound (rating: 0.9801)

— Smartwatch, vibration (rating: 0.9702)

— Smartphone, sound and vibration (rating: 0.24)
— Tablet, sound and vibration (rating: 0.0950)

In short, easily accessible devices, such as smart glasses and smartwatches, are
preferred in this situation, and the system avoids the visual communication
channel. This behavior is suitable in the given situation because the user is not
already watching the device and has to hold the handrail with one hand. This
selection ensures that the user will receive the notification.

Navigation for Individual Transport. In individual transport, the primary
use case for travel information systems is navigational instructions. Usually, nav-
igational instructions consist of a notification and further information on the
action to be performed by the user. The modalities speech, diagram, or text
represent navigational instructions well and provide the user with additional
information.

The act of active movement mainly characterizes contexts of individual trans-
port by the user. Consequently, the user has to spend a considerable amount of
mental resources on the task of controlling the movement. This limitation holds
true especially for the vision of the driver [27]. Apart from that, those contexts
can be very diverse. For example, while the car protects the driver from many
environmental influences, such as noise and rain, a cyclist usually exposed to
those influences.

The context under consideration in this use case is the following: the user
is driving the car (active movement). In this context, the UI adaptation service
will select the following representations for a navigational instruction:

— Board computer, speech and diagram (rating: 1.0)
— Smart glasses, speech and diagram (rating: 0.99)
— Smartwatch, diagram (rating: 0.882)
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— Smartphone, speech and diagram (rating: 0.485)
— Tablet, speech and diagram (rating: 0.24)

The proposed Ul adaptation system yields a configuration that is mostly
employed in state-of-the-art navigation systems: speech commands with visu-
alization in the form of a diagram (e.g., a map view with short amounts of text
in the form of annotations). Again, easily accessible devices are preferred, such
as a board computer or smart glasses that enable the user to retrieve information
without the need for using a hand-held device. It is important not to distract the
driver in this context because the driver has to focus on controlling the move-
ment of the car. However, reading text demands the visual resources of a reader
for a considerable amount of time, and consequently, text is generally unsuitable
during acts of active movement. While speech commands are a generally accept-
able representation of a navigational instruction, it might be easier for a user
to map them to the real world when accompanied by a visual representation.
Furthermore, map-based navigation systems have been proven to be suitable for
this type of context [12]. Consequently, the modality selection of the adaptation
system is reasonable in this context.

Navigation for Shared Vehicles. In the next use case [39], the tasks of the
travel information system are:

— to announce the vehicle position, properties and access code,

— to provide the user with the possibility to read and agree to the terms and
conditions of the data transfer from a mobile device to the board computer,
and

— to offer alternatives in case of deviations from the schedule.

Similar to the use case “individual transport”, the user is notified about an event
and provided with further information. Furthermore, the set of possible contexts
in this use case can be very diverse and could be possibly intersecting with the
earlier mentioned use cases (e.g., a user receives a notification about the position
of an ordered shared vehicle while sitting on the bus).

Consider the following situation: a user just ordered a shared vehicle and is
now standing near the vehicle. The travel information system needs to announce
the vehicle position and properties to the user. According to the UI adaptation
system, the following representations for each device class are optimal:

— Smart glasses, speech and diagram (rating: 0.99)
Smartwatch, diagram (rating: 0.98)

— Smartphone, speech and diagram (rating: 0.97)
Tablet, speech and diagram (rating: 0.96)

Here, the Ul adaptation system selects the modalities “speech” and “diagram”
for the representation of the information. This selection is generally useful in the
given context because the information to be communicated to the user is complex
and cannot be represented by modalities with a low information capacity, such
as vibration. Besides, the environment is not restricting the communication, and
therefore, the system can choose the best matching modalities.
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Conclusion. As shown in the examples above, the proposed Ul adaptation
system can flexibly provide reasonable user interfaces for a diverse set of contexts
based on the given evaluation rules. However, this pen-and-paper evaluation of
the adaptation service should be complemented by a user study in the future to
cover more aspects of real-life contexts and to be able to adapt the evaluation
function to the diverse contexts in the real world.

5 Conclusion and Future Work

In this work, we extended our previous work of a context-dependent Ul adapta-
tion system [25]. It is helpful for the UI to regard the current context of the user,
the available device capabilities, and the user’s personal preferences to increase
the usefulness of applications in various situations. We sketc.hed a service that
transforms messages between a system- and a user-oriented representation and
adapts them according to the factors mentioned earlier.

We modeled the messages between the application and the sketc.hed adap-
tation service as communicative acts. These messages can then be translated
into a prototypical Ul. An ontology models context of use, whereas elementary
interaction objects (eIOs) describe prototypical Uls. A uniform-cost search on
the communication infrastructure graph adapts the content representation of
the elOs to the current context of use with the help of evaluation functions.
Lastly, the targeted rendering engine renders the document that the system
generated from the prototypical Ul. As the framework is also applicable to bidi-
rectional communication, it also needs to consider the messages from the user to
the system. The adaptation service receives these messages and processes them
according to the current state of the associated conversation and forwards them
to the client application as communicative acts. This work additionally shows a
first evaluation of the adaptation system that indicates that a dynamic adapta-
tion of Uls is feasible. Future work should define suitable evaluation functions
for the adaptation system. Test cases with real-life environments and potential
users must be described. The user groups consist of application developers on
the one hand, and end-users of the Ul, on the other hand. After obtaining the
first evaluation results, the evaluation function can be refined based on the user’s
feedback.

Currently, the adaption rate of smart speakers and smartwatches is rising.
Potentially, also smart glasses will become more widespread. In such a scenario,
it is most likely that users will regularly interact with multiple devices. Here,
it is not sensible to have a distinct information state on each device but to
regard the interaction as communicative acts that are shared between all devices.
Such a seamless interaction between multiple devices of the user is particular
important for travel information systems, as the user may use hand-held devices
or maybe in-vehicle devices. The proposed system provides a framework for
seamless interaction across different devices.
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