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Abstract. Progress indicators inform the participants of web surveys
about their state of completion and play a role in motivating participants
with a special impact on dropout and answer behaviour. Researchers and
practitioners should be aware of this impact and, therefore, should select
the right indicator for their surveys with care. In some cases, the calcu-
lation of the progress becomes, however, more difficult than expected,
especially, in adaptive surveys (with branches). Previous work explains
how to compute the progress in such cases based on different predic-
tion strategies, although the quality of prediction of these strategies still
varies for different surveys. In this revised paper of a conference paper, we
demonstrate the challenges of finding the best strategy for progress com-
putation by presenting a way to select the best strategy via the RMSE
measure. We show the application of this method in experimental designs
with data from two large real-world surveys and in a simulation study
with over 10k surveys. The experiments compare three prediction strate-
gies taking into account the minimum, average, and maximum number of
items that participants have to answer by the end of the survey. Select-
ing the mean as strategy is usually a good choice. However, we found
that there is no single best strategy for every case, indicating a high
dependence on the structure of the survey to produce good predictions.

Keywords: Progress indicator · Web survey · Prediction strategy ·
Simulation study

1 Introduction

As web information systems, web surveys are an important tool in evaluation
research to provide a fast and straight-forward way to collect information from
a user. They usually include a variety of questions or statements to be rated by
the participants. In order to not overwhelm the user, these questions are often
separated into different pages. To show the participant how much of the survey
is left, many surveys include progress indicators (PIs).
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PIs serve not only informative purposes, but are linked to user’s motivation
to continue the survey thoroughly and answer every question diligently [6]. Typ-
ically, the PI displays the progress in percentage between 0 and 100%. There
are three main differences between PIs of web surveys and PIs of other usual
tasks in software, e.g., for machine learning [14] and database queries [12]. Par-
ticipants of web surveys 1) have to focus on the task, 2) can influence the PI,
and 3) do not necessarily have an interest on the result of the survey [21]. This
means that web survey PIs take on a special role of motivating participants to
continue and finish the survey. In keeping with this, it has been shown that web
survey participants prefer to have a PI to be aware of their real progress [16,21],
which also functions as an indication of how much more effort is needed to finish.
However, the computation of the progress can be difficult in case of surveys with
adaptivity (branches). In previous work [19], we propose an equation to com-
pute the progress in adaptive surveys, based on the number of remaining items
(questions) at each point of time. This number of remaining items depends on a
chosen prediction strategy. Such a strategy tries to predict the number of remain-
ing items for each page since the participants may take different paths in the
survey with different numbers of remaining items. For example, three known pre-
diction strategies are: 1) take the minimum, 2) average, or 3) maximum number
of remaining items [10]. However, we suspect that it depends on the structure of
the survey which prediction strategy is the best. Furthermore, the comparison
of the quality of the strategies seems to be not trivial.

This paper is a revised version of a conference paper [20]. It is extended with
additional related work and examples. Furthermore, it provides more evidence
showing that none of the three known mentioned prediction strategies is always
the best, based on a simulation study with over 10k surveys. One main goal of
this research is to find a measure in order to select the strategy that provides a
prediction of the remaining items closest to the true number of remaining items
and, therefore, the true progress. The true progress is the actual degree of com-
pletion of the survey. We support the idea of displaying the true progress since
research in Human-Computer Interaction (HCI) reveals probable side-effects of
PIs on the answer and dropout behaviour of participants [21]. Especially the
progress speed (the rate in which the PI increases) seems to influence the deci-
sion whether a participant finishes a long survey [17,21]. For example, a PI that
is slow at the beginning and gets faster towards the end seems to discourage par-
ticipants and causes higher dropout rates [1,2,15]. A meta-analysis of PI speeds
by Villar et al. [21] supports these observations.

A different pattern can be observed for fast-to-slow PIs, which actually have
been found to encourage the participants to finish the survey. While this might
seem like a desirable outcome, there is no research regarding the perception of
the whole process, i.e., how frustrating the survey was, especially towards the
end. The perception of being misguided could therefore decrease any willingness
to participate in future surveys and even result in a changing motivation to
properly answer the survey throughout.
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On the contrary, PIs which try to display the true progress and can there-
fore be viewed as honest representations should reduce any side-effects, could
strengthen long-term motivation, and hold a greater informational value.

The recognition of imprecise PIs by the participants seems to lead to higher
dropout rates as a study of Crawford et al. implies [3]. If the growth of the
PI is unexpected, e.g., it does not match the amount of time mentioned in the
introduction of a survey, the dropout rate increases significantly [6,22].

There are lot of discussions regarding PIs’ impact on the dropout behaviour
of participants. Some studies suggest that surveys without any PI have lower
dropouts than surveys with a PI [3,13]. However, conversely, Heerwegh and
Loosveldt state that PIs can have a positive effect on the dropout rate, as they
are a highly requested tool to constantly reassess the cost of a given survey [6]. As
an indication of when a survey ends could increase the motivation to finish and
may therefore reduce the dropout rate [5,6]. When used as a psychological frame
of reference, the effects of PIs may differ individually, as the demographic back-
ground of the participants seems to decide whether a PI has a positive or negative
effect on the completion rate [3]. Other studies on the other hand claim that the
effect of the PI on the dropout rate might be negligible altogether [13,22].

Besides the effect on the completion rate, survey design principles and the
participant’s volition have to be taken into account. As mentioned, most par-
ticipants prefer to have a PI [6,16,21]. In addition, design principles, e.g., of
Dillman et al. [4], claim that PIs should be typical parts of web surveys. In other
words, sometimes PIs are necessary to accommodate the participants wishes and
there is no room for discussions if a PI should be used or not. In those cases, the
effect of the PI on the dropout rate might be small, but could be seen as a mere
addition to the positive effects from a perspective of design and preference. As
discussed before, this should be the case if the PI tries to show the true progress.

If the true progress should be displayed, different prediction strategies should
be comparable to select the one whose predictions are nearest to the true
progress. To reach the aim of a more precise progress computation, we argue
in this paper that the Root Mean Square Error (RMSE) is the most fitting mea-
sure to describe the quality of prediction strategies for progress computation.
Researchers conducting surveys can use the RMSE to determine the best known
strategy for each survey and can give the participant a PI, which represents the
true progress as well as possible. Furthermore, this paper shows as a second goal
that the trivial prediction strategies, mentioned earlier, can lead to bad predic-
tions in specific cases and that there is no single best strategy for all surveys.
Further research should find solutions for these cases.

The paper has the following structure: First of all, we will explain in Sect. 2
how the computation of progress in adaptive surveys work and how the prediction
strategies can be applied. Following this, four different measures as indicators
for quality of the prediction strategy will be compared in Sect. 3. Findings will
then be applied in experimental designs in Sect. 4. Section 4 argues further
which measure is most suitable and explains some disadvantages with current
prediction strategies. It also contains a simulation study with over 10k surveys.
Section 5 provides some concluding thoughts and prospects for further research.
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2 Related Work and Preliminaries

Many studies in research take into account the differences in PI speeds. However,
it is not the focus of research how to calculate an exact progress in web surveys
(especially in surveys with high adaptivity). The first work (to the best of the
authors’ knowledge) is the thesis of Kaczmirek [10] that presents an equation of
progress calculation in adaptive surveys. Based on this equation, our previous
work [19] describes a general algorithm to predict the number of remaining
items, which is part of that equation. The number of remaining items is typically
unknown because of the unknown “path” in a survey taken by a participant.
Our general algorithm allows to apply different prediction strategies to tune the
progress as closely as possible to the true progress.

item

pageedge

start
page

end
page

branch

Fig. 1. A simple questionnaire graph (taken from the conference paper [20]).

Surveys can be considered as acyclic, connected and directed graphs (digraphs)
where vertices describe pages and edges describe the control flow between these
pages. Our above mentioned algorithm is based on such an abstract survey model
that is called the questionnaire graph or in short Q-graph. It is an acyclic, con-
nected digraph Q = (P,E) with a set of pages P = P(Q) and a set of edges
E = E(Q), which connect the pages. Q-graphs have exactly one page without any
incoming edge (the starting page) and exactly one page without any outgoing edge
(the ending page). Each page of the Q-graph contains items (questions, etc. at the
page). Therefore, each page is a finite set {i1, i2, . . .} of items i1, i2, . . . which are
not specified in detail and are assumed to be unique in this context. Since a page
P is a set, |P | is the number of items at P . Figure 1 illustrates a simple Q-graph.

A participant can reach a certain page in the Q-graph if there is a path from
the current page to that page. A path is a sequence W = (P0, . . . , Pm), m ≥ 0,
of pages, P0, . . . , Pm ∈ P(Q), where an edge exists for each two pages appearing
consecutively: ∀ 0 ≤ i < m : (Pi, Pi+1) ∈ E(Q).

In our previous work [19], we generalized Kaczmireks equation to compute
the progress in item precision for arbitrary Q-graphs. This equation is recursive
and returns values between 0 and 1 (i.e., 0 and 100%):

ρ(P ) = ρ(Pprev) + |P |1 − ρ(Pprev)
rem(P )

(1)

It describes how to calculate the progress ρ(P ) at the current page P . The
calculation of the current progress sums the progress ρ(Pprev) of the previous
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page Pprev and the impact on the progress of the current page, |P |1−ρ(Pprev)
rem(P ) .

If the current page P is the starting page, then the progress ρ(Pprev) of the
previous page is 0. The impact on progress of the current page depends on the
number of items |P | at P and the impact of a single item 1−ρ(Pprev)

rem(P ) . The impact
of a single item contains the remaining progress (1−ρ(Pprev)) and the number of
remaining items (rem(P )). The usage of the remaining progress in the equation
allows the progress to adopt to the number of remaining items. For example, if a
participant follows a branch, which reduces the number of remaining items, then
the impact of each item increases, accelerating the growth of the PI. Otherwise,
if the number of remaining items increases, the impact with each item decreases,
decelerating the growth of the PI.

Fig. 2. The general algorithm for computing the number of remaining items for arbi-
trary prediction strategies (taken from previous work [19]).

The number of remaining items rem(P ) is the only unknown part of (1). This
number highly depends on the path a participant takes throughout the survey—
which is usually unknown too. Therefore, it is necessary to predict the number
of remaining items.

Different prediction strategies are possible making the computation of the
progress a challenge. Our general algorithm for calculating the number of remain-
ing items [19] allows such different strategies. An input of the algorithm is a
selection operator � representing these strategies. This operator combines dif-
ferent numbers of remaining items to a single prediction if the survey forks.
Figure 2 shows the algorithm.

Our algorithm considers exactly three situations during the prediction of the
remaining items for a page P in the inner if-then-else-structure: either P has 1)
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no successor, 2) exactly one direct successor, or 3) more than one direct succes-
sor. The number of remaining items for the first situation 1) is simply the number
of items on P , |P |, since P has no successor and, therefore, is the ending page.
In situation 2), the number of remaining items is the sum of the number of
items on P , |P |, and the number of remaining items rem(Succ) of its direct
successor Succ. Different numbers of remaining items may be possible after P
in situation 3) since P has multiple direct successors Succ1, . . ., Succn, n ≥ 2.
This situation solves the selection operator that combines all those numbers
to a single prediction. So the operator receives all those numbers as input,
�(

rem(Succ1), . . . , rem(Succn)
)
, and gives a prediction rem(P ).

Typical examples of prediction strategies (i.e., selection operators) are the
minimum, mean, and maximum functions. Taking the minimum, the number of
remaining items is the smallest number of items. As a result, the progress is fast
at the beginning and becomes slower if the participant takes a path containing
more items than the operator has detected. For the maximum, it is vice versa. It
represents the largest number of items. In the case of the mean, the number of
remaining items of a page is always the average of numbers of remaining items
of the direct successor pages.

Take a look at Fig. 3. It shows a Q-graph with 13 pages where the names
of the pages are assigned to the circles. The best solution to traverse the path

P1

P2

P3
P4

P5

P6

P7

P8

P9 P10P11

P12

P13

Fig. 3. A more complex questionnaire graph (Q-graph).

Table 1. The number of remaining items remmin, remmean, and remmax for each page of
the Q-graph in Fig. 3. The estimations are based on the max imum, mean, and minimum
prediction strategies. The table shows the pages in a reverse topological order.

Page remmin remmean remmax Page remmin remmean remmax

P10 2 2 2 P3 8 11.5 15
P9 3 3 3 P12 7 10.5 14
P8 6 6 6 P11 11 14.5 18
P7 4 5.5 7 P2 11 16 21
P6 8 9.5 11 P13 3 3 3
P5 5 8.5 12 P1 5 11.5 23
P4 7 10.5 14
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is by visiting the pages in reverse topological order beginning from the ending
page P10 [19]. In a reverse topological order, each page is processed if all of its
direct successor pages are processed.

For the ending page, the number of remaining items rem(P10) is 2. This
belongs to situation 1) mentioned earlier. The number of remaining items of P9

is 3. It is computed by the number of remaining items of its direct successor page
(P10, 2) added with the number of its own items, 1. This belongs to situation
2). Similar holds for the number of remaining items at P8 with rem(P8) = 6.
For page P7, however, there are two direct successor pages and, therefore, two
possible numbers of remaining items 6 and 3 after it. This belongs to situation
3) and the selection operator (i.e., prediction strategy) combines both values.
For example, if the selection operator is the minimum function, then rem(P7) =
min(3, 6)+1 = 4. Taking the maximum function, the number of remaining items
rem(P7) is max(3, 6) + 1 = 7. Table 1 shows the number of remaining items for
the Q-graph for three strategies minimum, mean, and max imum.

Table 1 shows obvious differences especially for the pages at the begin of the
Q-graph (e.g., the remaining items on P1 and P2). Assume a participant takes
the path (P1, P2, P11, P4, P5, P7, P8, P9, P10) through the survey. Depending on
the differences in the numbers of remaining items, the displayed progress differs
between different strategies. For example, for the minimum strategy the progress
after finishing the starting page is:

ρ(P1) = ρ(Pprev) + |P1|1 − ρ(Pprev)
remmin(P1)

= 0 + 2 ∗ 1/5 = 40%

Table 2. The predicted (displayed) progress ρmin, ρmean, and ρmax for the different
strategies minimum, mean, and max imum and the true progress ρtrue for the path
(P1, P2, P11, P4, P5, P7, P8, P9, P10) of the Q-graph in Fig. 3.

For the mean strategy, the displayed progress after the starting page is 2 ∗
1/11.5 ≈ 17.4%, and for the maximum strategy it is 2 ∗ 1/23 ≈ 8.7%. Table 2
contains the progresses for all strategies for all pages on the mentioned path. It
further contains the true progress that can be easily computed since the exact
number of remaining items on this path is known. The reader may identify the
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(sometimes large) discrepancies between the progresses, especially at the begin
of the survey. Where the progress of the minimum strategy is really fast at 50%,
the progresses of the other strategies and of the true progress grow more slowly.

3 Selecting the Best Prediction Strategy

As shown in the example of the last section, different prediction strategies usually
result in different predicted progresses. To allow the selection of a strategy for a
given survey, we need a measure to compare the precision of them.

In the introduction of this paper, we argued that a PI should represent the
true progress as well as possible. However, calculating the true progress needs
the exact number of remaining items—that is only known after the participant
has finished the survey. In other words, only after a participant completes the
survey on a path W = (P1, . . . , Pn), n ≥ 1, the calculation knows the exact
number of remaining items on each page P1, . . . , Pn and can compute the true
progress ρ∗.

The predicted and true progress usually have discrepancies. Given a set
{�1,�2, . . . , �n}, n ≥ 1, of prediction strategies, the best strategy should mini-
mize these discrepancies. Literature proposes many measures regarding predic-
tion accuracy and many recommendations explain in which situations a specific
measure should be applied. Hyndman and Koehler [7] consider different measures
of prediction accuracy in detail and provide a good overview about them. These
measures have in common that they are based on the discrepancy between the
predicted and the actual measured value (in our specific case, the true progress).

Imagine some people have participated in a survey. Then, the pre-
dicted/displayed and true progress are known. We can now can bring them in
relation. That means, we have a value pair

(
ρ∗(P ), ρ(P )

)
of the true and dis-

played progress for each page P on all paths participants have visited. The pair(
ρ∗(P ), ρ(P )

)
can be read as “on page P the true progress was ρ∗(P ) but the

progress ρ(P ) was displayed”. That means, all those pairs are given as a set M.
For the comparison of different strategies �1, . . ., �n, n ≥ 2, there is such a set
for each strategy: M1, . . ., Mn.

If the predicted progress differs from the true progress, it results in an error
e(P ) = ρ(P ) − ρ∗(P ). Notice that ρ∗ and ρ have percentage scales. As a result,
the error also has a percentage scale and measures based on percentage errors
are applicable. Hyndman and Koehler [7] mention four typical measures of per-
centage errors:

1. Mean Absolute Error (MAE), |e|
2. Median Absolute Error (MdAE), median(|e|)
3. Root Mean Square Error (RMSE),

√
e2

4. Root Median Square Error (RMdSE),
√

median(e2).

The MAE and the RMSE are common measures to evaluate prediction accu-
racies. The MAE uses the absolute differences between the predicted and true
progresses and as a consequence treats these errors proportionally, whereas the
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RMSE squares these errors. As a result, larger are weighted more strongly. The
MdAE and RMdSE are similar measures, which use the median instead of the
mean and as a result are more robust against outliers. Applying these measures
to the errors produces fit measures for each strategy. Since all fit measures are
on the same scale, they can be compared with each other. The strategy with the
lowest value is the best one of the considered strategies.

If a strategy predicts the true progress exactly, each measure produces a
value 0, i.e., the error between the true and predicted progress is zero. One
disadvantage of the RMSE and RMdSE is that they are infinite, undefined, or
skewed when all observed values (i.e., the true progress) are 0 or near to 0 [7].
Since the true progress has values in the range from 0 to 100%, this disadvantage
does not affect them.

In fact, the MdAE and RMdSE result in almost the same values (see the
appendix). It has no benefit to consider both measures in an empirical study.
Our opinion is that the RMdSE should not be used since it is more difficult to
compute and to interpret.

The explained approach relies on the knowledge of the true progress and,
therefore, on empirical data. Unfortunately, as with any empirical study, these
data is usually not available before the survey starts. It is not possible to select
the best strategy for a survey without additional effort on collecting empirical
data. To overcome this problem, data can be generated by pilot studies, sim-
ulations, or path-explorations of the survey for example. Pilot studies refer to
conducting the survey with a subset of the population to obtain data for strat-
egy selection. In simulations virtual participants answer the questionnaire and
result in simulated data for strategy selection. In a path-exploration, an algorithm
computes all (or most) paths of the survey and computes sample progresses for
each path. But the number of such paths in adaptive surveys may be large (or
exponential). All three possibilities have in common that they should represent
a “realistic” usage of the different paths. Different weights exist for the paths
influencing the measure and makes the generation of data more difficult. The
researcher should be aware of this.

The last section considered the example Q-graph of Fig. 3 and divergences
in progresses after applying three prediction strategies minimum, mean, and
max imum (cf. Table 2). Table 3 contains the errors e between the displayed and
true progress for each page of the path (P1, P2, P11, P4, P5, P7, P8, P9, P10). The
minimum strategy has the highest errors followed by the maximum strategy. The
four measures MAE, MdAE, RMSE, and RMdSE support this observation. The
RMSE has the highest value except for the minimum strategy where the median
measures are a little higher. As mentioned, the MdAE and RMdSE are equal.
The reason is the odd length of the path (see the appendix).
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Table 3. Errors emin, emean, and emax between the predicted (displayed) and the
true progress for the different strategies minimum, mean, and maximum at the path
(P1, P2, P11, P4, P5, P7, P8, P9, P10) of the Q-graph in Fig. 3 and the progress values of
Table 2. The table further contains the MAE, MdAE, RMSE, and RMdSE values for
each strategy. The mean strategy has the best values for four measures.

Page emin [%] emean [%] emax [%]

P1 29.5 6.9 −1.8
P2 30.0 6.6 −4.6
P11 24.9 4.0 −8.2
P4 22.3 2.8 −10.1
P5 21.0 2.1 −11.0
P7 19.7 3.2 −9.4
P8 9.8 1.6 −4.7
P9 6.6 1.1 −3.1
P10 0.0 0.0 0.0

MAE 18.2 3.1 5.9
MdAE 21.0 2.8 4.7
RMSE 20.7 3.8 7.0
RMdSE 21.0 2.8 4.7

4 Experiments

The last section described four measures that can be applied to compare dif-
ferent prediction strategies. A first experiment with two real and large surveys
examines which measure is most suitable for comparison. In a second experi-
ment, a simulation study with over 10k surveys examines if there is a single best
strategy for all surveys and, if not, which trivial strategy performs best in most
cases.

4.1 Experiment with Real Surveys

Our department conducts large surveys with many variables, items, and adap-
tivity that result in a high number of possible paths participants can “walk”.
We store the paths on which the participants walked through the surveys with
the survey engine Coast [18]. With these paths, it is possible to compute the
true number of remaining items for each visited page for each participant. Fur-
thermore, for each prediction strategy, the predicted number of remaining items
can be calculated in retrospect with Eq. (1) and the algorithm of Fig. 2. As a
result, data sets with true and displayed progresses for each strategy and for
each survey are available. This data can be used to determine the most suitable
measure and the best strategy.

In general, we want to answer the following research questions with our first
experiment:
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Table 4. Structure and important empirical properties of survey A and survey B.
NParticipants is the number of participants, NBranches describes the number of branching
pages in Q-graph, |Path| is the empirical length of paths, NItems is the empirical number
of items seen, rem(start) describes the number of remaining items on the starting page
(values in parentheses are adjustments explained in the text). (Table taken from the
conference paper [20])

Survey A Survey B Survey A Survey B

NParticipants 1041 193 NItems

NBranches 11 38 min 4 6
|Path| mean 246.70 290.97

min 2 2 max 339 377
mean 16.34 18.49 rem(start)
max 25 23 � = min 46 (167) 7 (258)
Var 48.56 24.63 � = mean 115 (241) 254 (495)

= max 345 (288) 706 (700)

R1 Which measure is most suitable for comparing different prediction
strategies?
R2 Is there a single best prediction strategy?

Experimental Settings. For the first experiment, we considered two of our
surveys that we call survey A and survey B since their content is irrelevant.
Table 4 shows characteristics of the surveys where some of the characteristics
are based on empirical data. In the table, NBranches describes the number of
pages with branches, |Path| refers to the number of pages within a path, and
NItems is the number of items a participant has seen. Both surveys have similar
structures except for NParticipants and NBranches. Survey A has more available
data sets, whereas survey B has much more branches.

The experiment examines the previously mentioned three prediction strate-
gies: minimum (min), mean, and maximum (max ). The mean strategy does not
represent the empirical average of items on the paths, but the selection operator
used in the general algorithm.

For all three strategies and both surveys, Eq. (1) and the algorithm of Fig. 2
produced data sets. The expected remaining items on the starting page vary for
both surveys (cf. Table 4, rem(start)) and are higher for survey B except for the
min approach, which is very small with a value of 7. The values in parentheses
represent adjustments on the surveys explained in the following.

Lessons Learned. During the performance of the experiments, we observed
two critical characteristics of surveys resulting in bad predictions. We called
them screening paths and adaptive page chains.
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Screening paths are paths at the beginning of surveys in which participants
receive a few key questions to determine if they are part of the survey-specific
target population. Depending on their answers, the survey either continues or
ends quickly. As a result, screening paths end with shortcuts (exit paths) to
the ending page without many items. For example, Fig. 3 has a screening path
containing only page P1 and resulting in the exit path (P13, P10).

The inclusion of screening paths in progress calculation usually produces bad
predictions, this was the first lesson we learned. Especially by taking the min
strategy, the exit path has the fewest remaining items and, therefore, decreases
the number of remaining items on all paths at the beginning of the survey (cf.
rem(start) in Table 4 or the remaining items of P1 in Table 1 of our example
survey of Fig. 3). This leads to progresses near 100% for survey B after passing
the last page of the screening path. We observed no great impact of screening
paths for strategies mean and max.

Adaptive page chains are subgraphs with many adaptive pages, however, each
participant only sees a small number of them. The survey of Fig. 3 has a little
page chain between pages P5 and P9 for example. Survey B consists of a lot
of such pages that describe special topics. In general, each participant has only
seen one or two of these approx. 30 pages. Adaptive page chains disappear for
the min strategy in progress calculation skewing the results as most participants
nevertheless see at least one page. The max strategy includes each adaptive page
in the chain resulting in high numbers of remaining items. The mean strategy
smooths high numbers of remaining items, however, usually only by half. In
Table 4, NBranches indicates adaptive page chains in survey B with a value of 38
instead of 11 in survey A. It was the second lesson we learned that such chains
of adaptive pages also produce bad predictions.

As a consequence, we revised our experiments with surveys A and B by
eliminating screening paths from progress calculation. It is useless, otherwise,
to compare the results of the different strategies. Our revisions result in new
numbers of remaining items for each strategy (see rem(start) in parentheses in
Table 4). We left adaptive page chains as they contain important items.

Experimental Results and Discussion. Figure 4 shows the results of the first
experiment. The x axis describes the true and the y axis the displayed (predicted)
progress. In other words, the figure visualizes the measurement points M (cf.
Sect. 3). The black line illustrates the true progress and a perfect prediction
strategy, respectively. The min approach obviously results in overestimations of
the progress, whereas the max approach results in underestimations. For survey
A, mean has values above and below the true progress line. For survey B, the
values of mean are all below the line. This is caused by the adaptive page chains
described earlier.

Besides the measurements of true and predicted progresses, Fig. 4 contains
values for measures MAE, MdAE, RMSE, and RMdSE. Actually, the MdAE
and RMdSE result in equivalent values as mentioned.
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MAE = 6.64
MdAE = 6.69
RMSE = 8.38
RMdSE = 6.69

MAE = 5.46
MdAE = 3.36
RMSE = 7.91
RMdSE = 3.36

MAE = 1.47
MdAE = 1.3
RMSE = 2.13
RMdSE = 1.3

MAE = 17.63
MdAE = 17.45
RMSE = 21.36
RMdSE = 17.45

MAE = 1.67
MdAE = 1.08
RMSE = 2.65
RMdSE = 1.08

MAE = 26.28
MdAE = 27.37
RMSE = 31.3
RMdSE = 27.37

min mean max
Survey A

Survey B

0 50 100 0 50 100 0 50 100

0

50

100

0

50

100

True Progress in %

D
is

pl
ay

ed
 P

ro
gr

es
s 

in
 %

Fig. 4. Charts with displayed progresses and the computed measures MAE, MdAE,
RMSE, and RMSE for the three prediction strategies min, mean, and max for two
surveys A and B. For survey A, the mean strategy has the lowest MAE and RMSE and
the max strategy has the lowest MdAE and RMdSE. For survey B, the min approach is
the best and the max strategy is the worst one for all four measures. But all strategies
perform worse in survey B (taken from the conference paper [20]).

For survey A, the mean strategy has the lowest MAE of 1.47 and RMSE of
2.13, but the max strategy has the lowest MdAE and RMdSE with both 1.08.
The mean and max strategies seem to estimate the true progress best. The min
strategy is the worst approach. The distribution of the points supports the result.

For survey B, the strategies perform contrary: the min approach is the best
and the max strategy is the worst one for all four measures. All strategies per-
form worse for survey B. No strategy predicts the true progress well. Even though
min has the lowest measures, a visual inspection of the predicted values in
Fig. 4 shows that for many participants the displayed progress is near 100%
even though they still have around 25% of the survey to go. This is a result of
adaptive page chains, because the min strategy predicts that all adaptive pages
will be skipped, where in most cases a participant visited at least one adap-
tive page. In comparison to survey A, all fit measures are higher, showing that
progress predictions are generally worse in survey B. As a whole, the results show
that there is no single best strategy for both surveys. We take these first results
to tendentially answer research question R2 “Is there a single best prediction
strategy?” with “No”, rather it is important to look at the characteristics of a
given survey, as was seen with the adaptive page chains in survey B. It could
also be possible that in the future a more elaborate selection strategy could be
offer the best prediction for different kinds of surveys.

In our application context, high errors should be penalized more than smaller
errors since higher errors have a stronger impact on the overall progress calcu-
lation and can lead to noticeable deviations from the true progress. Small errors
on the contrary should be almost invisible to the participant. The RMSE is,
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therefore, a good choice, because it gives large errors more weight by squaring
the error. Like Fig. 4 shows, the RMSE is always the highest. The squaring of
the error in RMdSE has no great effect on the resulting value. Actually, it is
always close to the MdAE as mentioned before.

For survey A, the mean (MAE and RMSE) and the max strategies (MdAE
and RMdSE) have low values. We can see in Fig. 4 that the max strategy has
more outliers for survey A than the mean strategy. Following the above argu-
mentation, the mean strategy should be used since the outliers may lead to
noticeable deviations. This is supported by a higher RMSE.
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Fig. 5. Error distribution of the strategies min, mean, and max for surveys A and B.
For survey A, the mean and max strategies result in errors near zero with less variance.
The min strategy has a higher variance. In contrast, for survey B, the max and mean
strategies have a very high variance and the min approach has a small variance (taken
from the conference paper [20]).

Figure 5 illustrates the error distribution for all strategies in both surveys
and, therefore, also the number of outliers. For survey A, the mean and max
strategies have a median error near zero with less variance and only a minor
number of outliers. Instead, the min strategy results in a higher variance of
the error. The max and mean strategies have a very high variance with many
outliers for survey B. The min approach has better results with a smaller vari-
ance. Altogether, Fig. 5 supports the previous observations and the usage of the
RMSE.

Altogether, we recommend to use the RMSE for comparing different pre-
diction strategies for PIs. It is most sensitive to high deviations. This answers
research question R1 “Which measure is most suitable for comparing different
prediction strategies?”.

4.2 Experiment with Simulated Surveys

The second experiment examines simulated surveys. Since our department has
indeed large surveys, but does not conduct many different variants, we generated
over 10k random surveys. It is important to note that only Q-graphs and branch
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conditions with their variables were randomized and not complete surveys with
all of their items.

The second experiment should answer research question R2 “Is there a single
best strategy?” in more detail. Including this research question, there are two
questions to examine in this experiment:

R2 Is there a single best strategy?
R3 Which of the three strategies min, mean, and max is the best?

Experimental Settings. The experiment contains exactly 11 200 randomized
surveys that are separated in 10 groups with differing numbers of pages. The
page numbers NPages differ between 10 and 100 in step-size of 10. This allows a
wide variety of surveys. With an increasing number of pages, we also increased
the number of generated survey per group to increase the variety of different
surveys. Further, the number of pages with branches NBranching pages and the
number of items NItems vary for each survey. The variables, the values that can be
assigned to the variables, the number of clauses, and the number of axioms used
in conditions are based on empirical values of surveys on our department. Our
real surveys have 6 variables in conditions NVariables on average with 3 possible
values that are assigned MPossible values. The conditions are in disjunctive normal
form (DNF). The average number of clauses MClauses is 1.84 and the average
number of axioms MAxioms per clause is 1.4. Table 5 gives an overview about
the surveys and their empirical properties.

Table 5. Properties of the computer-generated surveys. NPages describes the number
of pages, N the number of surveys, NBranching pages is the number of pages with at least
two succeeding pages, NItems is the total number of items, NPaths is the number of paths
available, NVariables is the number of variables used in the conditions, MPossible values is
the average of possible characteristics per variable, MClauses is the average number of
clauses per condition, and MAxioms is the average number of axioms per clause.

NPages N NBranching
pages

NItems NPaths NVariables MPossible
values

MClauses MAxioms

min M max min M max min M max

10 400 1 2 4 200 – 1000 1 3 7 1 4 10 2.97 1.83 1.42

20 800 1 3 7 200 – 1000 1 5 24 1 6 12 2.98 1.86 1.4

30 1000 1 4 8 200 – 1000 1 5 30 1 6 12 3.01 1.85 1.44

40 1000 1 5 11 200 – 1000 1 10 176 1 6 15 3 1.86 1.42

50 1000 2 7 14 200 – 1000 1 17 234 1 7 16 3 1.85 1.42

60 1000 4 9 15 200 – 1000 1 30 339 1 8 16 3 1.84 1.42

70 1200 4 10 17 200 – 1000 1 41 452 1 8 16 3 1.85 1.42

80 1400 4 11 19 200 – 1000 1 57 571 1 8 17 3 1.85 1.41

90 1600 4 12 21 200 – 1000 1 68 712 1 8 16 2.99 1.84 1.42

100 1800 4 13 24 200 – 1000 1 82 799 1 8 18 3 1.84 1.42

It is not trivial to randomly generate realistic-looking surveys (Q-graphs).
Their construction is based on the generation of so-called Program Structure



Progress in Adaptive Web Surveys 163

Trees (PST) [8,9]. A PST represents a computer program as a tree with
sequences of instructions and bonds (branches and loops). For its generation,
the algorithm divides the given number of pages at first into a given number
of branching pages (bonds) and normal pages (instructions). The second step
assigns a random number of pages (instructions and bonds) to the bonds. The
constructed PST is then transformed into a Q-graph by adding additional edges
and joining pages. Such PSTs always result in well-structured Q-graphs. To
get also some irreducible Q-graphs, a random number of additional edges were
inserted into the Q-graph. The number of items for each page were assigned
on that Q-graph randomly. Each page gets at maximum two times the average
number of items per page to avoid imbalanced surveys.

Conditions on branches cause individual paths for participants. Without con-
ditions, either all participants would take the same path or each branch is visited
equal-distributed. Our random Q-graphs get conditions for each branch where
each branching page has at least one default edge that is followed if none of the
other branching conditions hold. The conditions are based on DNF, i.e., they
consists of axioms and clauses. Each axiom consists of a variable, a comparison
operator, and one possible value of the variable. The variables with their possi-
ble values are also randomly generated for each Q-graph. Sometimes, conditions
are generated which never evaluate to true. But their prevention corresponds
with the SAT problem1 that is NP complete. We accepted this inaccuracy as
improperly designed surveys.

Table 6. Descriptive statistics of the results of the second experiment. It compares
the Strategies regarding the RMSE. The mean strategy has the lowest RMSE in
minimum, mean, and maximum.

Strategy RMSE
min M max

min 0 10.35 53.87
mean 0 5.83 46.89
max 0 8.81 51.86

We simulated 1 000 participants for each survey. The participants were simu-
lated by pre-assigning their answers to all variables used in the conditions in an
uniform distribution. Differences in assigned answers may result in differences in
paths in the surveys. All simulated participants answer the survey and use their
own paths. Based on these paths, the predicted and actual progress as well as the
RMSE for the three strategies minimum, mean, and max imum were computed.

Experimental Results and Discussion. Table 6 summarizes the results of
the second experiment. For each strategy exists at least one survey for which the
1 The Boolean satisfiability problem is a decision problem whether variables of Boolean

formula can be replaced by true or false so that the formula evaluates to true.
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strategy produces a perfect estimation of the true progress (the minimum of
the RMSE is 0). But for each strategy exists also at least one survey where the
estimation is bad (the maximum of the RMSE is greater than 20). The mean
strategy seems to perform best with an average RMSE of 5.83. This is followed
by the max (8.81) and min (10.35) strategies.

The averages of the three strategies show a tendency that the mean strat-
egy estimates the true progress best. But sometimes outliers are hidden by the
average. For this reason, we ranked each strategy for each survey from best (1)
to worst (3). Figure 6 shows the three strategies and their placements, totally
and relatively. The relative numbers belong to the total number of surveys.

The mean strategy has most placements on the first rank. It leads to the
best progress estimations for about 71.9% of the surveys. If it does not perform
best, it always ranked second and never third. For 28.1% of the surveys, either
the min or max strategies have better RMSE. Although the max strategy has a
better average than the min strategy, the min strategy has more rank one places
than max. But the min strategy has the worst predictions in approx. 60% of the
surveys. Altogether, Fig. 6 supports the conclusion drawn from comparing the
average RMSE values.

The descriptive statistics show that the mean strategy is usually the best
one of the three strategies. This answers research question R3 “Which of the
three strategies min, mean, and max is the best?”. But the results also accen-
tuate that non of the three strategies is best for every survey (research question
R2 ). Research in future should examine strategies performing better than the
strategies examined here. However, to find a strategy that performs well for each
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Fig. 6. Comparison of the three prediction strategies min, mean, and max related to
their placement for a single survey. The relative values belong to the number of surveys.
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survey, it becomes necessary to further investigate the factors, that influence the
prediction of the progress for a given survey. We examined the describing factors
of the surveys in Table 5. However, we find no significant correlations between
those factors and the RMSE. These factors do not seem to describe the structure
of surveys accurately in terms of progress prediction. Therefore, we need further
factors that describe the structure better. One possibility is to use measures
describing graph similarity. But there are a lot of such measures with individual
benefits and disadvantages [11]. These measures, however, are out of the scope
of this paper.

5 Conclusion

In this paper, we argued for a measure to compare prediction strategies for
calculating the progress in adaptive surveys. Measures from statistics as well
as experiments recommend the RMSE measure as good choice of comparing
different strategies for the same survey. That strategy with the lowest RMSE
is the best one. Experiments in this paper compared three standard prediction
strategies: taking the minimum, average, and maximum number of items by the
end of the survey. The comparison showed that the mean strategy is usually
a good choice when little is known about the characteristics of the survey. In
over 70% of over 10k simulated surveys, this strategy performs best. In all other
cases, it comes in second place. However, there are surveys where even the mean
strategy has poor predictions and therefore scores poorly. Our experiments with
real-world and a large number of simulated surveys accentuates that no single
strategy is the best for all surveys. The strategy is survey-dependent. Further
research is necessary to provide a guide or tool for selecting the best strategy.

This study showed that using the RMSE for comparison is promising. But
there is still need for empirical data. Additional research has to find ways to
generate this data precisely, e.g., by further simulation or path-weighting. Fur-
thermore, future research has to find survey characteristics that influence the
accuracy of different prediction strategies. This characteristics may help to select
a well-fitting strategy without having empirical data.

Sometimes it may be possible that a prediction strategy has the best RMSE
within a set of strategies, but another strategy may be better in practice; for
example, if simulated data does not reflect the actual population of the survey,
the survey population varies over time, or there is simply an yet unknown, better
strategy. We examined three basic strategies, future research should focus on
finding better strategies, especially ones that can handle adaptive page chains.

Appendix

Section 3 mentioned that the MdAE and RMdSE mostly result in almost the
same values. In this appendix, we are going to investigate this fact.

Assume a vector of (real) values v = {v1, . . . , vn}, n ≥ 1. The first step
of computing the median ṽ is to order the values of v by size. By taking the
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MdAE, the ordering is performed on |v|. For RMdSE, the ordering is performed
on v2. Since for each two arbitrary (real) values v1 and v2 it holds true that
|v1| ≤ |v2| ⇐⇒ v2

1 ≤ v2
2 , it is easy to confirm that the ordering of |v| is equal

to the ordering of v2. Let (a1, . . . , an) be the resulting order of the absolute and
(s1, . . . , sn) be the ordering for the squared values. The following is valid:

∀1 ≤ i ≤ n : ai =
√

si (2)

The second step of computing the median depends on the number of dimensions
n of v. There are two cases:

1. n is odd. The median is the value on position n/2 of the ordering. It is an/2 for
MdAE and sn/2 for RMdSE. For RMdSE, we have to take the root median,
i.e., RMdSE is √

sn/2. With Eq. 2 in mind, the MdAE and RMdSE are equal.
2. n is even. The median is half the sum of the values on positions n/2 and n/2+

1. It is 1/2(an/2 +an/2+1) for MdAE and 1/2(sn/2 + sn/2+1) for RMdSE. For
RMdSE, we take again the rooted median,

√
1/2(sn/2 + sn/2+1). Actually,

the MdAE and RMdSE are unequal. But on closer inspection, the value of
1/2(sn/2 + sn/2+1) is always between sn/2 and sn/2+1, and therefore, the
RMdSE is always between an/2 and an/2+1 with regard on Eq. 2.

Both cases result in the following facts:

1. MdAE and RMdSE are equal if n is odd.
2. MdAE and RMdSE are almost equal if n is even and the values on positions

n/2 and n/2 + 1 are close to each other.
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