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Preface

The International Conference on Ad-Hoc Networks and Wireless (AdHoc-Now) is one
of the most popular series of events dedicated to research on ad-hoc, mobile and
wireless sensor networks, and computing. Since its inception in 2002, the conference
has been held 18 times in 8 different countries, and the 19th edition was held in Bari,
Italy, during October 19–21, 2020. Due to the COVID-19 outbreak, the conference was
held virtually.

We wish to thank all of the authors who submitted their work. This year,
AdHoc-Now received 39 submissions, and 23 papers were accepted for presentation
after a rigorous review process involving the Technical Program Committee
(TPC) members, some external reviewers, and the TPC chairs.

The AdHoc-Now 2020 program was organized in five sessions grouping the con-
tributions into the following topics: Internet of Drones and Smart Mobility, Internet of
Things and Internet of Medical Things, Intelligent, Programmable and Delay- and
Disruption-Tolerant Networks, Secure Communication Protocols and Architectures,
and Wireless Systems. In each of these sessions, new ideas and directions were dis-
cussed among attendees, thus providing an in-depth and stimulating view on the new
frontiers in the field of mobile, ad hoc, and wireless computing.

We would like to thank all of the people involved in AdHoc-Now 2020. First of all,
we are grateful to the TPC members and the external reviewers for their help in
providing detailed reviews of the submissions; to Albert Bel Pereira, our submission
and proceedings chair; to Giuseppe Piro, Yaser Jararweh, and Claudia Campolo, our
TPC chairs; to Danda Rawat, Changqiao Xu, and Periklis Chatzimisios, our publicity
chairs; to Pietro Boccadoro, our web chair; and to Simona Colucci, our local
arrangement chair. We also thank the team at Springer for their great support
throughout the entire process, from the submission phase until the proceedings
production.

Finally, the organization was made possible through the strong help of our sup-
porters: Springer and Springer’s Lecture Notes in Computer Science (LNCS), Wiley
Internet Technology Letters (ITL), Consorzio Nazionale Interuniversitario per le
Telecomunicazioni (CNIT), and Politecnico di Bari. A special thank you to all of them.

October 2020 Luigi Alfredo Grieco
Gennaro Boggia
Giuseppe Piro
Yaser Jararweh

Claudia Campolo
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Dynamic Management of Forwarding
Rules in a T-SDN Architecture with
Energy and Bandwidth Constraints

Antonio Petrosino1, Giancarlo Sciddurlo1, Giovanni Grieco1,2,
Awais Aziz Shah1,2, Giuseppe Piro1,2(B), Luigi Alfredo Grieco1,2,

and Gennaro Boggia1,2

1 Department of Electrical and Information Engineering (DEI), Politecnico di Bari,
Bari, Italy

{antonio.petrosino,giancarlo.sciddurlo,giovanni.grieco,awais.shah,
giuseppe.piro,alfredo.grieco,gennaro.boggia}@poliba.it

2 CNIT, Consorzio Nazionale Interunivesitario per le Telecomunicazioni, Parma, Italy

Abstract. Telecom operators recently started to integrate Software-
Defined Networking facilities for controlling and managing their optical
transport networks. Here, the management of forwarding rules into the
resulting Transport Software-Defined Networking (T-SDN) architecture
has to be addressed by taking into account the energy and quality of
service requirements. While the most of works in the literature stud-
ied these aspects separately, the few contributions that simultaneously
take care of energy and quality of service requirements present latency,
scalability, or control communication issues. Starting from these consid-
erations, this paper formulates a novel methodology for the dynamic and
reactive management of forwarding rules in a (potentially large-scale) T-
SDN network, based on the knowledge of network topology, the power
consumption of optical switches, the expected volume of traffic, and the
variability of the actual traffic load. First, the expected volume of traffic
and the estimated power consumption of optical switches are exploited
to select the minimum number of nodes and transport links to activate,
which enable the communication among any source and destination pairs
declared within a given traffic matrix. Then, the bandwidth consump-
tion of activated transport links is periodically monitored by a central-
ized controller and, in case of congestion, a new set of optical switches
and transport links are quickly turned on for addressing the growth of
the traffic load. The effectiveness of the proposed approach has been
investigated through experimental tests and compared against another
reference scheme which considers the energy issue only. Obtained results
demonstrate its ability to offer higher levels of quality of service to end-
users, at the expense of a limited decrease of the registered energy-saving.

Keywords: Software-Defined Networking · Transport network ·
Energy efficiency · Quality of service · Forwarding policies

c© Springer Nature Switzerland AG 2020
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1 Introduction

Transport networks are rapidly evolving towards flexible and controllable archi-
tectures able to dynamically manage the large heterogeneity of data flows [2]. For
this reason, telecom operators are revolutionizing their network infrastructures
by massively integrating Software-Defined Networking (SDN) facilities (i.e., sep-
aration of data and control planes, monitoring and configuration of networking
functionalities, and so on) [12]. In this context, the management of forwarding
rules in the resulting Transport-SDN (T-SDN) deployment is a very ambitious
task to accomplish. A challenging goal, in fact, is to reduce the power consump-
tion of the operating network, while satisfying the requested levels of quality
of service (e.g., bandwidth consumption) [18,19]. At the same time, the high
variability of the traffic loads asking for quick, scalable, and easily deployable
strategies, makes things worse [3].

Several solutions in the current scientific literature address energy and band-
width constraints almost separately [21]. From one hand, energy-efficient schemes
try to turn off as more optical switches and transport links as possible. Start-
ing from the knowledge of network topology and the expected set of data flows
(declared through the so-called traffic matrix), available solutions configure for-
warding rules by solving optimization problems [1,11,15,23,25] or by executing
heuristic algorithms [4–7,13,16]. With these mechanisms, most of the network
traffic is forwarded through a reduced set of links. Therefore, flow dynamics gen-
erally bring to network congestion issues. From another hand, the rest of con-
tributions (see [20] and [22] for example) only targets quality of service require-
ments, while missing the energy constraints.

At the time of this writing, the energy consumption and bandwidth con-
straints are jointly considered in [8,10] and [24]. Specifically, [10] presents a
multi-objective algorithm that derives the set of links to disable, while fulfilling
the expected quality of service constraints. Here, forwarding rules are config-
ured by one of the nodes of the network (acting as a controller) through in-
band communications. This, however, increases the latencies of the exchange of
control messages, as well as makes the resulting implementation infeasible in
large-scale scenarios. In fact, the in-band communication approach is optimal
in non-dynamic situations where it is not necessary to update the forwarding
rules every few seconds, but not for a dynamic environment because the bene-
fits arising from the presence of a controller interacting with optical switches by
means of out-band communications are ignored during the in-band communica-
tion mode. The heuristic approach introduced in [24] configures forwarding rules
by creating spanning trees of nodes with assigned weights according to their
energy consumption. Unfortunately, it does not envisage to monitor the actual
traffic load, thus being unable to react to data flow dynamics and congestion
episodes. Finally, the work presented in [8] assumes to dynamically configure
forwarding rules by taking into account the expected traffic volume and by tar-
geting the shutdown of as many transport links as possible. This solution surely
limits the energy consumption, but still lacks in reacting to the variability of the
actual traffic load.
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In order to solve the issues characterizing the current state of the art, this
paper proposes a novel methodology for the dynamic management of forwarding
rules in T-SDN deployments. This is done by jointly considering the network
topology, the power consumption of optical switches, the expected volume of
traffic, and the variability of the actual traffic load. In particular, the proposed
strategy starts by activating the minimum required nodes and transport links
between the source and destination pair predefined within a given traffic matrix,
based on the network topology and the estimated power consumption of the opti-
cal switches. Then, the bandwidth utilization of the activated transport links is
periodically monitored by a centralized controller to recognize the actual traffic
load. In case of congestion, new transport links and optical switches are activated
to ensure the smooth running of the traffic inside the network. Experimental tests
demonstrate the better trade-off between the power consumption and quality of
service. The performance of the proposed approach has been experimentally
investigated by emulating a T-SDN architecture within a desktop computer.
The GÉANT1 network topology, embracing 40 nodes, 58 bidirectional links, and
an OpenDaylight controller, has been implemented within the Mininet environ-
ment. The actual traffic load is generated by activating a percentage of requests
declared in a traffic matrix describing the data flows between up to 24 host pairs
attached to the GÉANT topology. The collected results have been compared
with the approach described in [16], which only reduce the energy consumption
of the network. The produced results have been compared with the approach
presented in [16], since it is a state of the art algorithm that achieves excellent
energy savings. Indeed, the approach presented in this paper exhibits the lowest
throughput degradation with respect to [16], thus demonstrating its successfully
ability to redirect data flows across uncongested paths. Therefore, it is clear that
the strategy presented in this paper provides a significant gain in terms of per-
formance, at the expense a limited decrease of the registered energy-saving as
compared to [16].

The rest of the paper is organized as follows: Sect. 2 presents the refer-
ence architecture. Section 3 describes the proposed algorithm. The description
of the experimental testbed is presented in Sect. 4 along with the conclusion of
the achieved results. Finally, Sect. 5 draws the conclusions and proposes future
research activities.

2 The Reference Architecture and Main Assumptions

Figure 1 shows the reference T-SDN network considered in this work. Accord-
ing to the well-known SDN reference model, physical nodes and logical enti-
ties are grouped into three layers: infrastructure, control, and application [26].
The infrastructure layer embraces optical switches of the core network and edge
routers. Optical switches forward data flows within the core network, accord-
ing to the configured routing rules. Edge routers, instead, act as sources and
destinations of data flows. Furthermore, a centralized controller monitors the
1 https://www.geant.org/Networks (Accessed: 2020-03-15).

https://www.geant.org/Networks
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infrastructure layer and dynamically configures forwarding rules based on the
outcomes of the routing algorithm working at the application layer.

Both Software-Defined Controller and optical switches implement the Open-
Flow stack (southbound interface). The controller, implemented with OpenDay-
light framework, periodically queries optical switches for collecting details about
the network topology and the amount of bandwidth consumed by each physi-
cal port. When needed, it also delivers the new set of forwarding rules across
the network. According to OpenFlow specifications, the communication in the
southbound interface is managed by means of the REpresentational State Trans-
fer (REST)CONF protocol [2]. The application entity implementing the routing
algorithm and the controller interact with each other with RESTful Applica-
tion Programming Interface (API)s [2]. In this case, the exchanged messages are
encoded with the Yet Another Next Generation (YANG) data model (north-
bound interface) [17].

The design of the novel routing algorithm discussed herein grounds its roots
on the following consideration. From one hand, the network operator knows the
expected volume of traffic that can be generated between all possible pairs of
source and destination edge routers. Such information is stored within the traffic
matrix [26] and may vary during the time (e.g., the volume of traffic manageable
by the T-SDN network in daily hours may be different from the one available
during the night or weekend). On the other hand, the actual traffic load gener-
ated within the network may differ from the traffic matrix, spanning from a very
limited percentage of the expected volume of traffic to its upper bound. This
double level of dynamicity makes challenging the task performed by the routing
algorithm. Indeed, the conceived methodology intends to configure the infras-
tructure layer by jointly considering information stored within the traffic matrix
and the traffic load managed by optical switches during the time, periodically
monitored by the controller.

A power model helps to estimate the amount of power consumed by optical
switches belonging to the reference T-SDN network. Without loss of generality,
this paper considers the model presented in [14], related to NEC PF 52402

OpenFlow switches. Here, the total amount of power consumed by an optical
switch is given by five contributions:

– the amount of power required to keep the switch on, Pbase = 118.30W;
– the amount of power needed to configure device settings and active ports,
Pconf = 0.52W;

– the amount of power needed to install a new OpenFlow rule Pflow-mod =
20.00µW;

– the amount of power consumed for each control packet Ppacket = 711.00µW;
– the amount of power consumption due to the processing of data flow Pflow �

1µW.

The analysis presented in [14] already demonstrated that the processing of
data flows has a very minimal effect on the overall power consumption. Accord-

2 https://www.necam.com/sdn/Hardware/PF5240Switch/ (Accessed: 2020-04-10).

https://www.necam.com/sdn/Hardware/PF5240Switch/
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Fig. 1. Reference T-SDN network architecture.

ingly, it is possible to neglect the impact of Pflow and develop a strategy based
on a traffic independent power model.

3 The Conceived Approach

The routing algorithm conceived in this paper periodically implements two dif-
ferent tasks. The first one provides an initial configuration of the T-SDN core
network, based on the knowledge of the network topology and the expected vol-
ume of traffic declared by the traffic matrix. Therefore, it is executed only once,
at the beginning of the validity period of the traffic matrix. The second task,
instead, is implemented every congestion observation window and provides peri-
odic updates of forwarding rules, based on the actual traffic load passing through
the network. In order to effectively react to possible congestion episodes, the
duration of the congestion observation window is much smaller than the validity
period of the traffic matrix (i.e., tens of seconds instead of hours).

Initial Network Configuration Based on the Traffic Matrix (Task 1). It
intends to reduce the overall power consumption by turning off as many devices
and links as possible, while ensuring communication paths for any data flow
reported in the traffic matrix. To this end, the network is modeled as an undi-
rected graph G, where nodes represent optical switches and edges represent the
transport links connecting optical switches. The set of demands D representing
the traffic matrix is described by the pair of source node s and destination node
t with their respective bandwidth demand dst. Nodes belonging to the graph
G are sorted according to their power consumption, from the most consuming
device to the less consuming one. Links, instead, are randomly ordered. Then,
an iteration on nodes is performed. At each iteration, the considered node in the
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ordered set and all of its links are tentatively turned off. Indeed, it is verified if
at least one path exists for each traffic request declared in the traffic matrix. In
the affirmative case, that node is removed from G since it is not necessary for
the fulfillment of all traffic requests. Otherwise, the considered node and its links
are left active into the network. Once the iteration on the nodes is completed,
the same procedure is applied to the links. Also, in this case, the goal is to turn
off unuseful or redundant links and leave active only a subset of links that guar-
antees the presence of communication paths for all data flows declared into the
traffic matrix. A minimized graph G′ is obtained at the end, which represents
the network topology guaranteeing the greatest energy savings.

Given the minimized graph G′, the shortest communication path for each
data flow of the traffic matrix is identified according to the Dijkstra algorithm
[9]. The calculated shortest paths are converted to forwarding rules and pushed
on OpenFlow switches by the controller.

Redefinition of Forwarding Rules Based on Congestion Episodes (Task
2). In a dynamic environment where the actual traffic load changes, this task
further adapts forwarding rules based on user demands and link capacity. To
this end, the controller periodically sends OpenFlow messages to the switches,
requesting information about the bandwidth consumption of their enabled ports.
This helps to identify the activation of new flows that may congest transport links
and provoke service degradation. This monitoring procedure allows to detect link
congestion when the total bandwidth of the considered link is at least 90% occu-
pied. Once detected the overloaded links, the data flows triggering that event
are put within the congestion list. The recursive algorithm discussed before is
implemented again over the network topology that excludes congested links. As
a consequence, the algorithm will turn on transport links or optical switches that
were turned off at the beginning. Then, a new shortest path is defined for each
data flow in the congestion list, converted to forwarding rules, and pushed on
OpenFlow switches. At the end of the congestion observation window, the net-
work is configured as indicated by the first task. Therefore, congestion episodes
are periodically managed, starting from a baseline network configuration.

To provide further insight, the pseudo-code describing the main functionali-
ties of the conceived approach has been reported in Algorithm 1.
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Algorithm 1. Pseudo code of the proposed methodology
Input: Graph G(nodes, links), set D of demand with traffic requirement dst ∀(s, t) ∈ D
Output: Updated flow tables, Final graph

TASK 1 (G, D):
1: G′ ← G

Nodes Optimization on G′ � Nodes are sorted in a most power order.
2: for i ← 1 to |nodes| do
3: turn off(nodes[i])
4: for all (s, t) ∈ D do
5: if !path exists(s, t) then
6: turn on(nodes[i])
7: end if
8: end for
9: end for

Links Optimization on G′ � Links are selected in random order.
10: for i ← 1 to |links| do
11: turn off(links[i])
12: for all (s, t) ∈ D do
13: if !path exists(s, t) then
14: turn on(links[i])
15: end if
16: end for
17: end for

Push Forwarding Rules
18: for all (s, t) ∈ D do
19: path(s, t) ← Dijkstra algorithm
20: push flow rules()
21: end for

# Controller monitors links bandwidth consumption.#
TASK 2 (G, D):

22: if congestion occurs then
23: Nodes Optimization
24: Links Optimization
25: for all (s, t) ∈ D do
26: path(s, t) ← Dijkstra algorithm
27: for i ← 1 to |link in path| do
28: if remaining link capacity < dst and link overloaded then
29: Congestion list ← (s, t)
30: end if
31: end for
32: if !Congestion list.contains(s, t) or

any path without overloaded links exists to satisfy (s, t) then
33: update(remaining link capacity)
34: push flow rules()
35: end if
36: G′′ ← remove overloaded links(G)
37: if !Congestion list.empty() then
38: Run TASK 2(G′′, Congestion list)
39: end if
40: end for
41: end if
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4 Performance Evaluation

The performance of the proposed approach is experimentally investigated by
emulating a T-SDN architecture within a desktop computer Intel Core i7–7700,
RAM 16 GB, with Ubuntu 18.04 64-bit. Specifically, the GÉANT topology with
40 nodes and 58 bidirectional links is implemented with Mininet, since it allows
to virtualize a network of OpenFlow switches with Open vSwitch kernel. The
OpenDaylight framework is used as the network controller. The routing algo-
rithm has been developed in Python. Without loss of generality, the conducted
analysis considers transport links supporting 1 Gbps of bandwidth. A traffic
matrix is arbitrarily created in order to describe the data flows expected between
up to 24 host pairs randomly attached to the GÉANT topology. Each data flow
in the traffic matrix presents a request rate of 400 Mbps. The actual traffic load
is generated by activating a percentage of requests declared in the traffic matrix.
To provide further insights, the performance of the proposed approach has been
compared with respect to the algorithm presented in [16], which only tries to
minimize energy consumption.

Figure 2 depicts a simplified example showing the ability of the conceived
solution to successfully react to congestion episodes. The example considers three
data flows, asking for 400 Mbps of bandwidth each, directed to the same des-
tination. Figure 2a represents the network topology configured according to the
algorithm presented in [16]. It is possible to observe that the link connecting node
32 to node 36, which only offers 1 Gbps of bandwidth, is congested. This means
that the strategy presented in [16] is not able to fulfill the quality of service levels
requested by the considered data flow. Note that the initial network configura-
tion provided by Task 1 of the algorithm presented in Sect. 3 coincides with the
one obtained through [16]. Differently, from [16], however, Task 2 implemented
by the approach described in this paper adapts forwarding rules in reaction to
congestion episodes. Figure 2b clearly shows how the path followed by Flow 3
is updated. Accordingly, the link between node 32 and node 36 in the example
is not overloaded and the quality of service requested by all the three flows is
achieved. Quantitative key performance indicators discussed below include the
total power consumption of the T-SDN network, the percentage of deactivated
links, and the percentage of throughput degradation registered by active data
flows.

The total amount of power consumed by an operating T-SDN network is
evaluated by considering 6 to 24 active data flows, generating 100% of the data
rate declared in the traffic matrix (that is equal to 400 Mbps). In case, the
network has all the optical switches and transport links turned on, the total
power consumption is equal to 4792.32 W. This is reported in Fig. 3 as the
peak value achievable in the absence of any energy-aware routing strategy. The
other two curves reported in Fig. 3 shows the amount of power consumed by
the considered T-SDN network as a function of the number of active data flows,
when forwarding rules are set according to the algorithm presented in [16] and the
solution conceived in this paper. As expected, results show that the increment of
the number of active data flows always requires higher number of optical switches



Dynamic Management of Forwarding Rules in T-SDN 11

(a) Network configuration based on [16].

(b) Network configuration achieved with the proposed approach.

Fig. 2. Example showing the ability of the proposed approach to achieve energy and
quality of service constraints.
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Fig. 3. Power consumption.
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Fig. 4. Percentage of links turned off.

and links to activate in the network. This inevitably brings to an increment of
the overall power consumption. It is also evident that the algorithm presented
in [16] ensures the highest power saving, thanks to its ability to shut down as
many optical switches and transport links as possible, without taking care of the
quality of service level offered to end-users. On the contrary, the methodology
presented in the paper registers a slight increment of the power consumption
due to the activation of more optical switches and links, triggered in answer to
congestion events.
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Fig. 5. Throughput degradation registered by active data flows

Figure 4, showing the percentage of deactivated transport links, fully con-
firms the aforementioned discussion: the proposed solution forwards data flows
through a higher number of uncongested paths. It is also possible to observe
that the difference between the two investigated approaches becomes more evi-
dent when the number of active data flows increases. In this case, in fact, the
higher the bandwidth requirement, the higher the number of paths to activate
for avoiding network congestion.

The real effectiveness of the conceived solution is highlighted in Fig. 5, which
reports the degradation of the throughput registered by active data flows due to
bandwidth constraints, measured as a function of the traffic load (expressed as
a percentage of the bandwidth requirement declared in the traffic matrix). Since
[16] does not apply any re-routing strategy after the congestion, a large traffic
load seriously degrades network performance. The approach presented in this
paper exhibits the lowest throughput with respect to [16], thus demonstrating
its successful ability to redirect data flows across uncongested paths. From these
considerations, it is evident that the strategy presented in this paper provides a
significant gain in terms of performance at the expense of a limited decrease of
registered energy-saving as compared to [16].

5 Conclusions

This paper focuses on T-SDN networks and formulated a novel methodology for
the dynamic management of forwarding rules in the presence of energy and band-
width constraints. The conceived approach configures communications paths and
decides optical switches and transport links to be activated by jointly considering
the network topology, the power consumption of optical switches, the expected
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volume of traffic, and variability of the actual traffic load. Experimental tests
demonstrate its ability to achieve the best compromise between the power con-
sumption of the overall network and the quality of service offered to end-users.
Future research activities will analyze the complexity and investigate the behav-
ior of the considered solution in complex and large scale network while consid-
ering realistic traffic matrix and flow generation statistics. Moreover, it will also
investigate its adoption in hierarchical T-SDN deployments, based on two lay-
ers of controllers introduced to improve scalability and provide a comprehensive
comparison with the other available state of the art approaches.
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Abstract. Thanks to recent advancements in edge computing, the tra-
ditional centralized cloud-based approach to deploy Artificial Intelligence
(AI) techniques will be soon replaced or complemented by the so-called
edge AI approach. By pushing AI at the network edge, close to the large
amount of raw input data, the traffic traversing the core network as well
as the inference latency can be reduced. Despite such neat benefits, the
actual deployment of edge AI across distributed nodes raises novel chal-
lenges to be addressed, such as the need to enforce proper addressing
and discovery procedures, to identify AI components, and to chain them
in an interoperable manner. Named Data Networking (NDN) has been
recently argued as one of the main enablers of network and computing
convergence, which edge AI should build upon. However, the peculiari-
ties of such a new paradigm entails to go a step further. In this paper
we disclose the potential of NDN to support the orchestration of edge AI.
Several motivations are discussed, as well as the challenges which serve
as guidelines for progress beyond the state of the art in this topic.

Keywords: Edge computing · Information centric networking · Named
Data Networking · Internet of Things · Artificial Intelligence · Edge AI

1 Introduction

The research interest in Artificial Intelligence (AI) was recently boosted by the
advancements in cloud computing and the massive deployment of Internet of
Things (IoT) devices. Indeed, several IoT applications, such as video surveil-
lance, autonomous driving, smart home appliance and industrial automation,
greatly benefit from the use of AI capabilities, including data, image, audio,
and video analysis. Among AI algorithms, Deep Learning (DL) methods con-
sist of two phases: training phase and inference phase. The first one has the
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purpose to set, according to input data, the weights of the Artificial Neural Net-
work (ANN) by which, during the second phase, decisions (e.g., classification,
recognition) are taken. Such operations are memory- and power-hungry. Hence,
typically, resource-constrained IoT devices just send the data streams they col-
lect/sense to the remote cloud. Mega-scale data-centers, with their virtually
unlimited capabilities, are then responsible for processing raw data and deriving
knowledge to be sent back to requesting devices/users. The emergence of the
edge computing paradigm, by bringing computing resources closer to devices,
paves the way for re-engineering the way in which AI solutions are deployed. If
DL services are deployed at the edge, close to where input data are produced
and likely consumed, the latency and cost of sending data to the cloud for model
training/inference will be reduced, while also offloading the core network [1].

Following the groundbreaking paradigm pushing AI to the edge, referred to
as edge AI, the AI model training and inference tasks can be performed across
several edge nodes, such as base stations, backhaul nodes, and IoT gateways. The
cloud data center capabilities are used whenever additional processing power is
needed and trained models are to be stored.

Despite the numerous literature works targeting the orchestration of edge
computing resources to tackle the placement of generic computing tasks, sev-
eral peculiar issues arise when dealing with the orchestration of AI workloads.
First, placement decisions should be taken not only to ensure that data collec-
tion latencies, computation times and/or energy consumption are minimized,
but also to provide the needed inference accuracy of trained ANNs. Heteroge-
neous devices may provide inference results with different accuracy levels, e.g.,
according to their computing capabilities. Second, similarly to contents, AI infer-
ence results, once computed, could serve different requests. Finally, another issue
for distributed AI at the edge, unlike in centralized AI deployments, is the lack
of interoperability due to fragmented and mainly application-specific solutions
[2]. Hence, it is crucial to identify and discover AI components to build intel-
ligent applications upon them, while efficiently using network and computing
resources.

In this paper we promote the usage of the Named Data Networking (NDN)
paradigm (https://named-data.net/) to deal with the aforementioned issues.
Originally conceived as an innovative content delivery solution, NDN has been
more recently overhauled to deal with edge computing [3–6], as scanned in
Sect. 2. Its native in-network caching capability coupled with the semantic-rich
naming scheme would play a crucial role in facilitating the deployment of edge
AI solutions, as we discuss in Sect. 3. To the best of our knowledge, this is the
first work that discloses the potential of NDN for orchestrating edge AI.

2 From Named Contents to Named Services

NDN [7] implements name-based consumer-driven communication based on the
exchange of two packets types, Interest and Data, originally used to request and
provide authenticated contents, respectively. One Data packet exactly consumes

https://named-data.net/
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one Interest packet. Both packets carry hierarchical Uniform Resource Identi-
fier (URI)-like names which uniquely identify the content. There are no specific
restrictions in the way name components can be defined. Data packets also pig-
gyback the publisher’s signature and other authentication information to enable
per-packet security. By design, NDN provides in-network caching and multicast
support. Each node maintains a Content Store (CS) to cache incoming Data
packets according to local storage policies. This allows intermediate nodes to
satisfy future requests and speed up data retrieval, while reducing the amount
of traffic crossing the network. A Pending Interest Table (PIT) and a Forward-
ing Information Base (FIB) are maintained to, respectively, record the pending
requests that wait to be consumed by Data packets and identify the outgoing
interfaces (and relevant attributes, e.g., latency) to forward the Interests.

Recently, the NDN logic has been extended to complement data retrieval by
data processing. According to the pioneering vision in [8], referred to as Named
Function Networking (NFN), an NDN name can be used to identify contents,
processing functions and/or a combination of them. A consumer can request
a named function to be applied over a content (e.g., video compression), and
the network uses advanced routing-by-name mechanisms to discover both the
content and the node in charge of executing that function and returning the
processed content. This output can be cached to satisfy future requests without
the need of performing the computation again. NFN was extended in [3] to
tackle wireless edge domains, where mobile consumers broadcast requests to
offload a computing service to a more powerful node in the neighbourhood. The
Interest packet is extended to carry the name of the processing function and a
set of attributes that describe the consumer’s demands, e.g., maximum tolerated
latency, to allow a potential provider to self-candidate for the task execution. A
smart deferral scheme is defined that lets the best provider (i.e., the one that
executes the service in the shortest time) answer first. Therefore, on receiving
the first response, the consumer immediately offloads the task to that node. The
work in [5] identifies two distinct mechanisms to enable computing services via
NDN in a wired edge domain. In the proactive approach, edge nodes periodically
advertise the functions they support and their resource utilization (e.g., CPU,
storage) by piggybacking this information in the routing protocol messages. Vice
versa, in the reactive approach, the information is transmitted at the reception of
the service request from the consumer. In both cases, the node with the lowest
resource utilization is selected as the executor in such a way as to guarantee
the fair distribution of computation efforts. Conversely, in [6], an orchestration
scheme is defined aiming at guaranteeing the lowest service execution time. It
accounts for two terms: (i) the time needed to collect the data to be processed,
which depends on the network status and the proximity to the data, and (ii) the
processing time, which depends on the local available resources and the demands
of the service. The selection of the executor is performed in a reactive way: at
the Interest reception, each node computes its own service execution cost and
the one with the lowest cost is selected as the executor. Different policies may
be flexibly enforced by applying the same distributed orchestration logic.
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3 Why NDN for Edge AI?

In edge AI every edge node can contribute to the AI workflow by playing dif-
ferent roles. For instance, a node can provide the computing capabilities to run
a specific ANN, although initially not locally available. Another one can own
the trained ANN model itself and perform the inference whenever requested and
also cache it. Nodes can also contribute to partial local model training in the
case of Federated Learning (FL) [9]. In such a challenging and dynamic context,
NDN can play a crucial role to properly identify AI components, route requests
towards the discovered ones, by accounting for their requirements, and also chain
them. In the following, the motivations for the evolution of edge AI towards a
named AI networking paradigm will be discussed, by also treasuring previous
NDN literature and its consolidated extensions to support edge computing.

Naming and Discovery. An addressing scheme is needed to identify all avail-
able AI components, i.e., models, model parameters, inference results, in the
edge domain. This facilitates the discovery for subsequent composition of the
intelligent service (set of services) exploiting the AI components. The semantic-
rich NDN naming well suits the aforementioned need. Unique expressive NDN
names can adequately identify input data and inference results as piece of con-
tents. In addition, names can request the retrieval of a ANN model and/or its
execution as well as the ANN weights. AI components can be definitely treated
as first class citizens, similarly to contents in the vanilla NDN. They can be
referred directly by their name, regardless of the identity of the node where they
are actually hosted. For instance, the name /recognition/AlexNet/w would allow
a node to download the weights of the specific Convolutional Neural Network
(CNN) model to be used for image recognition. The usage of well-known names-
paces can facilitate AI interoperability, overstepping the current difficulties in
letting fragmented AI applications and components interact.

Caching. AI inference results, once computed, can be reused and serve requests
from different applications. For instance, a co-located group of tourists in a
museum may need the same output from an object recognition module of an
Augmented Reality (AR) application. Caching inference results can be highly
helpful (i) to save valuable computing resources, (ii) to avoid the redundant
input data exchange, and (iii) to reduce the inference latency [1]. The caching
decision also applies to ANN models which a node can decide to keep locally.
Implementing caching at the network layer, as foreseen by NDN, can be fast
and flexible. Moreover, thanks to the Interest aggregation in the PIT, if mul-
tiple nodes need the same computation/model, only one request is forwarded
towards the potential cacher, and the replies are sent in multicast saving net-
work resources. Caching and replacement decisions can be taken by accounting
for the popularity of the model/parameter/inference, but also for their tempo-
ral validity, not to waste the limited storage resources at the edge. Applications
must have the capability to specify the freshness with which they want to receive
a given inference result, similarly to what suggested in [10] for IoT contents.
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In-network Processing. Building upon the NDN/NFN philosophy, decisions
about where to place AI components and how and which components to reach
and chain (e.g., computational resources, cached inference results, ANN models,
input data, weights) can be taken in-network. Specifically, an edge node can
either reply to a request for a named inference result if it is eligible to satisfy
it, or it can route the request towards a node which already stores the out-
put, to save processing resources. The latter case is depicted in Fig. 1. Instead,
it may autonomously decide to execute it, if the latency to reach the cached
inference (as tracked in the FIB) is higher than the one needed to retrieve
the input data through Interest/Data packets exchange and locally perform
the inference. Context-rich attributes can be used to specify the demands for
AI components, e.g., the desired inference accuracy and latency, and help the
decision about which components to reach and activate. An Interest with name
/recognition/cars/Rome/intersection32/4June/11:12 coupled with an attribute
specifying acc >80 can be sent to request the recognition of cars passing by
intersection 32 in the city of Rome on June 4th, between 11:00 and 12:00, with
an accuracy higher than 80%. Only those nodes providing such feature could
reply with Data packets. Attributes can also facilitate the discovery of clients
(e.g., mobile devices) in charge of locally training a model in FL procedures. Such
devices are typically randomly selected [9]. An NDN Interest-driven discovery
solution like the one devised in [3] could make the selection smarter. An Interest
can be sent which specifies the requested type of learning task and also related
parameters through attributes. Then, candidate task executors reply according
to their capabilities. Instead of receiving the first reply only, multiple replies
can be collected with a single request, e.g., if the Long Lived Interest option is
leveraged [11], to discover the best contributors.

Fig. 1. Named AI networking workflow. C requests an inference result; E1 hosts the
ANN model but it routes the request towards a cached inference result provided by
E3, which replies with a Data packet.
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Security. Authentication for input contents as well as for models/inference to be
transferred into Data packets is natively ensured in NDN. Indeed, such packets
are digitally signed with a signature which is part of the Data Packet itself. Addi-
tional security countermeasures are needed; some of them have been investigated
in the literature extending NDN for edge computing [6,12], e.g., signed Interest
packets, mutual consumer-provider authentication to verify the requester for an
AI task is legitimate and the node providing the AI component is authorized.
On top of them, traditional solutions, like encryption and differential privacy
mechanisms may be required for privacy preservation whenever sensitive data
are exchanged for training/inference purposes [1].

Table 1. Matching between the main edge AI needs and NDN features.

Edge AI needs NDN features

Discovery and addressing of distributed and
application-specific AI components

Well-known semantic-rich
namespace

Reuse of inference results In-network caching, request
aggregation and multicast delivery

Placement, reachability and chaining of AI
components

In-network processing, context-rich
attributes, Long Lived Interests

Security Data packet authentication, signed
Interests

4 Conclusions

In this paper we have proposed NDN, and its extensions, as an enabler of the
transition from centralized AI to distributed edge AI, which well addresses its
peculiarities (as summarized in Table 1). As a future work we plan to provide
the algorithmic design of the NDN components and to quantitatively assess their
benefits in orchestrating edge AI.
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Abstract. Network Function Virtualization (NFV) can lower the CAP-
EX and/or OPEX for service providers and allows the deployment of
services quickly. The main challenge in the use of Virtualized Network
Functions (VNF) is optimally placing them in the physical network in
terms of deployment cost and resource consumption. The critical prob-
lem of VNF placement is inherently NP-hard and the available optimal
solutions do not scale with respect to the network size. The problem
of NFV placement is even more challenging in wireless networks as we
are facing the issue of scarcity of BW due to the presence of interfer-
ence. Therefore, this paper aims to solve the problem of VNF placement
in wireless multi-hop networks by considering BW limitations and scal-
ability. We tackle both issues at once by limiting the search space to
the shortest paths. We search for the placement solution along shortest
paths to minimize the BW consumption and at the same time reduce
the search space to the nodes and links along the shortest path. The
results are compared to a mathematical optimization model and a com-
parable heuristic model. They show that our proposed heuristic greatly
decreases the execution time in comparison to the mathematical model
and the alternative heuristic while keeping the acceptance ratio close to
the optimal solution.

Keywords: Network function virtualization · Wireless multi-hop
network · Network function placement · Integer linear programming

1 Introduction

Network Function Virtualization (NFV) brings new opportunities and chal-
lenges. One of the main challenges is the optimized placement of the virtualized
functions based on the characteristics and available resources of the network [6].
Placement of Network Functions (NF) can affect the path traffic flows take and
consequently bandwidth usage in the network [8]. A chain of NFs with prede-
fined parameters is referred to as a Service Graph (SG). The placement of all
NFs of an SG is a Network Function Embedding Problem (NFEP): mapping the
Virtual Network Functions (VNF) and the links between them to the physical
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network [6]. NFEP can be modeled as a mathematical optimization problem
that can be solved using different Linear Programming (LP) solvers/tools [6].
Mathematical optimization models are proven to be NP-hard and are not scal-
able. The solution for this issue is to design a heuristic with lower complexity
that can provide a near-optimal solution. In this paper we propose a Fast And
Cost-Efficient (FACE) heuristic that achieves two key objectives: minimizing
the consumption of network resources while at the same time accepting as many
placement requests as possible.

Compared to wired networks, multihop wireless networks such as MANETs,
VANETs, or wireless sensor networks suffer from severe bandwidth (BW) limi-
tations. That is due to a number of reasons: typical wireless technologies operate
at lower transmission rates, compared to wired technologies such as Ethernet,
etc. Also, when multihop wireless networks are built up from devices using a sin-
gle radio, flows interfere with themselves (a node that is a relay between source
and destination can only either receive or transmit, but not both at the same
time). Finally, wireless technologies typically experience significant interference
(either from other flows or due to the above self-interference), significantly low-
ering the available BW for each link. Our designed heuristic is based on solving
the problem of NF placement faster than the optimization models while mini-
mizing the BW consumption. Limiting our search to the shortest paths between
the source and destination of the request will lower the size of the search space,
which reduces the execution time while reducing the BW consumption.

We use a Breadth First Search (BFS) method to calculate all shortest paths
for all possible pairs of nodes in the network prior to running the placement
algorithm. Upon the arrival of a request we extract these pre-computed shortest
paths based on the request’s source and destination. Among all shortest paths
we start with the one that increases the chance of successful placement of the
request. Then the NF that has the fewest options for placement will be chosen
(based on the nodal resources of nodes along the shortest path and the resource
request of that NF). We will then iteratively place other NFs, backtracking
if necessary when an unfeasible solution is encountered. The process will be
repeated until all NFs are being placed.

We compare our results against a mathematical optimization model and a
similar heuristic. The collected results show the effectiveness of our approach
in lowering the execution time and providing near-optimal acceptance ratio. It
can be seen from the comparisons that although the execution time has been
decreased drastically, the acceptance ratio is close to the acceptance ratio of the
optimal approach. The recorded results shows that FACE can solve the place-
ment problem much faster than either the optimization model or the alternative
heuristic. Due to these properties, FACE is particularly able to solve the NFEP
in larger networks in real-time, compared to the alternatives.

The remainder of this paper is organized as follows: Section 2 discusses some
of the most recent related work on NFEP and the characteristics of the heuristics
in the related papers. Section 3 introduces our heuristic model and its different
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stages. Section 4 describes the modeling environment and results. We conclude
the work in Section 5.

2 Related Work

The amount of work on NFEP is considerable. This problem can be modeled by
using mathematical methods or by designing a heuristic algorithm. The math-
ematical methods will provide optimal results (based on a defined objective
function) but are proven to be NP-hard. They are not applicable to large scale
networks and it is common to develop a heuristic algorithm. The mathematical
methods for solving the optimization problem can be different forms of Linear
Programming (LP), Non-Linear Programming (NLP), etc. Constraints can be
defined based on the limitations of the physical network, and NFs, and objectives
are defined to minimize one or multiple parameters.

There are various optimization models proposed for placement in wired and
wireless networks. As our aim here is to provide a fast and cost-efficient heuristic
applicable to wireless multi-hop networks, we focus our review on heuristic algo-
rithms and only briefly introduce the optimization model we employ to compare
the performance of our heuristic model. In our previous work [5] we proposed a
mathematical optimization model for placement of the SGs in wireless multi-hop
networks. That model uses Integer Linear Programming (ILP) to place a chain
of NFs and includes interference as a BW constraint. The objective of the opti-
mization model is to minimize the mapping cost based on the requirements of
the NFs and available resources in the network. We use the interference model
introduced in [5] and considered the effect of interference in calculating BW con-
sumption by the request placement. As our results showed, the solution time for
even smaller networks grew fast, making this approach not attractive for larger
scenarios. However, for smaller networks we can use the results from this model
to evaluate the performance of any proposed heuristic.

Designing a heuristic algorithm can be an alternative solution for NFEP in
wired and wireless networks with less computational demand and near optimal
performance. Here we review the recent proposed heuristics that took unique
approaches and provided novel methods for mapping SGs’ NFs to a physical
network.

The authors of [2] broke the problem of an SG placement into sub-problems
of placing each NF of an SG and the link connected to the NF. The authors
showed that the multi-stage algorithm can reduce the execution time in compar-
ison to the optimization model. However the lower execution time is reached by
sacrificing the number of accepted requests. As the placement problem is being
broken into smaller parts, the proposed algorithm does not have information
about the whole problem. It optimizes placement of each NF, not the whole SG.
[3] uses Dynamic Programming (DP) to organize the problem into smaller inter-
dependent sub-problems of placing each VNF and the virtual link connected to it
towards the next VNF. The solutions for the sub-problems are then aggregated
to compose the overall chain placement. [3] compared its method of dynamic
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programming with the multi-stage method. They showed that both methods’
execution times are similar, since both can find solutions in polynomial time.
The proposed heuristic in [3] only optimizes the placement of each NF, not the
whole SG, which lowers the execution time and also decreases the number of
accepted requests.

The proposed heuristic in [11] consists of 3 parts. First, it computes the list
of physical node candidates for each VNF, then sorts them based on the number
of physical node candidates for placement in increasing order. In the last step,
the heuristic computes the placement cost of that VNF and its virtual link to
the physical network and chooses the one with the lowest cost. Prioritizing the
placement of NFs with lower options for placement will improve the acceptance
ratio, but lack of considering the whole SG during the placement is a shortcoming
of this method. [12] places NFs one by one based on their order in the SG. [12]
exploits the intuition of finding the nearest server which supports the first NF in
the chain of NFs for each flow. After this step, the algorithm removes the VNF
under consideration from the chain and finds the nearest server that supports
the next VNF of the chain and so on. The proposed heuristic in [12] is fast and
simple but only considers optimization for each NF not the whole SG.

Some heuristics, such as the one proposed in [9], focus on designing an algo-
rithm which can be combined with the optimization model to reduce the execu-
tion time of the model. A sampling-based Markov approximation (MA) approach
is proposed in [9] to solve the NP-hard problem which requires a long conver-
gence time. The method begins with a random feasible solution, and iterates the
process of transformation from the current solution to another feasible solution
until the steady-state distribution of the Markov chain appears. To reduce the
execution time, the solution space is reduced to a subset of randomly chosen
nodes that satisfy the resource demands of a request. It is been stated that the
problem can be solved in polynomial time but the execution time of the algo-
rithm is not being mentioned or compared with other proposed heuristics with
similar time complexity.

[10] narrows the target search space of VNF placement by introducing a
smaller accessible scope where the locations of VNFs are confined. The requests
are categorized based on their source and destination. The nodes with lowest
sum of distance from source and destination are in the accessible scope of the
request. The size of each accessible scope for each set of requests is proportional
to the total traffic volume of those request. It is shown in [10] that the size of
the accessible scope will impact the time efficiency and performance of the NF
placement. Considering all nodes to be in the accessible scope will not reduce the
execution time but will provide the acceptance ratio of the optimization model.
On the other hand, a very small accessible scope will decrease the execution time
but also the acceptance ratio. This approach, unlike the previous heuristics,
considers the whole SG and its source and destination. In the design of our
heuristic we adopted this idea to narrow the search space, discussed in more
detail in the next section.



Fast and Cost-Efficient VNF Placement 27

In the design of a heuristic model for wireless networks, the scarcity of band-
width should be considered and given priority. We saw that many heuristics first
place the NFs and then connect them, which is not efficient in terms of band-
width consumption. Keeping a balance between reducing the execution time and
increasing the acceptance ratio is another factor that should be considered. We
can not oversimplify our heuristic model and select nodes randomly without con-
sidering its impact on future requests and expect to achieve a high acceptance
ratio. One of the interesting methods we reviewed here was the one proposed
in [10]. We will be using the idea behind their heuristic in our design to reduce
the search space for the nodes that are along shortest paths between the source
and destination of a request. This reduction in the search space will decrease the
execution time. At the same time, it constrains the placement of NFs to be on
paths that minimize BW consumption. We believe it is beneficial to give priority
to those NFs that have lower number of candidates for placement, as discussed
in [11], and will consider this factor in our placement too.

3 Fast and Cost-Efficient(FACE) Heuristic Model

As we mentioned earlier, some methods use a reduced search space idea. For
example, we could consider only nodes that are on the shortest path, easily
identified by the fact that the sum of their distance from source and destination
equals the hop count of the shortest path(s). However, we also need to identify
the links over which the data will flow, and not all links among this subset of
nodes will be links that belong to the shortest paths. We therefore explicitly
look for all shortest paths between the source and destination of the request
and limit our search for an efficient placement to these paths. With the use of
a shortest path, we are reducing the BW consumption and at the same time
reducing the execution time of the placement algorithm. The placement algo-
rithm starts with searching for all possible shortest paths between all possible
source-destination pairs in the network. Requests arrive one at a time and our
algorithm will attempt to place them. As a request arrives, the shortest paths
will be extracted based on the request’s source and destination and the search
for a cost-efficient placement will be limited to these shortest paths. The requests
have BW demand and nodal resource requirements for each NF. The physical
network consists of nodes that have nodal resource and links that have available
BW.

In this section, we provide a detailed description of the algorithm that
searches for all shortest paths and then will provide a detailed description of
the placement algorithm.

3.1 Search for All Shortest Paths

The placement algorithm starts with searching for all possible shortest paths
between all possible pairs of source and destination in the network. We use
a search method similar to Breadth First Search (BFS). Assume the physical
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network is a graph where its nodes are the vertices of the graph and the links
are the edges. The BFS explores the edges of the graph to discover the vertex
that is reachable from the source node. It computes the shortest distance from
the source to each reachable vertex in the graph. We made some changes to
the BFS to start from the source and end when it reaches the destination node.
Also, in addition to the distance, we record the shortest paths themselves. In
our search for shortest paths we define one array and one matrix for each node
u in the physical network:

– distu: An array that represents the shortest distance in terms of the number
of hops from the source node.

– nodesu: A matrix which records nodes involved in each different shortest
paths found from source node to node u.

The initial value of dist for all nodes is infinity, except for the source node
which is equal to 0. The initial matrix of nodes for all nodes is empty. The
search algorithm starts traversing the physical network graph and while visiting
neighbor y of node x it compares the value of disty with distx + 1. If disty
is greater than distx + 1 it means that disty describes a path longer than the
shortest path. So we decrease disty to distx + 1 and assign nodesx to nodesy.
If disty = distx + 1 then it means we found another shortest path to nodey.
In this case nodesy is the union of nodesx and nodesy. The pseudo-code of this
search algorithm is presented in Algorithm 1. This algorithm can find all possible
shortest paths for all pairs of nodes. The output of the algorithm is p, which is
a set of shortest paths pij for each pair of nodes in the physical network.

Algorithm 1: Finding all shortest paths
Result: nodesdest that contains all shortest paths
x is the source node;
y are the neighbors of node x;
while y ∼ destination do

if disty > distx + 1 then
disty ← distx + 1;
nodesy ← nodesx;

else if disty = distx + 1 then
nodesy ← [nodesy;nodesx];

x ← y;
y ← neighbors − of − y;

end

The following example demonstrates how we update the parameters of each
node during the search for all shortest paths. As it is shown in Fig. 1, we consider
a network of 6 nodes and want to find all shortest paths from node 1 to 6. In
the first stage, we update the parameters of the source node’s neighbors, which
are nodes 2 and 3. Figure 1a shows the second stage and updated parameters of
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the neighbors of node 2 and Fig. 1b shows the third stage, after we updated the
parameters for neighbors of node 3. In the third stage, when processing node
5, dist5 = dist3 + 1. So we update nodes5 to the union of nodes3 and nodes5.
Figure 1c shows the final stage and all shortest paths from 1 to 6 can be found
in nodes6.

a) Second step b) Third step c) Final step

Fig. 1. Second, third, and final stages of finding all shortest paths.

3.2 Placement Algorithm

The requests arrive one at a time and are placed separately. Each request has a
duration, once an accepted request expires, it will be removed from the network
and the associated used resources will be released. Our placement algorithm can
be divided into three main parts.

1. Selecting a candidate shortest path.
2. Selecting the NF to place.
3. Selecting the node for NF placement.

Select a Candidate Shortest Path. To keep our algorithm fast and eliminate
the shortest paths with insufficient resources, we first check the availability of
bandiwdth (BW) and nodal resources. To check the availability of BW in shortest
paths Lp we consider the BW consumption by virtual links and the effect of
interference. We use the protocol interference model widely used in the literature
[4] and our own prior work [5] which defines an interference set for each link in
the physical network. The interference set for each link consists of all the links
that are connected to the nodes in the transmission range R of the sender or
receiver. du′u represents the distance between node u and u′. The intsetEuv

captures that transmission on the link (Euv) between node u and v will affect
the BW usage of all the links whose transmitter is within the transmission range
of the sender u or the receiver v.

∀Euv ∈ Lp :

intsetEuv
= {Eu′v′ |du′u ∨ dv′v ∨ dv′u ∨ du′v ≤ R}

The BW check limits the search to the shortest paths with sufficient available
BW. The nodal resource check depends on the placement but we perform an easy
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check to eliminate the shortest paths that cannot be used for the placement of
the SG. We consider the case for the placement of the most problematic NF,
which is the one with the highest nodal resource demand. If we cannot find any
node along the shortest path with enough nodal resource to place that NF, that
shortest path will be eliminated.

To choose the shortest path which is more likely to have sufficient nodal
resources, we sort the shortest paths based on their minimum nodal resources in
decreasing order. The shortest path with the maximum-minimum nodal resource
will be chosen for the placement. If the placement at any stage was not successful,
we return to this list and choose the next shortest path with maximum-minimum
nodal resource. At every stage of our placement algorithm, we give priority to
the options that increase the probability of successful placement in order to place
as many requests as possible in a speedy manner.

Select a NF to Place. Now that we have chosen a candidate shortest path
we can start placement of the NFs along the path. We start from the NF that is
hardest to place. The NFs are sorted based on the number of possible candidate
nodes in increasing order. A candidate node parameter candidfi is defined for
each NF of the SG and is equal to the number of nodes along the shortest
path that can be used for the placement of that specific NF. In choosing the
nodes along the shortest path we consider two parameters: a node has to provide
sufficient nodal resources, and the NFs that previously were placed. The order
of the NFs in the SG is fixed and we can not re-order them. Furthermore, we do
not want to have a placement that passes a physical link more than once. E.g. if
the third NF of the SG is being placed in the second node of the shortest path,
subsequent NFs in the SG can not be placed in the first node. The candidate
nodes are being chosen based on the placement of previous NFs to avoid loops
and backtracking in the placement. If there are no candidate nodes for any
of the NFs at any stage of placement, the chosen path is infeasible and the
placement process will choose the next shortest path with maximum-minimum
nodal resource and repeat the process of NF placement.

Select a Node for Placement. To place the chosen NF in one of the nodes
along the shortest path we sort its candidate nodes based on their index difference
and choose the node with the lowest index difference. The index of the nodes
along the shortest path is equal to their order in the shortest path e.g. the
source node’s index is one. The index of a NF is equal to its order in the SG,
e.g. the index of the first NF of the SG is one and the index of second NF is two.
We compare the index of the chosen NF with the index of the candidate nodes
and choose the one with the minimum index difference with the chosen NF. In
the end, the available resources of the nodes, BW of the links, and the list of
candidate nodes for the remaining NFs will be updated.
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4 Modeling Environment and Results

Two platforms are being used to solve the placement problems: MATLAB to
implement our heuristic algorithm, and AMPL to solve the mathematical opti-
mization model and the alternative heuristic proposed in [10]. AMPL is a mod-
eling language designed to be used for solving optimization problems such as
linear and non-linear programming problems [1]. We used AMPL to solve the
optimization model and the compared heuristic as it works with a wide range
of solvers. We used BARON for solving our optimization model in AMPL as
described in more detail in [1]. Unlike AMPL, which is designed for solving opti-
mization models, MATLAB allows us to develop our heuristic algorithm for VNF
placement.

The wireless topologies are generated with the use of the method proposed in
[7]. where the nodes are randomly deployed in a square area, based on a uniform
distribution. We generate topologies with 20, 30, and 40 nodes, the network area
grows with the number of nodes. We keep the average node density constant,
consequently the network size ranges from 490 ∗ 490m2 for the 20 node network
to 980 ∗ 980m2 for the 40 nodes network [7]. Nodes in the wireless network are
directly connected if their distance is less than or equal to the transmission range
of the nodes. This transmission range is constant for all nodes and we verified
that all of the generated topologies are connected.

We used the same parameter value as [6] in order to be able to compare our
results. Nodal resources of nodes and the bandwidth of links are values uniformly
distributed between 100 and 150 in all network scenarios. The flows arrive over
time following a Poisson process with an average rate of four flows per 100 time
units. Each flow has a lifetime, exponentially distributed with an average of
µ = 500 time units and is accompanied by a SG, defining the required NFs and
their interconnection to handle this flow. There are 6 NFs per request. The nodal
resource demands of each NF follows a uniform distribution between 1 and 20.
The bandwidth requirement of all links of the request is the same and chosen
uniformly from between 1 and 50 units.

4.1 Measurement Metrics

To measure the performance of our proposed heuristic and compare its perfor-
mance with the other models we used the following parameters.

– Acceptance ratio: The total number of accepted requests divided by the total
number of requests.

– Average BW Cost: Average of the BW units used for the deployed requests
that are not expired. Note that this includes the bandwidth of links actually
used by flows, as well as the bandwidth consumed on adjecent links due to
interference.

– Execution time: The total time that it takes to place all requests in the course
of an experiment simulation 20,000 s.
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4.2 Results

We applied our heuristic model to wireless multi-hop networks of increasing size
to evaluate its performance in terms of the time it takes to solve the placement
problem and its success in placing the requests. To benchmark our results, we
applied the Integer Linear Programming (ILP) model for wireless multi-hop
networks introduced in [6] to the same topologies and the same set of requests
as our heuristic model. Finally, we compared our results with the accessible scope
heuristic proposed in [10] that we reviewed earlier.

20 nodes networks 40 nodes networks

Fig. 2. Comparing acceptance ratios of three models, 20 and 40 nodes network.

Table 1. Execution times in seconds for networks of different size

Network size 20 30 40 100

ILP model 142.6 427.3 967.22 –

The accessible scope heuristic 49.9 66.5 96.80 –

FACE 5.70 6.4 10.3 143.82

Figure 2 shows the acceptance ratios recorded for wireless networks of 20
and 40 nodes for all three approaches. It can bee seen from Fig. 2a that our
heuristic model’s acceptance rate is lower than the recorded acceptance ratios
for both the ILP model and the accessible scope heuristic model for networks
of 20 nodes. We expected to have a lower number of accepted requests than the
other models as we strictly limit our search space to the shortest paths between
source and destination of the request. The accessible scope heuristic imposes
fewer limitation on its search space than ours and considers all the nodes that
are involved in the shortest paths, which provide more options for placement
of SGs than our model. Figure 2b shows the acceptance ratios recorded for all
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three models for larger networks of 40 nodes. It can be seen from the figures that
the recorded acceptance ratios of all three models become closer to each other
as the size of networks grows (a trend we also observed with the intermediate
network size of 30 nodes, not shown here for space reasons). As shown in Fig. 2b,
for wireless networks of 40 nodes, the acceptance ratio of all three models are
less than 1% apart. As our goal is to apply the placement method to larger
networks, our heuristic seems to successfully provide a performance similar to
the mathematical model for such networks.

The advantage of our model is that it can provide an acceptance ratio close to
the mathematical model in a timely manner. Table 1 shows the average recorded
execution time of the three models for different size networks. The recorded time
of our heuristic model includes the time it takes to find all shortest paths and
the time consumed for providing a placement solution for all requests, while
the other models’ execution time only measures the time it takes to provide
a placement solution for all requests. Putting strict limitations on the search
space resulted in the low execution time for our model. It can be seen that, for
20 node networks, the execution time of our model is a few seconds, whereas the
execution time of the ILP model is in the order of 100 s. The execution time of
the accessible scope heuristic is lower than the ILP model but still much higher
than our model’s execution time as it is using an ILP for finding an optimal
placement for a SG, constrained to a smaller subnetwork. By considering the
recorded acceptance ratios and the execution times we can see that in networks
of 40 nodes our proposed heuristic can solve the placement problem much faster
than the other two (by one or two orders of magnitude) while accepting almost
the same number of requests as the optimal model. Table 1 also shows that the
proposed heuristic model can be applied to much larger networks of 100 nodes
and provides solutions in a timely manner. As we run the experiment for 20,000
s and 4 requests arrive per 100 s, all models processed a total of 800 requests. If
it takes on average 143 s for the complete run in wireless network of 100 nodes,
we can place a single request in approximately 0.17 s (some of the 143 s is taken
up with the pre-processing, determining all shortest paths). Which implies that
we can provide a placement solution almost in real-time, something neither of
the other two approaches are able to. The mathematical optimization model and
the accessible scope heuristic take hours to solve the problem and provide an
optimal placement solution.

We recorded the average BW cost for placement of requests. Figure 3 shows
the recorded average BW cost of the FACE heuristic model for 20, 30, and 40
nodes networks. The average BW cost increases as the size of networks grows.
That is expected as larger networks have a bigger diameter and therefore longer
shortest paths between randomly selected source-destination pairs, consuming
more BW. Figure 4a and Fig. 4b compare average BW costs recorded for the
FACE heuristic model and the ILP model for networks of 20 and 40 nodes
respectively. The lower average BW cost achieved by the ILP model is due to
the fact that the ILP explicitly considers the impact of interference, and so would
choose, among available placements, not only the one that minimizes the BW
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Fig. 3. FACE average BW cost for different size wireless networks

20 nodes networks 40 nodes networks

Fig. 4. Comparing average cost of FACE and ILP, 20 and 40 nodes networks

along that path, but also the one that reduces interference on neighboring links.
Our proposed heuristic does not explicitly model this cost, using interference pri-
marily to exclude certain candidate paths. However we can see that the difference
between the recorded average cost of both models again seems to be bigger for
the smaller network. For the network of 40 nodes, the difference is substantially
reduced, again indicating that, for larger networks, the performance of FACE
approaches that of the optimal solution.
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5 Conclusion

The main challenge in the use of NFVs is optimally mapping the SG requests
to the physical network. The placement problem is more challenging in wireless
multi-hop networks as we are facing the problem of interference between wireless
links, which causes higher BW consumption. As optimal placement methods are
NP-hard and can not be applied to large size networks, we provide the FACE
heuristic algorithm that can find a placement for SGs with low execution time.
The FACE heuristic model minimizes BW consumption and provides solutions
in a timely manner.

We compared our results with a similar heuristic and an optimization model,
formulated as an ILP. The results show that the proposed heuristic reduces the
execution time in comparison to the ILP model dramatically while it does not
have a great impact on the number of accepted requests, especially for larger
size networks. We can see from the results that although the accessible scope
heuristic can provide better acceptance ratio in smaller networks, its execution
time is much higher than FACE and it can not be applied to larger size networks.

In the future, we will more thoroughly study the performance benefits of the
proposed FACE heuristic. For example, while we consider interference, the eval-
uations here only consider a fixed network density. We will explore whether the
explicit considerations of interference in the placement decisions will be impor-
tant for varying network densities. We also will vary the request arrival rate
and/or the availability of network resources, to explore how the heuristic per-
forms in networks that are more lightly of highly loaded.

In our previous work [6] we already showed that placing requests one at a
time is not optimal and we may do better by selecting, among multiple possible
choices, a solution that increases the chances of placing future requests. Our goal
is to incorporate the factors we identified in [6] in making decision between mul-
tiple shortest paths and the process of placing NFs through the chosen shortest
path.

Finally, one insight from this work is that a relatively simple heuristic
can perform quite competitively, in terms of costs, with more complex heuris-
tics or solving the embedding problem in an optimal manner, while providing
answers/solutions to placement requests almost in real-time. We will therefore
explore how far we can simplify the heuristic without sacrificing placement per-
formance.
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Abstract. Public transport networks (PTN) can serve as a basis
to establish low-cost communication solutions by using Delay- and
Disruption-tolerant Networking (DTN) technologies. Since vehicles move
according to a schedule, DTN protocols able to leverage topological infor-
mation are expected to perform well in such a setup. Anyway, it has
not been evaluated, if deterministic protocols perform best or if oppor-
tunistic protocols like PRoPHET or Spray and Wait can outperform
them in some scenarios if appropriate parameter tuning is performed. In
this paper, the performance of state-of-the-art DTN routing protocols,
namely Epidemic Routing, Spray and Wait, PRoPHET, MaxProp, and
CGR is compared with respect to their use in PTN. The performance
comparison takes delivery probability, average latency, buffer utilization,
and network overhead into account. The ONE was extended to simu-
late vehicle movement according to tracks and the schedule of the PTNs
of Helsinki, Freiburg, and Prague. Our evaluation results demonstrate
that protocol parameters should be selected carefully to achieve the best
performance in different scenarios. The most efficient parameterization
of protocols is described, and their influence on different performance
metrics is discussed.

Keywords: DTN · Routing · Public transport systems · Performance
evaluation

1 Introduction

Delay- and Disruption-tolerant Networking (DTN) enables store-carry-forward
data transmission in challenged networks, which may face disrupted end-to-end
paths or vast delays on individual links. For that purpose, application data are
encapsulated in bundles and routed via the DTN overlay network. Applications
for DTN explored in research are Interplanetary Internet, underwater networks,
wireless sensor networks, and vehicular networks. Disruption-tolerant vehicular
networks have been explored for various use cases to either enable connectivity in
disconnected areas or to establish decentralized and cost-efficient communication
alternatives in urban settings. In this work we focus on urban public transport
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systems (PTS). PTS vary with respect to covered area, topology, number of
lines, stop density, route length, trip frequency and number of used vehicles.
As a result, the frequency of contacts and potential paths is highly dependent
on the PTS topology and setup. Consequently, the characteristics of each PTS
might influence which DTN protocol and parameter setup performs best. Even if
deterministic DTN protocols can exploit PTS schedules to derive a contact graph
and, thus, be expected to perform best, opportunistic approaches may outper-
form them due to parameterization, replication control and buffer management
that might address specific PTS characteristics better.

In this paper we explore the performance of five DTN protocol versions in
three urban public transport systems based on simulations with the ONE simu-
lator [19]. The contribution of the paper is twofold. First, we examine parameter
settings for each protocol to identify which protocol setup works best in each of
the three urban PTS. Second, we compare the best performing setup of all five
DTN protocols to identify the DTN protocol that works best in each PTS. For
both series of experiments we investigate a set of performance metrics, namely
delivery probability, latency and buffer utilization. The goal is to identify rela-
tions between these metrics and maximize one metric over others.

The paper is organized as follows: in Sect. 2 an overview about classes of DTN
routing protocols and their major characteristics is given followed by a rationale
for the selection of the particular protocols explored in this paper. As related
work, DTN protocol performance evaluations are discussed in Sect. 3 with a
focus on DTN over PTS. Section 4 introduces the approach for investigating the
selected DTN protocols in three urban PTS. The evaluation results are discussed
in Sect. 5. The paper concludes with a summary of our results and an outlook
to future research in the field of DTN over PTS.

2 Background

Due to the inherent disruptions and delays in challenged networks, DTN routing
algorithms are fundamentally different from those leveraged in IP networks. They
may employ different levels of knowledge concerning the network topology. While
some opportunistic algorithms perform reactive decisions based only on current
connectivity, others estimate a utility metric from the history of contacts, which
may also be exchanged transitively. Deterministic algorithms, such as Contact
Graph Routing (CGR), leverage a schedule of future episodes of connectivity
(contacts), which has to be provided in advance. In this paper, we compare the
performance of five routing algorithms that make different assumptions of the
application scenario and the provided information.

Epidemic Routing [27] is an opportunistic routing protocol often used as
a baseline for comparison. The algorithm replicates messages to all reachable
nodes, as long as they do not already carry a copy of the message. The latter
is determined by the regular exchange of summary vectors containing unique
message identifiers. Though the authors propose to enforce a maximum hop
count, the number of replicas is not limited.
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In contrast, Spray and Wait [26] limits the number of message replicas to
a fixed value. Every time a message is forwarded, the algorithm decreases the
number of copies in the buffer by the transmitted number of copies. The authors
propose two techniques for calculating the latter; by setting it to half of the
copies in the local buffer (Binary Spray and Wait) or always transmitting only
a single copy (Source Spray and Wait).

The Probabilistic Routing Protocol using History of Encounters and Tran-
sitivity (PRoPHET) is specified in an IRTF Internet Draft [1]. Its forwarding
decisions are based on the delivery predictability metric, which is derived for
every known node from the history of encounters. During a contact, the value is
adjusted due to the expectation of reaching the corresponding neighbor again. An
aging factor is employed to decrease the metric over time if no further contacts
are observed. Additionally, the delivery predictability values are disseminated
to other nodes, allowing for transitive estimations. This way, bundle replication
can focus on neighbors with a high probability to reach the destination. After a
bundle has been delivered, acknowledgments are spread throughout the network,
allowing nodes to clear their buffers of the bundle.

MaxProp [4] applies a similar transitive probability estimation technique as
well as acknowledgments. Further, it extends the buffer management and queuing
order by prioritizing messages based on their age and the number of traversed
hops. This way, messages newly-introduced into the network are disseminated
faster than older messages which were already forwarded via several hops.

The deterministic approach taken by Contact Graph Routing (CGR) [5] is
vastly different: A contact plan has to be provided to the algorithm in advance,
from which a contact graph is derived. This representation of the time-varying
topology is used to calculate routes to every destination via a shortest-path algo-
rithm. For every bundle, a viable route is selected and the bundle is proactively
scheduled for transmission to the next node on the path. The implementation used
in this work follows the standard recommended by the consultative committee for
space data systems’s (CCSDS), Schedule-aware bundle routing (SABR) [6].

The goal of our work was to find the most suitable routing algorithm for
PTNs. By our selection, we expect to get an overview of the performance of
approaches based on different levels of topological information: While Epidemic
Routing as well as Spray and Wait rely solely on properties of the messages,
PRoPHET and MaxProp leverage historical data and transitive information for
their utility metrics, and sCGR calculates routes using a schedule provided in
advance. Although the latter can exploit PTN schedules and, thus, is expected
to perform well in scheduled networks, we perform parameter tuning of the
opportunistic protocols with the goal to analyze whether they can compete with
or even outperform the deterministic approach that needs an increased amount
of initial information.

3 Related Work

Public Transport Systems have been proposed as disruption-tolerant data carrier
in rural areas to provide educational means [16,25], economic development [13]
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and latency insensitive connectivity [17,22,25]; in urban areas they have been
additionally proposed to offload traffic from mobile networks [14,20] and envi-
ronmental monitoring [7,15]. Simulation is commonly used to estimate the per-
formance of proposed routing algorithms in those scenarios. The faithful repro-
duction of the target mobility is essential to produce useful results. However,
the accurate reproduction of complex scenarios is challenging, computationally
intensive, and requires proper parameterization.

An extensive survey of tools and models for opportunistic networks is found
in [9]. In the attempt to reproduce mobility faithfully, a set of available traces
have been recurrently used to assess the performance of novel routing algorithms.
However, traces are rarely available for each desired scenario; they are expensive
to produce, inflexible (regarding to scaling and parameterization), and cannot
be used in scenarios that do not yet exist. We could identify a few works in
the DTN literature that, based on open data information, were able to create
realistic PTN scenarios and compare their routing performance:

The Routing in Urban Public Transport Systems (RUTS) [10] reproduced
the bus network of Braunschweig based on geographical information from Open-
StreetMap [24] and exporting it to the Simulation of Urban MObility (SUMO)
[21] to be combined with line definition and stop locations. The authors used a
custom micro-mobility simulator to make a synthetic trace later imported to the
ONE simulator. Based on the information extracted from timetables, a routing
algorithm was proposed that forwards messages according to the encounter like-
lihood. In RUTS, differently from the current approach, buses are not assigned
to a specific route and may serve a different line at every shift. As we notice in
the evaluation, this difference seems to cause a considerable difference in routing
algorithms based in contact history.

The Urban Routing Backbone Simulator (URBeS) [12] proposed the use of
an open data provider (Google Transit Feeds - GTFS) in the creation of realistic
scenarios. However, the authors do not make it clear whether the real trajectory
between bus stations is considered since this information is optional and missing
in most GTFS feeds. URBeS proposes a probabilistic routing algorithm based on
the number of encounters to exchange messages from buses to a destination bus
line (instead of a specific bus). In its evaluation, a period of 10 h is considered
(8 a.m. to 6 p.m.); Epidemic Routing achieves the highest delivery ratio, but it
was considered unsuitable due to the number of replicas per message.

Zimmermann et. al provide behavioral analysis of the bus network in Aachen
through a simulated scenario created with the support of the transportation
provider and technical operator. [28] The simulation considers the time-span of
six hours from 7:30 to 13:30 on Mondays; besides, they assume that every bus
and bus stop (station) are equipped with an 802.11 module, allowing bus-to-
bus as well as bus-to-station communication. The paper highlights the impact
of infrastructure elements to the number of contacts. Unfortunately, only Epi-
demic Routing was considered, ignoring the influence of those elements in the
determinism of future contacts and the ability of different routing algorithms
to explore this information. Different use-cases that use static communication
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modules to support communication over vehicles with opportunistic mobility
have been mentioned in [2], but we could not find a performance assessment
of DTN routing algorithms in a PTN network that allow vehicle-to-vehicle and
vehicle-to-station communication. Finally, [23] highlights that the performance
of a routing algorithm is highly dependent on its parameterization. Unfortu-
nately, novel routing algorithms are often compared to inappropriate algorithms
using only standard parameterization.

4 Methodology and Evaluation Setup

We use a simulation approach based on a mobility model that reproduces the
vehicle motions in PTN. To get a performance overview in distinct networks,
we selected PTNs that vary in terms of the number of traffic lines and stations
as well as the covered area. As a first step, the parameters of PRoPHET and
Spray and Wait were tuned to identify those versions that perform best in the
three PTNs. In addition, we explored if a single parameter setup performs best
in all three PTNs or if parameters should be tuned for every scenario. As a
second step, we compared the performance of the best performing versions of
the five selected routing protocols to explore which of them performs best in the
selected PTNs and if there is a single protocol that performs best in all PTNs or
if the results differ in the three PTNs. In the following, we describe the selected
PTN, preparation of scenario data, and the simulation setup.

For the evaluation, we selected three PTSs with different characteristics,
which are illustrated in Fig. 2. The metro network of Prague, with three traffic
lines serving 61 stations, is the smallest with respect to traffic lines and stations
but covers the largest area of 230 km2. The tram network of Freiburg and Helsinki
cover smaller areas (63 km2 in Freiburg and 43 km2 in Helsinki) but contain a
larger number of traffic lines and stations. Table 1 illustrates the parameters of
the three PTS scenarios.

Fig. 1. Contacts over time

Table 1. Evaluated scenarios

Prague
Metro

Freiburg
Tram

Helsinki
Tram

GTFS Version 23.03.20 01.08.19 21.03.20

Area (km2) 230 63 43

# Stations 61 89 213

# Traffic Lines 3 5 9

# Sim. Vehicles 106 117 116

# Trips in a day 1550 1458 2262
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(a) Metro Prague (b) Tram Freiburg (c) Tram Helsinki

Fig. 2. Scenarios

Our scenario data is based on the General Transit Feed Specification (GTFS)
and extended with geographic information from Open Street Maps with support
of the map matching tool Pfaedle [3]. Route descriptions with station coordinates
and vehicle schedules for each transit line were extracted and translated to a
format suitable to feed the mobility model of the simulation tool. We used the
ONE extended by a mobility model that reproduces real vehicle movement in
PTN to generate scenario data for the simulations.

A trip represents the movement of a vehicle along a route of a particular
traffic line according to a given timetable. It is defined by its departure time,
departure station and arrival station. Usually, two stations are repeatably used
as departure and arrival stations for a traffic line. However, routes vary in real
PTNs. In [12], Gaito et. al. proposes the exclusion of all routes that are not closed,
i.e., trips served by vehicles departing from or arriving at stations other than
the first or the last of a route taken as a model. Based on the selected scenarios,
we verified that the exclusion of those routes causes a considerable change in the
network capacity. The metro line A of Prague, for example, defines 140 trips (70
in each direction) in a day whose route ends one station earlier. In this work, we
propose the concept of reference route as a list of stations to be used as a model.
Trips are defined as a pair of indices to the reference route and departure time.
Only routes whose head or tail is not contained in the reference route are ignored.
The number of routes represented depends on the proper choice of the reference
route. Considering any route from the timetable as a candidate, we defined the
reference route as the candidate capable of representing the greatest number of
trips. Our simulation was able to represent over 95% of all trips defined in the
schedule by using reference routes.

As the simulation starts, the mobility model instantiates a scheduler that
is responsible for assigning trips to vehicles according to the timetable. Every
vehicle queries the scheduler for its first trip, setting its location to the departure
station. From this moment on, a vehicle must be located at the departure station
at the departure time in order to be assigned to a trip (there are no jumps
between stations or vehicular relocation). The scheduler works as follows: at
startup, it reads from the disk all trips based on the timetable. Then, it chooses
a vehicle V that has no trips assigned and adds it to the list of trips to serve,
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calculating its arrival time (AT ) and arrival station (AS ). Next, it selects the
first trip departing from AS after AT, repeating this process for all trips V is
able to serve. Finally, the next idle vehicle is chosen, and the process starts over
until all trips are served.

At depart time, a vehicle calculates the speed using the expected time and
distance to the next station as defined in the trip received by the scheduler
and starts moving at a constant speed. At each station, it waits a configurable
amount of time. In our experiments, a random waiting time between 10 and 15 s
is used. As a vehicle arrives at the end of a trip, a vehicle queries the scheduler
for the next available trip. If no further trips are defined, or in case the vehicle
has to wait longer than 20 min, it turns off its radio.

In this work, both vehicle-to-vehicle and vehicle-to-station communication
is considered. However, only stations are chosen as source and destination of
bundles. Bundles are created at a constant pace; when a bundle is created,
two stations are randomly chosen as source and destination. We assume that
every vehicle and station is equipped with an 802.11p module. The amount of
time a vehicle stops at a station is a configuration parameter. Our evaluation
considers a stopping time of 30 s and a communication range of 80 m line of
sight. In our evaluation we varied the message size and transmission capability,
since they are application dependent and vary greatly depending on the use-case.
Our evaluation considered two message sizes (1 MB and 5 MB) and transmission
speed of 8 Mbps and 40 Mbps.

Due to the lack of information on vehicle reallocation, some lines end up with
a disproportionate number of vehicles. On the one hand, the creation messages
for vehicles that are out of service masks the evaluation of the routing protocol.
A similar effect occurs in choosing vehicles serving their last trip as the bundle
destination. On the other hand, ignoring the message creation when the chosen
vehicle is out of service changes the frequency with which messages are created
across simulation runs.

5 Evaluation

For the evaluation of different routing algorithms and metrics, we defined three
classes of network load: a low load class with bundle size of 1 MB, 12 bundles
created per minute and transmission speed of 40 Mbps; an average load class
with bundle size of 1 MB, 20 bundles created per minute and transmission speed
is 8 Mbps; finally, a high load class with 5 MB bundles created at every second
and transmission speed of 8 Mbps.

5.1 Defining the Simulation Period

To deal with the known limitations of the ONE simulator’s scalability, we first
explore in two experiments whether an eight-hour period is capable of producing
usable results.
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Fig. 3. Setting simulation period (Color figure online)

In the first experiment, we measured the performance of PRoPHET Routing
in different scenarios for the early eight and eleven hours of a day to verify
whether the different setups produce comparable results. 10 runs for every city
were performed varying β from 0.1 to 1.0 in steps of 0.1. Figure 3a contains the
measured values for delivery probability, average latency, and overhead ratio.
The increase in simulation time shows a consistent rise in delivery probability
and overhead ratio, and a decrease in average latency. In the second experiment,
we compared the number of delivered bundles for PRoPHET and Epidemic in
the same periods simulating the PTS of Freiburg, while varying bundle time
to live (TTL) and network load. The goal of this experiment was to verify the
influence of the warm up time on probabilistic routing performance. The results
of three runs are presented in Fig. 3b. On top, a low load variation that creates
12 bundles every minute is shown; in the middle the average load variation is
presented, that creates 20 bundles per minute; at the bottom, in the high load
variation, a bundle is created every second. We ran every routing algorithm with
four different TTLs varying from 200 to 800 min, as specified in the x axis. The
bars represent the absolute number of messages delivered in two consecutive
periods separately: from 5 a.m. to 8 a.m. (blue) and from 8 a.m. to 11 a.m.
(orange).

Under low load (left), there is a minimal difference in the number of delivered
bundles between the two periods observed for TTL equal to or higher than 400.
This difference increases considerably for Epidemic under average load. During
the first hours of the day, bundles are generated at a constant pace but cannot be
exchanged due to the lack of vehicular mobility. During the first trips, vehicles
collect and distribute bundles stored along the route. Epidemic Routing is the
most affected since PRoPHET can better utilize the contact time by avoiding
the waste of contact time with bundles with low delivery probability. A further
increase in the transmission load eventually reaches the limits of PRoPHET
routing that starts to present a similar tendency, even though being able to
cope with congestion better than Epidemic. The second experiment shows that
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Epidemic had an increasing number of delivered bundles in the second period,
similarly to PRoPHET.

This result excludes the assumption that the improvement over time noticed
in the first experiment was caused (at least exclusively) by the learning process.
The tendencies observed in the main performance metrics were consistent, and
the congestion effects were noticeable in both periods. Therefore, we conclude
that the outcome of simulation realized in those scenarios during the first eight
hours of a week-day are able to produce meaningful material to the performance
assessment of different DTN routing algorithms. Consequently, in the following
experiments the first eight hours of a week-day are simulated.

5.2 Spray and Wait: Binary vs. Source

Fig. 4. Spray and wait average load: 1MB size, 20 bundles/min, 8Mbps

Spray and Wait Routing assumes that the highest possible delivery likelihood is
achieved by Epidemic, at the price of energy and latency. The goal of this section
is threefold: first, verify whether these assumptions hold for public transporta-
tion systems; second, assess the importance of the right parameterization as well
as the factors that affect its performance; third, compare both spray variations
(Binary vs. Source) to verify whether one of them is more suitable for public
transport systems. Spray and Wait variants have a single parameter: the num-
ber of replicas. In our experiments, we vary this number from one to nine in
steps of two and from 10 to 90 in steps of 10 s. We analyzed the results for
delivery probability, average latency, and buffer utilization for the three scenar-
ios. Figure 4 illustrates the behavior for a network configuration under average
load. Average latency represents the period between message creation and deliv-
ery. Figure 4 depicts the average latency based on bundles created after 5 a.m.
Buffer utilization is presented in percentage of the total storage capacity. Our
experiments utilized 1 TB storage, excluding congestion due to lack of storage.
However, we consider storage occupancy an important metric, since proposed
use cases frequently consider limited storage capabilities.
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In average load and lower load scenarios, Binary spray performed better
than Source with respect to delivery probability (DP). However, the observed
gain in DP in the city of Freiburg and Helsinki comes at the cost of latency and
buffer utilization (caused by an increasing number of transmissions). For exam-
ple, in the city of Freiburg, a simulation with 30 copies achieved the highest DP
(53%), 23.5% better than the result obtained using ten copies. However, this
performance improvement also increases the average latency in 110% and buffer
utilization in 178.5%. In the high load scenario, an increase in the number of
bundles also decreases DP due to congestion. The use of 30 copies in our experi-
ments caused 45% DP lost in Prague, 50% in Freiburg, and 56% in Helsinki with
the best number of copies three (Prague), three (Freiburg), and five (Helsinki).
In general, Source Spray and Wait is not the right candidate for complex PTS.
It only forwards one bundle at a time to be delivered directly to the destina-
tion. Since, in our scenarios, bundles are created exclusively by stations, they
are only delivered if the destination is reachable in two hops. However, in high
load scenarios, Source Spray performed similarly to Binary spray, sometimes
slightly better. Based on these results, only Binary Spray and Wait is used in
the assessment of different DTN routing protocols in Subsect. 5.4

5.3 PRoPHET

Fig. 5. Tuning PRoPHET

PRoPHET is a probabilistic routing algorithm that maintains a table with the
predictable likelihood of future encounters to each neighbor. It has two parame-
ters: γ defines how fast the expected probability decreases over time (aging); β
defines a reducing factor to the expected probability at each extra hop (transitiv-
ity). In this section, we analyze the importance of the right tuning for PRoPHET,
i.e., how aging and transitivity affect the performance of different configurations
and how the design of the simulation framework may affect the outcome of the
routing algorithm. We performed an initial set of runs varying γ and verified
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that, as long as the schedule is respected, the best outcome is achieved, ignoring
the aging factor (γ = 1.0). This behavior is understandable since vehicles visit
the same set of stations with high likelihood. Moreover, when aging is taken
into account, the lack of communication during the night affects the first morn-
ing trips negatively, since vehicles suppose that future communications are rare,
based on the nocturnal behavior. For each scenario and parameterization set
(low, average, and high load), two sets of 10 experiments were performed: in one
set, γ was set to its default value (0.999885791), and in the other set γ was set
to 1.0. In each set, we varied β from 0.1 to 1.0 in steps of 0.1. The result for the
high load run is illustrated in Fig. 5. Setting the γ to 1 increased the delivery
probability in every scenario for all βs and caused a decrease in the overhead
ratio, i.e., the number of copies per message delivered. Although an increase in
average latency seem to be associated with an increase in DP, experiments show
that average load configurations still achieve better DP (70% for γ of 1 against
64% for default value, while a similar average latency was achieved. In Helsinki,
tuning the right β resulted in an increase of 12% in DP, showing the importance
of the proper routing parameterization in PTS scenarios, as Oliveira et al. have
shown for opportunistic networks in [23].

Finally, the chosen routing algorithms takes into account vehicles (tram, bus)
instead of lines. We believe that a small modification in the routing algorithm
that decide based on the line identifier (instead of device identifier) and to learn
about the line statistics could overcome the effects of the lack of knowledge about
the device behavior between trips. Consequently, we identified nine individual
setting for β and γ for each of the three scenarios and network load options
that produced the best performance results. These settings will be used in the
comparative evaluation of DTN protocols.

5.4 Performance Comparison Between Different Routing
Algorithms

This section compares the performance of the routing algorithms Epidemic,
Binary Spray and Wait, PRoPHET, MaxProp, and CGR. An extensive tun-
ing for MaxProp, as we have done for PRoPHET and Spray and Wait, was
not performed because the simulation of MaxProp is computing-intensive and
time-consuming. Instead, we used the default configuration for MaxProp for all
simulation runs. A second challenge was to simulate CGR in the ONE. The ONE
has known scalability limitations [9], and our implementation was not able to
simulate the tram network of Helsinki. Our approach to circumvent this problem
was to export the trace generated by the ONE as input for the aiodtnsim, an
asyncio-based DTN simulator [11] to simulate CGR in each scenario. aiodtnsim
was validated against the ONE and produced comparable results for Epidemic
and Spray and Wait. Figure 6 summarizes the results of each routing algorithm
under different loads. Under low load, all routing algorithms with exception to
Spray and Wait presented high delivery probability and similar outcome (all
results were within 0.8% of their mean in each scenario). Spray and Wait did
not perform better because the maximum number of copies was limited to 90.
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Increasing this number should allow Spray and Wait to have a DP similar to
Epidemic.

Under average load, CGR presented the highest DP in each scenario, followed
by PRoPHET; additionally, CGR achieved the least average latency in Freiburg
and Helsinki. An attentive reader might find curious the fact that the buffer
utilization of Spray and Wait changes drastically. Notice that the illustrated
bar corresponds to the best parameterization (number of copies) per scenario: 9
copies in Prague, 30 in Freiburg, and 90 in Helsinki. The lowest DP was achieved
by Epidemic routing in the three scenarios. Although MaxProp does not stand
out for a high DP, its drop policy’s effect is perceptible in the resulting buffer
utilization, especially in Freiburg and Helsinki.

In high load scenarios, DP values are much lower for all protocols than
in low and average load scenarios. In Prague and Freiburg the highest DPs
were achieved with Binary Spray and Wait : 16.72% and 19.15% respectively;
the downside is that in Prague, it also had the second-highest average latency.
The second highest DP had CGR with 12.06% and 18.37%. In Helsinki, CGR
achieved the highest DP (31.41%) and the least latency, followed by PRoPHET
and Spray and Wait with 21% DP. MaxProp and Epidemic achieved the lowest
DP.

Fig. 6. Routing algorithm comparison

Epidemic Routing, despite its simplicity, was able to achieve high DP in the
three scenarios under low load, but DP falls rapidly as soon as load increases.
Besides, it presented the highest latency and buffer utilization through all exper-
iments. Spray and Wait achieved an overall low latency, but also low DP for low
and average load ; in high load scenarios it stand out, given that it is configure
with the right number of copies. The maximum DP under low load was achieved
with the maximum number of copies (90 in our experiments); under average
load, the highest DP was achieved with 9, 30, and 60 copies in Prague, Freiburg,
and Helsinki respectively; finally, under high load the number of copies fall to 3,
3, and 5. Despite using its default configuration, MaxProp achieved the highest
DP in all cities under low load (Prague: 96.11%, Freiburg: 96.5% and Helsinki:



Evaluation of DTN Routing Algorithms in Scheduled PTNs 49

82.01%), the lowest latency in Prague and Freiburg, and the second least buffer
requirements, due to its ability to delete acknowledged messages and buffer man-
agement. PRoPHET was among the three highest DPs in each scenario and stood
out in scenarios for the average load without the requirement of a precise contact
plan, as in CGR. It stands in the average regarding average latency and buffer
utilization. Finally, CGR achieved the highest DP in general, especially under
average load : 82.74%, 92.40%, and 0.7963% compared to 45.93%, 70.41%, and
70.46% achieved by the second-highest DP (PRoPHET) in the cities of Prague,
Freiburg and Helsinki, respectively. Additionally, the average latency of CGR
was the lowest in Freiburg and Helsinki for average, and high load and its buffer
utilization was the least in each experiment since it is a single copy approach.

Considering another perspective, it is possible to classify the routing algo-
rithms according to the amount of information they exchange to support the
routing algorithm. The most straightforward algorithm is Epidemic, which does
not need to change any information. It is a good choice if resources are abundant
and the load remains low; however, regardless of the load, Epidemic presents the
highest average latency and buffer utilization in all scenarios. Besides, PD of the
Epidemic declines rapidly as the load increases, due to congestion. Therefore, our
experiments lead to the conclusion that the Epidemic should be avoided when-
ever resources are limited, or there is no guarantee that the load will remain
low. Spray and Wait control the number of replicas to minimize congestion;
our experiments show that this approach can effectively increase the DP and
decrease latency, especially under high load. However, defining the number of
replicas is challenging: it is statically configured in Spray and Wait, but the
right number depends on the communication and mobility behavior. We tested
all variations in our experiments and chose the best outcome, but this can-
not be done in reality. An alternative is to exchange information at runtime
to adapt the number of replicas, as proposed in [8]. MaxProp’s buffer manage-
ment and acknowledgments proved to be effective in reducing buffer utilization.
Additionally, it takes into account the delivery likelihood based on transitive
information about contact opportunities exchanged at runtime. Its DP was, in
average, lower than PRoPHET, but we must consider that it used its default
configuration. PRoPHET has achieved in average the second highest DP routing
exclusively based on information about contact opportunities, which seems to
be an effective routing strategy in PTS networks. This assumption is reinforced
by the result of CGR that reached the highest PD and the lowest storage usage
based on precise information about contact opportunities. These results lead us
to believe that the theoretical results presented by Jain et al. [18] are valid to
a scheduled scenario as PTS, reaffirming the premise that algorithms capable
of exploiting the environmental information accurately are expected to achieve
higher performance. A detailed study to consider the effects of delays and unex-
pected route modifications caused by accidents or disasters in the outcome of
those routing algorithms is proposed as future work.
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6 Conclusion and Future Work

In this paper, the performance of five DTN routing protocols was explored in
three urban public transport networks, namely the metro network in Prague,
and the tram networks in Freiburg and Helsinki. We incorporated route informa-
tion and time tables from real public transport networks in the ONE simulator.
In the first simulation step, we identified the time period of the first 8 h of a
weekday as sufficient for our simulations. Next, a comparison between Source
and Binary Spray and Wait shows that the latter variant is more appropriate
for this setup. We highlighted the importance of proper parametrization and its
trade-offs, based on an extensive set of runs with Spray and Wait and PRoPHET
Routing. Finally, we compared the performance of five selected DTN protocols.
Simulations revealed that the protocol performance was highly dependent on
the network load. Epidemic Routing obtained poor performance metrics under
average and high loads. Binary Spray and Wait was able to improve DP, reduce
average latency and buffer utilization given that it used the right parameteri-
zation. MaxProp’s approach to exchange acknowledgements and buffer manage-
ment based on transitive probabilities exchange was able to achieve the second
best performance in buffer utilization. PRoPHET achieved the second highest
DP in average, behind CGR that, in general achieved the best overall perfor-
mance. Since the right parametrization depends on the network load, our results
lead to the conclusion that information about the network behavior at runtime
should be taken into account. The communication behavior (creation of mes-
sages) in this work remained constant, and mobility respected the schedule. The
assessment of the above mentioned protocols under variable load and unexpected
mobility are planned as future work.
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Abstract. This paper extends an existing decisional framework for the
navigation of Micro Aerial Vehicle (MAV) swarms. The work finds inspi-
ration in the geocaching outdoor game. It leverages place recognition
methods, information sharing and collaborative work between MAVs. It
is unique in that a priori none of the MAVs knows the trajectory, way-
points and destination. The MAVs collectively solve a series of problems
that involve the recognition of physical places and determination of their
GPS coordinates. Our algorithm builds upon various methods that had
been created for place recognition. The need for a decisional framework
comes from the fact that all methods are fallible and make place recog-
nition errors. In this paper, we augment the navigation algorithm with
a decisional framework resolving conflicts resulting from errors made by
place recognition methods. The errors divide the members of a swarm
with respect to the location of waypoints (i.e., some members continue
the trip following the proper itinary; others follow a wrong one). We pro-
pose four decisional algorithms to resolve conflicts among members of a
swarm due to place recognition errors. The performance of the decisional
algorithms is modeled and analyzed.

Keywords: Micro aerial vehicle · Drone formation control · Drone
swarm · Goal location · Quadcopter · Information sharing ·
Localization · Path planning · Navigation · Place recognition

1 Introduction

Recent developments in MAV technologies enable several applications such as
inspection of infrastructures [1], parcel delivery [2] and search and rescue oper-
ations [3]. Modern MAVs are equipped with cameras, GPS and various sensors.
We focus our attention on the navigation problem for a swarm of MAVs. Nav-
igation involves the planning of a path. Existing path planning approaches use
results from the robotics literature such as artificial potential function [4], ran-
dom tree [5] and Voronoi diagram [6]. Specific related issues have been addressed
such as obstacle avoidance [7] and embedding of computational intelligence [8].
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In this paper, we extend a decentralized path planning algorithm for MAV
swarms, originally published in [9]. This algorithm is one of a kind. At the start,
the MAVs do not know the trajectory they have to follow. Each MAV is given some
information that enables the recognition of places along the way. While they pro-
ceed along a path, the MAVs cooperate and determine the GPS coordinates of a
series of landmarks. The MAVs use their on-board cameras and other sensors, such
as microphones, to collect observational data to recognize places and determine
their GPS locations. They exchange together these locations to solve simple geo-
metric problems, that is, determination of circle foci and line and perimeter inter-
sections. The recognition of places and resolution of geometric problems determine
the waypoints and how they are related. There are numerous methods available for
place recognition, including navigation systems, visual recognition, environmental
sound and thermal infrared imaging (cf. [10–14] for further details). However, none
of them is perfect. They all make errors. The presence of errors misleads the mem-
bers of a swarm with respect to the waypoint locations. In this paper, we address
the problem of conflict resolution due to place recognition errors in the context of
the swarm navigation algorithm originally presented in [9].

We create a decisional framework to resolve conflicts due to errors that occur
during waypoint recognition. We propose four conflict resolution algorithms
assembling the replies returned by place recognition queries executed by the
MAVs. In four different ways, they apply the majority rule. The first algorithm
establishes a baseline and formalizes what is done originally in [9]. The second
algorithm leverages the availability of multiple place recognition methods. It is a
two-level process. Within each MAV, the available place recognition methods are
applied. The majority’s decision of the methods applied by an individual MAV
is selected. Individual decisions are exchanged among the members of a swarm.
The final decision is the majority’s decision of the swarm. The third algorithm
is a flat process. Each MAV applies all available place recognition methods. All
results are exchanged with all members of a swarm. The final result is the major-
ity’s decision of all individual results obtained by all applications of the methods
in a swarm. The fourth algorithm is similar to the second one, but it captures
with a threshold the idea that some place recognition methods might not be
even capable of producing results due to non favorable conditions (e.g., due to
a high number of failures). We demonstrate through error probabilistic models
that the second, third and fourth algorithms improve the performance of the
baseline algorithm.

Section 2 surveys related work. Section 3 reviews the algorithm originally
presented in [9]. Section 4 describes the decisional framework details of our
algorithms and provides simulation results. Section 5 concludes the paper.

2 Related Work

Path planning for a swarm of MAVs involves collective movement of the ensem-
ble from one waypoint to another, while at the same time avoiding intermediate
obstacles and possibly according to a pattern. There is extensive scientific lit-
erature on the subject. Radmanesh et al. [7] made a survey on path planning
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with obstacle avoidance. Otto et al. [15] are concerned with path planning with
a coverage goal, while Zhao et al. [8] surveyed path planning involving compu-
tational intelligence. Several path planning approaches are inspired from ideas
developed for classical robotics. For example, some of these use artificial poten-
tial functions [4], random trees [5] and Voronoi diagrams [6]. Path planning may
be combined with team work and formation control [16]. Some approaches have
been adapted to quadcopters [17]. Similarly to other path planning algorithms,
the MAVs have a common goal, i.e., a location or coverage of an area. In contrast
to the others, in our algorithm the MAVs do not know what the exact goal is,
i.e., the covered area or final location, until the very end.

For landmark recognition, several authors use machine learning. Maravall
et al. [18,19] use probabilistic knowledge-based classification and learning
automata for the recognition of patterns associated to visual landmarks. In [20],
classification rules are associated to probability weights that are adapted dynam-
ically using supervised reinforcement learning. There is an adaptation process
that is conducted using a two-stage learning procedure. In the first stage, a series
of variables are associated to each rule, e.g., the variables associated to the con-
struction of a landmark recognition classifier are constructed using images’ his-
togram features, such as standard deviation, skewness, kurtosis, uniformity and
entropy. In the second stage, a series of weights is associated to every variable
whereby the weights are obtained by applying a reinforcement algorithm, i.e.,
incremental R-L [19,20], over a random environment. This results in a specific
image classifier for the recognition of landmarks, which is then loaded to the
MAVs.

Related to MAV formation control, [21] assumes that the signal propaga-
tion model of a MAV has the shape of a sphere and analyzes network capacity
allocation in a MAV-based network infrastructure. Furthermore, it proposes a
formation algorithm that determines the 3D geographic location of each MAV.
In [22], it is shown how to operate a swarm by human piloting a MAV (the
leader) while the remaining followers are autonomous. A solution is proposed to
synchronize and orchestrate a swarm of MAVs, based only on ad hoc communi-
cations to position MAVs. Finally, in [23], the authors formulate the multi-UAV
formation reconfiguration problem as an optimal control problem with dynami-
cal and algebraic constraints. They provide a hybrid particle swarm optimization
and genetic algorithm.

The approach presented in [9] uses an information sharing path planning
algorithm for MAV swarms. The swarm is expected to conduct a mission, whose
final destination and entire path are unknown to the MAVs in the swarm. In
order to complete the mission, MAVs are requested to cooperate and exchange
information to compute and determine a series of intermediate steps by resolving
a discrete localization problem. At each step, the MAVs execute a geocaching-
like algorithm using navigational devices (e.g., GPS receivers) and visual refer-
ences to landmarks to unravel trajectory waypoints. Together, the MAVs build
a shared-information path planning process. The information sharing approach
in [9] has been extended in [24] by adding research ideas inspired from search
with advice over graphs [25], rings and complete network [26].
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3 Incremental Path Construction Algorithm

We have introduced a navigation algorithm for a swarm of n MAVs, where n is
a positive integer greater than or equal to three [9]. The algorithm is one of its
kind in that it adopts an information sharing and collaborative model. It also
finds inspiration in the geocaching outdoor recreational activity. We describe in
the sequel its main characteristics.

3.1 Constructing a Path

A navigation path is defined by a sequence of waypoints. At the start, each
individual MAV does not know what the waypoints are and what the path
consists of, although every MAV in the swarm is seeded with some information.
While, they progress from the origin to the destination, each MAV in the swarm
has specific tasks to achieve. The completion of each of these tasks provides
complementary information. The MAVs share their information with the other
members of the swarm. Together, they uncover the location of each waypoint of
the path.

Formally, a path consists of k waypoints p0, p1, . . . , pk−1, where k is a pos-
itive integer. The swarm starts from the point p0. Intermediate and the final
waypoints p1, p2, . . . , pk−1 are initially unknown and determined one by one.
For i = 1, . . . , k − 1, the MAVs collectively resolve a localization challenge. For
each instance of this challenge, for j = 1, . . . , n, the jth MAV finds the posi-
tion of a reference point qj . Determining the reference point requires finding the
precise location of a place. For instance, such a place can be a building with spe-
cific architectural characteristics, e.g., a church with a double bell tower. Before
starting, the MAV is seeded with visual clues about that place. Using its camera,
observational data is collected. Using this data, place recognition methods and
a GPS, the precise position of the place is computed. The resulting position is
a point qj . Every MAV exchanges the location of qj with the other members of
the swarm.

Assuming the recognition of the places has been correctly conducted, all
the reference points sit on the perimeter of an imaginary circle, see Fig. 1(a).
The centre of this circle is set as the origin of a unit vector v. The waypoint
pi is determined by the intersection of the supporting line of v and perimeter
of the circle, see Fig. 1(b). Using waypoint pi as reference, the MAVs head in
a direction defined by a direction vector d to find the reference points of the
next waypoint, see Fig. 1(c). A path is a succession of “chained” waypoints,
see Fig. 1(d). Before the start of the procedure, for every waypoint, every MAV
receives information that will be used to recognize its reference points, such as
physical characteristics. The MAV is also given the vectors v and d, for every
waypoint. At each step, there is a unique circle determined by three reference
points or more. The representation of vector v finds its inspiration in an outdoor
recreational game called geocaching. It is hidden within the circle. An example
is pictured in Fig. 2. The origin of v is located at the focus of the circle. In this
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example, the orientation of v is revealed by the upstream flow of the river, a
clue given beforehand to the MAVs.

This navigation algorithm requires recognition of places, such as buildings
and rivers. For this aspect, we depend on the research about place recogni-
tion [12,13]. Several methods have been developed, including approaches specific
to building recognition [27] and applicable to recognition from the air [11,28].
While many techniques are resting on visual data, place recognition can also rely
on environmental sound [10] such as flowing water, vehicular traffic or school
yard. Each of the place recognition methods is fallible and has a degree of preci-
sion. It is determined empirically through testing and experimentation. In [12],
precision is defined as the ratio of true positives over the sum of true positives
plus the false positives. For a given method, we define the error probability as
one minus its precision. This leads to a fault model for our algorithms detailed
in the next sub-section.
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Fig. 1. Incremental path construction algorithm illustrated. Pictures (a), (b), and (c)
constitute steps required to determine the next waypoint, while picture (d) depicts a
resulting path.
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Fig. 2. Representation of vector v.

3.2 Fault Model

The algorithm originally presented in [9] solves failures in a partial manner. For
instance, assume the two scenarios depicted in Fig. 3. Figure 3(a) consists of
an arrangement of 11 MAVs with three faulty MAVs. Black dots represent reli-
able MAVs and black squares faulty MAVs. In this situation, the two non-faulty
MAVs at the intersection of the two circles wrongly determine circle S′ instead
of circle S. If the decision to pick S or S′ is according to the majority rule

Fig. 3. Black dots represent reliable MAVs and black squares unreliable MAVs. (a) An
arrangement of n = 11 MAVs with f = 3 faulty MAVs. (b) An arrangement of n = 8
MAVs with f = 3 faulty.
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(six MAVs), then the whole swarm makes a correct decision (circle S).
Figure 3(b) consists of an arrangement of eight MAVs with three faulty MAVs.
Two circles are determined S and S′. The former being correct while the latter
is incorrect. Two non-faulty MAVs, at the intersection of the two circles, are
deceived by the three faulty MAVs. They participate to the determination of
the incorrect circle (S′ instead of S). If the decision to pick S or S′ is accord-
ing to the majority rule (five MAVs), then the whole swarm makes an incorrect
decision (S′).

In this paper, we address situations such as the ones depicted in Fig. 3.
The goal is to increase the probabilities that a swarm of MAVs makes correct
choices, accomplishes its mission and reaches the final destination. Errors are
due to failures to recognize places correctly by each of the different methods.
We assume that MAVs have the capability to concurrently apply several place
recognition methods. The results of the applications of the different methods by
the MAVs can be assembled together through communications and improved the
decisional procedure. Building upon the algorithm introduced in [9] and place
recognition methods, we introduce new algorithms. The recognition methods can
be faulty. Hence, the MAVs can make errors and pick wrong reference points.
For a given waypoint, they must compute together the center of a circle. In
multiple-circle situations, ambiguity is resolved using a voting procedure and
majority rules. Once a circle is determined and chosen, the swarm computes the
center and waypoint. When a waypoint is correctly computed, the MAVs in the
swarm makes a right move. In the following section, we formalize these ideas.

4 Decisional Framework

The MAVs of a swarm co-operate to accomplish a mission that consists of follow-
ing a path with several waypoints. The discovery of each waypoint is achieved
using a combination of visual and sound clues, observational data, place recogni-
tion methods and GPS information. This means that the MAVs process queries
about place locations. The obtained replies are exchanged among the swarm
members. Due to place recognition errors, replies may be inconsistent. Based on
majoritarian rule, the replies are assembled together to determine a waypoint.
This procedure is repeated for each step until the destination is reached. The
resulting sequence of waypoints forms a path. In the sequel, we describe details
of the decisional framework taking into account place recognition errors and
disagreement between among swarm members.

4.1 Queries and Indicators

Let N = {1, 2, . . . , n} denote the set of MAVs navigating a terrain. Let I =
{1, 2, . . . ,m} be a set of indicators. Every indicator i ∈ I may correspond to a
place recognition method.

The MAVs need to navigate a terrain. They query available indicators. At
a given location within the terrain, and for each MAV-indicator pair (u, i) a
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query Q(u, i) is made by MAV u. The obtained reply may be the precise GPS
coordinates of a place. Besides, each reply may be wrong with probability p or
correct with probability 1 − p. The probability p may depend on the MAV u
and/or indicator i being used. Further, we assume that the queries, and replies,
are independent of each other, across the MAVs.

Fig. 4. Query Q(u, i) made by a MAV u to indicator i.

As shown in Fig. 4, it is convenient to depict the query system in the (u, i)
coordinate system with the u-axis representing the MAVs u ∈ N and the i-axis
the indicators i ∈ I. The place recognition methods associated with indicators
may vary and depend on sensing and computing capabilities of the MAVs. In
the sequel, it is assumed that all MAVs u ∈ N may query exactly the same set
of indicators, I.

4.2 Distributed Majority

There are two basic ways to reach a decision. Either every MAV processes queries
individually or MAVs process queries together as a group. In the first way,
all MAVs query a single indicator, say i ∈ I, corresponding to a single place
recognition method. The MAVs exchange their replies, i.e., the reference points
q1, q2, . . . , qn, resulting from the application of the place recognition method.
The replies may be inconsistent and define several circles. To resolve conflicts,
the MAVs use a majoritarian rule to select a single circle focus. This decisional
process is captured in Algorithm 1.

Algorithm 1. Single Indicator
1: Every MAV u ∈ N queries a single indicator, resulting into points q1, q2, . . . , qn.
2: MAVs exchange reference points q1, q2, . . . , qn
3: All MAVs adopt the outcome of the swarm majority, resulting into a circle focus.
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Let pn(i) denote the error probability of Algorithm 1, for n MAVs all using
a single common indicator i ∈ I. It is given by the following formula.

pn(i) = 1 −
n∑

l=�n/2�

(
n

l

)
[1 − p(i)]l p(i)n−l, (1)

where p(i) is the probability that a reply to a query is correct and 1 − p(i) that
it is wrong, for the indicator i, for all MAVs u ∈ N . Algorithm 1 corresponds
to the decisional logic in [9]. However, one can go beyond a single indicator.
When all MAVs use all indicators in I, then they may exchange their individual
majority decisions obtained across all indicators and follow the resulting swarm
majority.

In a second individualistic approach, every single MAV in N uses all available
indicators in I. It applies the standard majority rule to select a reply, i.e., a
reference point. The reference points are exchanged among the MAVs. The group
selects the circle determined by the majority of the MAVs. The decisional process
is captured in Algorithm 2.

Algorithm 2. Multiple Indicators Hierarchical
1: Every MAV u ∈ N queries all its indicators.
2: Every MAV determines the indicator majority point qu, u ∈ 1, 2, . . . , n.
3: MAVs exchange reference points q1, q2, . . . , qn
4: All MAVs adopt the outcome of the swarm majority, resulting into a circle focus.

Let pm denote the error probability of the majority rule for a single MAV
using all m indicators,

pm = 1 −
m∑

k=�m/2�

(
m

k

)
(1 − p)kpm−k, (2)

where p is the probability that a reply to a query is correct and 1 − p that it is
wrong, assuming that it is the same across all place recognition methods. We can
also derive an equation without this assumption, indexing the probabilities over
the indicators. Each MAV makes a decision independently querying all available
indicators. The MAVs exchange their decisions and follow the resulting group
majority. Assuming independence, the error probability of Algorithm 2 is given
by the following formula.

pm,n = 1 −
n∑

l=�n/2�

(
n

l

)
(1 − pm)lpn−l

m , (3)

In retrospect, there are advantages and drawbacks in Algorithms 1 and 2. On
the one hand, in either case they are flexible in that one may select the indica-
tors used in the majority decision and which are more suited to the terrain being
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navigated or available communication possibilities and thus save in energy and
communication costs, say. On the other hand, it should be emphasized that some
indicators may not be available for querying to all MAVs because of environ-
mental conditions, say, throughout the entire waypoint navigation process. This
in turn may cause additional overhead on the MAVs that are required to main-
tain a database of active indicators per waypoint depending on environmental
conditions.

Algorithm 3 combines Algorithms 1 and 2 in a comprehensive manner in that
it adjusts and updates its set of MAVs and set of indicators employed in each
waypoint. As such, it may yield more accurate results. A selected subset N ′ ⊆ N
of MAVs may query a selected subset I ′ ⊆ I of indicators. They exchange all
their replies. Because place recognition methods may disagree, a single MAV
may generate several reference points. The circle determined by the majority of
the replies is chosen.

Algorithm 3. Multiple Indicators Flat
1: All MAVs in N ′ query all indicators in I ′, resulting into points q1, q2, . . . , q|N′|·|I′|.
2: MAVs exchange reference points q1, q2, . . . , q|N′|·|I′|
3: All MAVs u ∈ N ′ pick the majority among all outcomes, result is a circle focus.

Let n′ = |N ′| and m′ = |I ′|. Let pm′,n′ denote the error probability of the
majority rule for MAVs in N ′ and indicators in I ′. It is given by the following
formula.

pm′,n′ = 1 −
m′n′∑

r=�m′n′/2�

(
m′n′

r

)
(1 − p)rpm′n′−r, (4)

where p is the probability that a reply to a query is correct and 1 − p that it
is wrong, for all the MAVs and all indicators. Note that Eq. (4) is the most
general, for a fixed p. It subsumes Eqs. (1) and (2), as this can be seen by
choosing N ′ = N, I ′ = {i} and N ′ = {u}, I ′ = I, respectively.

An interesting point to make here is that the quality of the assembled answers
depend on the reliability of the communications between the MAVs. Algorithm 3
is the most complete but also the most demanding in communication overhead
while Algorithms 1 and 2 depend on more local conditions, to a certain extent.

4.3 Majority with a Threshold

The validity of Algorithms 1 and 2, and their generalization presented as
Algorithm 3, hinges on the assumption that all the participating MAVs get
replies to their queries. It may be the case that replies to queries are not obtained
by a MAV due to harsh signal conditions (see Fig. 5). In this approach, a MAV
participates in the majority algorithm when the number of obtained replies
exceeds a certain predetermined threshold value.
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Fig. 5. Certain MAVs may not necessarily get replies for all the queries made. The
MAVs u, v, w depicted are the ones for which the number of obtained replies exceeds
a certain predefined threshold value.

More formally, for each MAV u let Iu be a random variable that counts
the number of indicators in I that replied to a query made by u. It is natural
to assume that Iu is a binomial random variable B(q,m) with parameters q
(0 < q < 1) and m, the number of indicators. The value of q may well depend
on conditions of the environment as the MAVs are navigating waypoints. The
binomial random variable B(q,m) could be approximated with a Poisson random
variable having arrival rate λ = mq and probability of k arrivals equal to λk

k! e
−λ,

where m → ∞, q → 0 and mq → λ.
We now require that the vote of a MAV u counts towards the computation of

the majority if Iu > t, where t is a fixed predetermined threshold value. Evidently
in this counting, MAVs that obtain low numbers of replies are not taken into
account in the final computation of the majority. The algorithm parametrized
with a threshold value t generates a set of VOTERS, namely the set of MAVs
that pass the threshold t. It is formalized as Algorithm 4.

Algorithm 4. Threshold Majority (t)
1: All MAVs in N query all indicators in I.
2: MAVs with number of received replies exceeding threshold t become V OTERS.
3: V OTERS exchange reference points.
4: Majority decision is decided among V OTERS.

Algorithm 4 has the advantage that it takes into account only the MAVs that
have the potential to provide the most accurate majorities based on the number
of reliable indicators. Ultimately, it is a MAV that judges the appropriateness of
a reply or even if a reply by a particular indicator is feasible given geometric and
other communication factors. However, the choice of the threshold value t may be
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critical. If it is too high, then the opinion of a large number of MAVs is excluded
while if it is set too low the majority is cluttered with inaccurate answers. We
can derive estimates on the threshold t using Chernoff bounds (see [29]). For
example, we know that for t > λ, then we may have the formula.

Pr[Iu > t] ≤
(

eλ

t

)t

· e−λ (5)

4.4 Numeric Results

Next, we discuss the numeric evaluation of Algorithms 1, 2, 3, and 4. Figure 6
have been obtained with implementation of the equations associated to each
algorithm, Eqs. (1) to (5), using representative ranges of parameters. The x-
axis represents a range for the indicator error probability. The y-axis plots the
resulting error probability, for every algorithm. Variable m corresponds to the
number of indicators. Variable n indicates the number of MAVs in the swarm. For
Algorithm 4, variable v indicates the number of MAVs participating to the voting

Fig. 6. Numeric results. Plots depict error probabilities, assuming (a) m = 3, n = 5;
(b) m = 3, n = 7; (c) m = 5, n = 5; and (d) m = 3, n = 5.
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process. The parameters associated to the indicators of each equation are based
on experimental values reported in the literature, such as failure ratios expected
from navigation systems, visual recognition, environmental sound and thermal
infrared imaging [10–14]. As we can appreciate with the results, Algorithm 1 is
always worst than all the others. For low indicator error probability, Algorithms
2, 3, and 4 have similar performance. The curves also indicate that a higher
number of participating MAVs reduces the probability of errors. The same is
true for the number of indicators.

4.5 Simulation Results

The numeric results reported in the previous section are extended in this section.
We have implemented our decisional framework and algorithms in Java and con-
ducted Monte Carlo simulations. In Fig. 7, the x-axis represents the number of
members in a swarm. We show simulation results in which all four algorithms
involve an incremental number of MAVs (from 10 to 90 MAVs), randomized
failure ratios reported in the literature of navigation systems, visual recogni-
tion, environmental sound and thermal infrared imaging. The simulation aims
at evaluating the chances of mission success of a swarm. Each simulation consists

Fig. 7. Monte Carlo simulations results. (a) Algorithm 1, m = 1. (b) Algorithm 2,
m = 5. (c) Algorithm 3, m = 7. (d) Algorithm 4, m = 10.
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of 1000 iterations per x-axis value. The y-axis represents the success rate, i.e.,
number of successful iterations per x-axis value. Additional results are available
in a companion website, online at github.1

5 Conclusion

This paper has extended an existing path planning algorithm for MAV swarms.
The revisited approach assumes that MAVs collectively work to determine and
solve a discrete location problem, in order to discover initially unknown interme-
diate landmarks. By collectively determining and sharing the landmark locations,
the MAVs are able to complete their mission and reach their final destination.
We assume that the process is prone to random failures. The original algorithm
fails at handling situations where a series of faulty MAVs disrupt the collective
procedure. It may affect the remaining MAVs to complete their mission. The new
algorithms presented in this paper improve the original work. They are resilient
to random failures.

The methodology proposed offers potential for additional research, explo-
ration and testing more sophisticated majority strategies based on probabil-
ity distributions that are realistic in that they are sensitive, for example to
geographic location, proximity to base station and/or landmarks and available
energy of the drones.
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Abstract. The Internet of Drones (IoD) is an emerging network archi-
tecture that leverages bidirectional communications between Unmanned
Aerial Vehicles (UAVs) and a ground infrastructures. Given its versatil-
ity, the IoD is a key enabler for the evolution of sophisticated verticals,
thus including Smart Cities, Industry 4.0 and Smart Transportation, to
name a few. As a matter of fact, a swarm of drones can carry out real-time
data gathering, industrial plants monitoring and wide area surveying.
Since drones are battery-supplied systems, energy efficiency, communi-
cation reliability, and flight formation management routines become crit-
ical aspects of the IoD design. This work discusses the communication
facets in a swarm of drones, leveraging the joint adoption of Bluetooth
and Millimeter-Wave technologies. The proposal enables the exchange of
heterogeneous data with a ground infrastructure while facilitating coor-
dinated flight of the swarm. The resulting dual mode system optimizes
energy resources, while maximizing reliability and effectiveness of drones’
communications.

Keywords: IoD · Bluetooth · mmWave · 5G

1 Introduction

Unmanned Aerial Vehicles (UAVs), also known as drones, are emerging in many
applications thanks to advanced sensing capabilities and wireless technologies
[1,2], thus granting data gathering [3] and/or provisioning [4,5]. Furthermore,
drones are characterized by a high mobility at variable altitude, which quali-
fies their employability in several operating scenarios, thus including delivery
systems, real-time traffic monitoring and city surveillance, infrastructure inspec-
tion, search and rescue, service provisioning, and smart agriculture [2,3,6–10].
In addition, multiple UAVs can be used to assist 5G & beyond cellular systems
to empower network performance toward reliable video streaming, massive data
transmission and additional coverage ranges [11]. Despite this flourishing per-
spectives, drones require a very careful integration and optimization of computa-
tion and communication technologies to prolong battery lifetime while fulfilling
service requirements.
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The present work aims at modeling a thorough communication system for
the IoD that addresses (i) reliable communication, (ii) group flight, (iii) route
planning, and (iv) event management [1]. To this aim, the proposal is based on
a Dual-Stack Communication System, that uses both Bluetooth and Millimeter-
Wave technologies for short-range and mid-range communications, respectively.
In addition, an asynchronous event management protocol has been proposed to
achieve at runtime continuous route and resource optimization. To thoroughly
characterize the communication performances of the swarm, several performance
indexes are considered, such as the degree of message fragmentation, the duty
cycle, and the waiting time. As an outcome, the performance level of the swarm
has been discussed as the trade-off between the number of drones within the
swarm, their contribution to the overall network traffic, as well as the mean
waiting time experienced by each of them. To the best of authors’ knowledge,
this is the first contribution that systematically approaches the IoD to function-
ally design communications among drones in a swarm and to/from the ground
network using these communication technologies.

This work is organized as follows: Sect. 2 presents the technological back-
ground and provides motivations for the work. Section 3 discusses the details
of the proposal. Section 4 evaluates the performance of swarm communications.
Section 5 concludes the work and draws future perspectives.

2 Motivations and Background

Communications in an IoD architecture are hereby classified in two different
categories: (i) data exchanged for flight control purposes within the swarm (i.e.,
short-range communications), and (ii) information exchange between drones and
the ground infrastructure (i.e., mid-range communications). To sum up, most
of the relevant works already proposed by the scientific literature [2,4–10] deal
with the problem connected to Ait-to-Air (A2A) and Ait-to-Ground (A2G) com-
munications (e.g., Quality of Service (QoS)), relying on one of the following
approaches:

i Only one communication technology for both A2A and A2G is considered for
messages exchange [4,5,8].

ii Cellular network technologies and IEEE 802.11x are jointly adopted to
improve connectivity, coverage area, and reachability [9,10].

iii Connection issues are completely neglected [2,6,7] and design efforts are
devoted to advanced application layer solution for improving/enriching the
set of operations and tasks that a drone can carry out.

In the first approach, no need arises to modify and/or adapt the chosen tech-
nology. Unfortunately, the choice may not simply fit all the application require-
ments/functions and it could be not trivial to tailor its primitives to the needs
of IoD. The integration proposed in the second approach aims at capitalizing
the pros of cellular networks and Wi-Fi, while counteracting their cons. In the
third approach, instead, all the involved technologies underlying the application
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layer are left unspoken, which does not necessarily implies that implementation
can be straightforward. It is worth remarking that most of these approaches
do not include security-by-design, thus leaving both short-range and mid-range
communications vulnerable to potential attacks in both Line of Sight (LoS) and
Non Line-of-Sight (NLoS) conditions.

The communication system proposed herein deals with diversified communi-
cation technologies at design level in both A2A and A2G messages exchange. The
A2A type involves drones flying together at a distance that is usually lower than
10 m. Here, the Bluetooth [12] technology, with specific reference to the Blue-
tooth Low Energy (BLE) version, can be a winning solution. Bluetooth uses
Ultra High Frequency (UHF) in the Industrial, Scientific and Medical (ISM)
Band, spanning from 2.4 to 2.485 GHz, and it is specifically designed for Per-
sonal Area Networks (PANs). Bluetooth has a high spectral efficiency, thanks to
the Gaussian Frequency Shift Keying (GFSK) modulation and to the Frequency
Hopping Spread Spectrum (FHSS), which are of great interest in a number of
operating scenarios, such as, industrial automation [13] and drone-based ones
[14]. The basic network topology can be defined as a collection of slaves oper-
ating with one master, which goes under the name of Piconet. Bluetooth also
supports synchronized transmission from one master to multiple slaves, which
may be useful for flight control messages exchange within the swarm. BLE pro-
poses dedicated optimizations in terms of energy consumption, which can be
very useful in the context of energy constrained UAVs.

On the other hand, each drone must exchange messages with the refer-
ence ground infrastructure. To enable these A2G communications, the 5G tech-
nological landscape proposes several interesting candidates and, among them,
Millimeter-Waves (mm-Waves) technology seems to be the most promising [5].
In fact, it grants the efficient support of billions of users leveraging seamless con-
nectivity with high traffic volumes support (i.e., multi-gigabit data-rate) with
very low latencies. mmWave accounts for massive connectivity, high throughput
and spectral efficiency, thanks to new modulation and multiple access schemes
[15]. In particular, the frequency range in the Extremely High Frequency (EHF)
24–28 GHz bands [5] will be considered because propagation-related problems
and variable channel response will be negligible [15–17] in the reference applica-
tions [11,16].

Considering all of the above, 5G mmWave-based communications are hereby
proposed for a joint adoption with Bluetooth.

3 The Proposed Approach

The reference IoD scenario (as depicted in Fig. 1) involves a swarm of drones
with a given mission plan which goes from a starting point (i.e., point A) to an
ending one (i.e., point B). To reach the destination, the drones will cross a certain
number of way-points indicated as Global Position System (GPS) coordinates.

During the mission, each UAV in the swarm carries out a number of geo-
referenced Basic Queries, with several purposes (e.g., collecting images, video
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Fig. 1. Mission example with details on the flight plan.

streams or gathering data from sensor networks). Information retrieval is car-
ried out through on-board or ground sensors [2,18]. Additional information are
linked to drones’ management, e.g., battery status, mission status updates, and
presence of obstacles, if any. Drones are also exchanging information related to
their GPS positions, Roll-Pitch-Yaw (RPY) angles, battery status, and a times-
tamp. The whole set of data is represented as an informational vector, i.e., V .
To associate each information to a specific drone, the Medium Access Control
(MAC) address can be used as ID.

The message exchange is made by: (i) communications within the swarm, and
(ii) from drones to the ground infrastructure. In the first case, slave drones send
information to the master-drone with periodicity t (in seconds). Data acquired
during the mission by each slave (i.e. images, video and sensors data) are sent
autonomously, according to a specific decision algorithm, to the ground infras-
tructure. In this way, all data coming from each drone in the swarm can be sent to
the ground infrastructure, without specifically requiring messages aggregation.
To identify both the source and the exact location, the ID of the drone must
be included, as well as the GPS-related information. In the second, instead, the
master-drone sends the N − 1 information vectors V , composing the so-called
Table of References (ToR), to a ground infrastructure (as in [4]), a task that
is accomplished at regular time intervals, namely Δ (∼60 s), being t < Δ. This
value can be fine-tuned on the basis of the information of interest (e.g., positions
and angles). It is worth noting that time synchronization can be easily achieved
thanks to time information within GPS data. The overall message exchange in
the reference IoD architecture is depicted in Fig. 2 and the described dataset is
summarized in Table 1.

In real scenarios, adverse weather conditions may arise while the mission is
ongoing. Once detected, and suddenly communicated to the ground management
infrastructure, a new path will be calculated for each drone to avoid the critical
flight zone. As a result, a certain number of Enforced Queries can be carried
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out by drones in an asynchronous way. Once the critical event is no longer
threatening the mission, the Basic Queries can be restored.

To monitor the status of the mission, it is herein proposed an Event Man-
agement System (EMS), which is acting as a task scheduler and process flow
control algorithm. In particular, the Finite State Machine (FSM) (see Fig. 3a)
models a process that starts from the situation in which, while on-the-fly, the
drone keeps its attitude toward destination. Once an event of interest, i.e., trigger
event, is detected the EMS handles the upload of a new route coming from the
ground infrastructure and then the system moves to the Restart state. During
this state the previous operations that have been stopped will be resumed. From
this point on, the mission may start back again from where the mission plan was
interrupted.

Fig. 2. Messages exchange among entities.

Table 1. Table of data-related notations and communication direction.

Name Symbol Unit A2A A2G

Reference time instant t̄ [s] � �
Position over x-axis (i.e., Longitude) xi Degree �
Position over y-axis (i.e., Latitude) yi Degree �
Position over z-axis (i.e., Altitude) zi [m] �
Initial drones position vector in t̄ Pt̄ R �
Average number of expected movements j Z �
Distance covered during the j-th movement Dj [m] � �
Drone speed over the j-th movement vj m/s � �
Energy intake over Dj for the i-th drone Ei−th

j [J] � �
Overall energy intake for the i-th drone Ei−th [J] � �
Mission duration T [s] �
Speed of a drone v [km/h] �
Information vector V (Tuple) Angles �
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3.1 Energy Efficiency

While drones are moving, distances among them may vary, frequently and sud-
denly. The energy intake minimization is referred to the movements within a
certain reference area, subdivided with an x × y grid structure (see Fig. 3b). To
identify obstacles, or no-flying zones, each intersection (i.e., GPS point) can be
marked as variable or not.

Let be Pt̄ a vector of drones’ (initial) positions at time t̄, and Pt̄+1 the vector
at time t̄ + 1, with t̄ ∈ [0,+∞[. In a swarm of N drones, it is possible to identify
their positions in a three-dimensional space thanks to the triple (xi, yi, zi), where
(xi, yi) represent longitudinal and latitudinal coordinates while zi represents
the altitude (i.e., the quota). The energy consumption for the i-th drone, with
i ∈ {1, 2, ...N}, can be expressed as a function of the distance Dij between
two consecutive points and the speed vij . Let S be the estimated number of
movements that are needed to reach the destination position for each drone,
j ∈ {1, 2, ..., S}. The energy consumption for the i-th drone over the distance
Dij can be expressed as a function of the power p(vij) over time:

Eij(Dij , vij) =
∫ t=(

Dij
vij

)

t=0

p(vij) dt =
p(vij)
vij

Dij (1)

Since the maximum battery capacity for each drone is fixed to C, the overall
energy expenditure for the i-th drone is: Ei =

∑S
j=1 Eij(Dij , vij) ≤ C. To find

the minimum path it is necessary to minimize Ei.
A possible solution to the problem is proposed in Algorithm1. It is assumed

to be executed by the ground infrastructure and is used to create an oriented
cyclic graph in which each node represents a possible position (i.e., a waypoint
in the mission plan). The algorithm iteratively detects all the nodes close to the
current one. For each of them, Dij and Eij will be computed to state which of
the nodes will be the following one in the path. The values of Dij and Eij for
the new node are stored and associated to the path between the two nodes. The
procedure is iterated until either (i) the mission is over, and hence destination
is reached, or (ii) an emergency landing is triggered.

3.2 Swarm Formation

The flight of a swarm can be considered as a two-folded problem. First, keep-
ing/changing attitude over time can be referred to the mechanics of the flight.
Second, the underlying criteria could be due to topological control and effective
data communications. In fact, the constant update of the respective positions
of drones in a swarm may have a non negligible impact on data rates, laten-
cies and QoS. Without loss of generality, this work assumes a sphere as the
reference geometry, with the master-drone in the center and the slave-drones
displaced as shown in Fig. 4. Under these conditions, all drones will be placed
at constant distance from the master-drone without influencing each other. 2-D
circular geometries for the formation of swarm of robots represent a winning
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Algorithm 1: Minimum-Energy Path Algorithm
Input : Geographical Zone G
Output: Minimum-Path Vector P

1 Subdivide G in a X×Y grid ;
2 Mark each point as Not-Available, if any ;
3 SET Start.Pos ← Position A;
4 SET End.Pos ← Position B ;
5 SET drone speed to v;
6 foreach Drone do
7 SET Pt̄[i]=Start.Pos ;
8 INSERT Root.Node ← [Start.Pos,ID.rootnode];
9 INSERT End.Node ← [End.Pos,ID.endnode];

10 foreach Node l of z do

11 while Pt̄[i] is not End.Pos do
12 Identify Pt̄+1[i] and Pt̄[i] closer to End.Pos;
13 if Pt̄+1[i] is available then
14 SET Candidate.Pos[k] ← Pt̄+1[i]

15 foreach element of Candidate.Pos do
16 Calculate:
17 Dij(Candidate.Pos[k], Pt̄[i]);
18 Eij(Dij , v);
19 if Position Candidate.Pos[k] has been already considered then
20 ADD Link [Eij , ID.parentnode];
21 l++;

22 else
23 INSERT Leaf.Node s.t. :
24 Leaf.Node.Pt̄[i] = Candidate.Pos[k];
25 SET ID.leafnode ;
26 Create LinkTAB ;
27 ADD Link [Eij , ID.parentnode];
28 z++ ;
29 l++;

30 P ← Route(ID.rootnode, ID.endnode);
31 Calculate Ei;
32 if Ei < C then
33 P is admissible
34 else
35 P is not admissible since the solution does not respect the energy

constraint

strategy in symmetric contexts [19]. Hence, the sphere can be considered as the
most straightforward solution for UAVs, since they are capable of moving in a
3-D space.
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3.3 Link Analysis

To provide a dedicated link analysis, the following assumptions are done: (i) the
N drones are identical, (ii) the real-time management of the mission is carried
out by the ground infrastructure, (iii) positions and status data of each drone are
communicated to ground by the master-drone, and (iv) each drone sends images,
videos and sensors data to the ground-base independently. Table 2 summarized
all the entities and symbols used hereby.

Table 2. Summary of notation.

Name Symbol Domain Unit

Number of frames F N #

Transmission time Tf Time s

Interframe time T IF {150 × 10−6} s

Total transmission time TFS Time s

Number of timeslots NTS {1,3,5} #

Master-slave transmission time TM−S Time s

Service time TS Time s

Slot probabilities p1, p3, p5 [0,1] #

Packet arrivals rate λ N Packets/Slot

Average waiting time W̄ Time s

Average packet length L N Bit

GPS message dimension γ N Byte

Minimum number of detections m N /

Minimum number of GPS positions α N /

Number of sensors β N /

RPY data RPY R Degree

5G links are proposed to be used by master-drone and slave-drones to send
information to ground; this is motivated by the fact that they offer multi-gigabit
data-rate and low latencies, thus allowing huge transmission in extremely brief
time. In a single detection, assuming to use double-type attributes, with β sensors
that carry out m surveys, there will be 8βm bytes to be transmitted for each
drone. Of course, images and videos are far bigger when compared to sensors
data (e.g., 10−100 MB for images, and ∼1 GB for video). In Table 3, the whole
set of information to be communicated via 5G link from the swarm to the ground
infrastructure is summarized.

In A2A communications, instead, the exchange of information vectors Vi

takes place for each slave i ∈ [0, N − 2], toward the master (see Table 4). The
master and the slaves are in communication using a time-slotted Symmetric
Piconet and the polling scheme is a standard Time Division Duplex (TDD)
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(a) Finite State Diagram of the EMS. (b) Examples of reference
grid.

Fig. 3. Mission plan handling, via the proposed (a) EMS, and (b) a concrete example
of possible updates.

Table 3. Details on data types (and estimated size) handled by the slaves and the
master in the swarm and associated to A2G communications.

Slaves Master

Type of data Sensors Data Images Videos Table of References Master Data (M-BS)

Size [B] ∼GB 132N m +14

Table 4. Details on the information (and estimated size) within messages flowing from
the master drone to the slave ones, and viceversa, in A2A communications.

Slaves to master Master to slaves

Type of data ID Positioning Data Battery
StatusRPY DataTimestamp

Control Data

Size [B] 132m + 14 (N-1) α (γ + 6 + Int + RPY)

(a) Swarm Formation in 3D. (b) (i) (YZ plane), (ii) (XZ plane).

Fig. 4. The proposed swarm formation.

multiplexing [20]. The master-drone sends a Data Request Packet every k ∈
{1, 3, 5} timeslots to each slave. Once a Data Request Packet is received, each
slave sends its Vi.
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Considering that slaves-to-master communications are based on GPS mes-
sages γ of about 100 B, each Vi is composed by mγ bytes, where m represents the
number of surveys needed to create the mission plan. Similar considerations can
be done for the data communicated by the drones, i.e., battery status. Assuming
to map these information with a double-type attribute, there will be (i) 8m B,
(ii) 6 B for the Drone ID (MAC Address Network Card), (iii) 24 B for the RPY,
and (iv) 8 B for the timestamp.

As for master-to-slaves communications, instead, collision avoidance must be
considered as a priority. Similarly, the presence of obstacles or adverse weather
conditions, must be handled at runtime. In this case, the master has to communi-
cate to each slave a set of GPS positions describing the new route. Here, α is the
minimum number of GPS points needed to avoid an obstacle, while satisfying the
battery optimization criterion. Therefore, a total of (N−1)α(γ+6+Int)B will be
sent. It is worth specifying that Int represents an integer value used by the EMS
to trigger route changes. Similarly, there will also be a total of (N − 1)αRPY
for attitude correction. Bluetooth channels use a Frequency-Hop/Time-Division-
Duplex (FH/TDD), with 625 µs-long time slots [12,20].

For the sake of simplicity, it is assumed that each slave drone has infinite
buffer and that packets are generated according to a Poisson Arrival Process. The
arrival rate to each active queue is λ packets/slot and service time is a discrete
random variable k that can assume values in the range {1, 3, 5} with probability
pk = 1/3. Further, the inter-arrival time is exponential and there’s only one
server (i.e., the channel). Hence, the queue can be modeled as an M/G/1. Hence,
each slave will be characterized by a certain waiting time with non-negligible
impact on network performance.

4 Performance Evaluation

The reference technologies have different network performance, e.g., latencies
and data-rates, in both uplink and downlink. In particular, since the BLE tech-
nology is extremely constrained when compared to mmWave 5G (i.e., 2 Mbps
for BLE and 2 Gbps for 5G), the attention is focused on the achievable network
performance in the uplink phase in the swarm. The solution can be characterized
in terms of degree of message fragmentation, duty cycle, and waiting time.

The degree of fragmentation depends on (i) the amount of data to be trans-
mitted, and (ii) the number of surveys (i.e., m) carried out by the drones. Since
each Bluetooth frame has a 255 B payload [12], sending each information vector
Vi may take F frames. Even assuming an Uncoded Bluetooth frame, that has a
size of 264 B, more than one frame is needed to send a single vector Vi. The time
taken for sending a frame can be expressed as a function of the amount of data to
be transmitted. The total transmission time will be TFS = FTf + (F − 1)(TIF ).
It is observed that the larger the frame number, the longer the overall time
taken to complete data transmission. As a side-effect, more energy is needed for
a complete transmission to take place. It is worth noting that, in real cases, the
probability of filling the non-infinite buffer on each drone is higher. Without loss
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of generality, it is herein assumed that the control on transmission errors (due
to packet collisions, interference and propagation errors), and re-transmissions
are demanded to upper layer functionalities.

The active period of each slave, i.e., the time period during which the slave
sends data to the master, can be defined in terms of duty cycle and waiting
time. The Duty Cycle δ can be expressed as: δ = TFS

Ttot
= TFS

(N−1)TFS+TM−S+TM−BS

where TM−BS is the time taken by the master-drone to send the ToR and its
status data with a 5G link. Figure 5a shows the Duty Cycle as a function of
the swarm population. δ decreases as α (hence, the number of GPS positions
required) increases. This is motivated by the fact that the term TM−S becomes
dominant. It clearly results that m and α are design parameters can be fine
tuned to address specific requirements and/or QoS criteria. The service time
TS is modeled as TS = xk = k × 625µs. Given a probability value for the slot
length pk = 1/3, the mean service time results to be E[TS ] =

∑3
k=1 xkpk and

the mean waiting time is: W̄ = E[TS ]
(

(E[TS ]2+V [TS ])
2E[TS ]2

ρ̄
1−ρ̄

)
, where ρ̄ represents

the mean uplink load. For the sake of simplicity, the value of α is kept constant,
and a mean value for δ is considered to average all the possible values of m
surveys. In Fig. 5b, the mean waiting time is represented as a function of the
uplink load. Assuming a fixed value for α, it results that the higher the number
of GPS coordinates sent, the higher the mean waiting time. At the same time,
W̄ increases with the swarm population. To sum up, it has been verified that a
9% variation of the mean waiting time is observed as the population increases
by 35%. Given a value for the uplink load, instead, the waiting time is sensibly
(i.e., 57%) reduced when the population of the swarm drops from 8 to 5 slaves.
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Fig. 5. Performance evaluation of Slave-to-Master communications.

5 Conclusions

This work proposed a Dual-Stack Communications system, based on mmWave
and Bluetooth, for the emerging IoD network infrastructure. The proposal is
strengthened by an EMS that solves viability problems and optimizes trajec-
tories, thus limiting energy expenditures. Further, a criteria has been derived
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to trade-off between duty-cycling and mean waiting time in drones’ swarms.
Despite the discussed assessments, in the future, the assumed upper-bound to
drones’ population should be exceeded. At the same time, different geometries
may be evaluated. Among the major stakeholders for future researches there
are control and management mechanisms for flight coordination and trajectory
correction. Machine learning could be used to dynamic formation handling. To
reach these ambitious goals, dedicated network and system level simulation tools
will be involved [21].
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Abstract. Multiple Unmanned Aerial Vehicles (multi-UAVs) applica-
tions are recently growing in several fields, ranging from military and
rescue missions, remote sensing, and environmental surveillance, to mete-
orology, logistics, and farming. Overcoming the limitations on bat-
tery lifespan and on-board processor capabilities, the coordinated use
of multi-UAVs is indeed more suitable than employing a single UAV
in certain tasks. Hence, the research on swarm of UAVs is receiving
increasing attention, including multidisciplinary aspects, such as coordi-
nation, aggregation, network communication, path planning, information
sensing, and data fusion. The focus of this paper is on defining novel
control strategies for the deployment of multi-UAV systems in a dis-
tributed time-varying set-up, where UAVs rely on local communication
and computation. In particular, modeling the dynamics of each UAV
by a discrete-time integrator, we analyze the main swarm intelligence
strategies, namely flight formation, swarm tracking, and social foraging.
First, we define a distributed control strategy for steering the agents of
the swarm towards a collection point. Then, we cope with the formation
control, defining a procedure to arrange agents in a family of geometric
formations, where the distance between each pair of UAVs is predefined.
Subsequently, we focus on swarm tracking, defining a distributed mecha-
nism based on the so-called leader-following consensus to move the entire
swarm in accordance with a predefined trajectory. Moreover, we define a
social foraging strategy that allows agents to avoid obstacles, by impos-
ing on-line a time-varying formation pattern. Finally, through numerical
simulations we show the effectiveness of the proposed algorithms.
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1 Introduction

In the last decade, there has been an increasingly research interest in develop-
ing control techniques for Unmanned Aerial Vehicles (UAVs), thanks to their
capability to perform complex tasks in dangerous situations where the human
intervention is prevented.

UAVs vary in weight, size, type, altitude, payload, and many other factors
(see [9]). One of the most common UAV, extensively used in practical appli-
cations, is the quadcopter (see, for instance, the work in [10]). Many control
strategies have been proposed in the literature concerning the position control
of UAVs, and particularly of quadcopters (see, for instance, the earlier contri-
butions in [3,13,21]). In particular, one of the main investigated topics is the
path planning strategy, which is often used to implement a collision avoidance
behavior (see, for instance, [11,14,22]).

More recently, inspired by the flocking behavior of several animal species
(such as birds, fishes, and insects), and thanks to the development of new tech-
nologies, many results concerning the formation control of large numbers of
UAVs have been provided (see, [6] and the comprehensive introduction in [2]).

The great interest on this topic is mainly due to the fact that the demand for
the use of swarms of UAVs is recently growing in several field, such as military
and rescue missions, remote sensing and environmental surveillance (including
farming applications), logistics, as well as traffic surveillance, civil infrastructure
inspection, weather forecasting, hazardous cleanup, etc. In effect, it is well-known
that a swarm of agents, in which each agent locally interacts with the other agents
and the environment, is able to perform complex tasks which are not achievable
by the use of a single agent.

Therefore, the use of multiple UAVs as an organized swarm can significantly
increase the performances of the single UAV, as well as of the overall group [1,7,
10,23]. Indeed, each agent of the swarm is allowed to make use of the resources
and capabilities of other agents through communication and/or coordination,
and provide it with extra capabilities. On the other hand, this framework clearly
requires the use of more than one sensor, actuator, or payload.

A fundamental coordination problem in swarms of UAVs is the formation con-
trol problem, whose objective is to continuously maintain, in the most optimal
way, the desired formation while the team motion proceeds. Indeed, in common
applications, it is often required that agents are arranged in a suitable shape in
order to perform the desired task. In addition, multi-agents perform best when
kept in a fixed formation relative to one another, which ensures an intelligent
path planning and avoids collisions when the swarm moves from the initial loca-
tion to a specified destination [17,26].

Many approaches to the formation control problem of UAVs have been pre-
sented in the literature, among which, the most commonly adopted are the
following:



86 R. Carli et al.

– the consensus approach (see, e.g., the contributions in [4,5,8,16,24–29]),
where each agent updates its state based on the communication with its
neighbor agents, and finally achieves the consistency of all agents states;

– the leader-follower approach (see, e.g., [20,31]), whose aim is to select one of the
agents as the leader (who tracks the predefined trajectories), while the others
agents are the followers (who track the leader according to a given scheme);

– the virtual structure approach (see, for instance, [12,30]), which is based on
the assumption that agents represent the vertices of a rigid virtual structure,
and as such each agent only needs to track the virtual point on this virtual
structure. Although this approach can ensure a high precision, it requires high
communication and computing power;

– the behavior-based approach (see [15]), which is inspired by the behavior of
biological groups, requiring the definition of several basic control behaviors
of agents, and the definition of formation control instructions for each agent,
defined by a weighted average of the desired behaviors.

It is to be noticed that the above methodologies can be combined each other.
In particular, a consensus between agents can be reached even when a leader-
follower approach, a virtual structure, or a behavior-based approaches are first
applied. Therefore, consensus has received a great attention in the recent years.
In effect, it has a distributed nature (which stands out with the aim of achieving
a common objective by using local information [19]) and therefore it does not
require the acquisition of the entire information on the formation, thus reduc-
ing computational costs as well as the required communication bandwidth [18].
Moreover, through a consensus approach, the damage or destruction of individu-
als has little effect on the overall formation, which makes the consensus algorithm
robust, adaptable, and expandable [29].

Among the already recalled contributions on consensus-based formation con-
trol of multi-UAVs systems, the work in [24] proposes a consensus-based feedback
linearization method to design a leaderless formation control law for quadro-
tors, such that a desired time-varying formation can be achieved. The consensus
problem in the case of time-delay systems is studied in [28], showing that a
leader-follower consensus approach can efficiently compensate both delays and
disturbances. Experiments concerning the outdoor time-varying formation flight
for multi-quadrotor systems are shown in [4]. In [5], second-order multi-agent
systems for multi-quadrotors with switching interaction topologies are analyzed
for the case where the states of the followers form a predefined time-varying
formation while tracking the state of the leader. A distributed linear-quadratic
regulator controller based on the consensus approach is proposed in [16] to con-
trol heterogeneous multi-agent systems (i.e., quadrotors and two wheeled mobile
robots) so that they cooperatively accomplish some tasks. In [26] a decentralized
hybrid swarm control mechanism for quadrotor helicopters is presented, showing
that, through the decentralized approach, a group of agents is able to successfully
achieve the desired formation and follow predefined paths without any collision.
Finally, in [29], a distributed control law based on the consensus approach is
designed for multi-quadrotor systems.



Consensus-Based Algorithms for Controlling UAV Swarms 87

Table 1 summarizes the recalled state of the art on multi-UAVs. In particular,
for each of the above contributions, Table 1 shows the approach adopted to solve
the formation control problem (columns from 2 to 5) and the main features
(columns from 6 to 9).

Table 1. Literature contributions on multi-UAVs: adopted approaches for the forma-
tion control and addressed features.

Approach adopted for the formation control problem Addressed features

Consensus Leader-

follower

Virtual

structure

Behaviour based Time-

varying

formation

Switching

topology

Collision

avoid-

ance

Additional

features

[4] X X

[5] X X X X

[12] X X

[15] X X

[16] X X X

[20] X X

[26] X X X

[25] X X X

[26] X X

[27] X Input-delay

[28] X X Disturbances

Input-delay

[29] X X

[30] X X X X X

[31] X X X

By analyzing Table 1, it is evident a lack of literature contributions that
simultaneously allow to take into account a time-varying formation and a switch-
ing topology, while ensuring the collision avoidance of multi-UAVs. Therefore, in
order to overcome the encountered limitations of the recalled literature contribu-
tions, in this paper we propose a distributed control strategy for swarms of UAVs
based on the leader-follower consensus approach under a time-varying topology.
More in detail, the dynamics of each UAV is modeled by a discrete-time integra-
tor to analyze the main swarm intelligence strategies in terms of flight formation,
swarm tracking, and social foraging. First, we define a distributed control strat-
egy for steering the agents of the swarm towards a collection point. Then, we
cope with the formation control defining a procedure to arrange agents in a fam-
ily of geometric formations, where the distance between each pair of UAVs is
predefined. Subsequently, we focus on the swarm tracking defining a distributed
mechanism based on the so-called leader-follower consensus to move the entire
swarm in accordance with a predefined trajectory. Moreover, we define a social
foraging strategy that allows agents to avoid obstacles, by imposing on-line a
time-varying formation pattern. We finally perform some numerical simulations
to show the effectiveness of proposed algorithms.

We highlight that, with respect to the current state of the art in the field
of control techniques for multi-UAVs, in this work we simultaneously address a
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challenging time-varying distributed set-up characterized by the following fea-
tures:

– each UAV has limited resources in terms of communication coverage, so that it
can only receive information locally from a time-varying subset of the swarm;

– the UAVs are required to dynamically avoid obstacles by imposing on-line a
time-varying formation pattern;

– both the topology of communication and the configuration of leader and fol-
lowers are time-varying.

The paper is organized as follows. Section 2 presents some preliminaries on
the addressed swarm control problems. In Sect. 3 we discuss the system model
and we present the distributed algorithms for controlling swarms of UAVs.
In Sect. 3 the results obtained from the numerical experiments are illustrated
and analyzed. Lastly, conclusions and remarks for future work are presented in
Sect. 4.

2 Preliminaries on Swarm Control Problems

Getting inspiration from the behavior of swarms in nature provides several
advantages to researchers that focus on modeling and controlling multi-agent
systems, such as multiple UAVs. For example, considering the behavior of ani-
mals or insects, these are generally organized such that decisions of an individual
depend on the behavior of other members: each individual acts as a data har-
vester from the surrounding environment, so that the whole swarm can make
the right decision. Sometimes it is possible that the whole swarm is depen-
dent on the decisions of a single leader. Several swarming intelligence strategies
are indeed adaptable to multi-UAVs applications, while being nowadays char-
acterized by low cost and acceptable implementation complexity. The increas-
ing attention towards mechanisms aimed at enabling a large number of UAVs
to operate semi-autonomously is also due to the recent rapid development of
communication network infrastructures (e.g., 5G) that allow data exchange in
a faster and more efficient way. At the same time, the computational capabil-
ity in autonomous vehicles has grown too, thus allowing the use of increasingly
complex algorithms.

In the sequel we describe the main mechanisms performed by components
in a swarm, namely aggregation, flight formation, social foraging, and swarm
tracking [1].

– Aggregation. Aggregation is the basic mechanism performed by swarms. It
corresponds to the ability of a swarm to work and organize itself, moving
towards a specific target point, while avoiding collisions among components
of the same swarm and obstacles that may be present along the way. From
a theoretical point of view, all the components could converge in a single
point. Obviously, this is not feasible in real applications, where a safety inter-
distance between components must be ensured to avoid collisions.
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– Flight formation. Flight formation consists in the ability of the components
of a swarm to comply with a predefined geometric pattern starting from an
initial disordered configuration. In a typical formation task, the scale of the
given geometric pattern (i.e., the relative distances between the nodes in the
geometric pattern indicating the desired final positions of the swarm compo-
nents) may or may not be specified. In this work, we address the problem
of formation stabilization and achievement of a predefined geometric shape
with a-priori known node inter-distances.

– Swarm tracking. Swarm tracking consists in the union of aggregation and
flight formation. It is the ability of all the components of a swarm to follow a
given path, while maintaining the formation configuration. Keeping a swarm
formation is an important task for many aspects. For example, squadrons
of military planes can save fuel by flying in a V-formation, and migrating
birds are supposed to do the same. Furthermore, in several applications it is
required to reduce the size of the formation during the flight, and this can
only be done by adopting specific geometrical patterns.

– Social foraging. Social foraging is aimed at increasing the probability of suc-
cess for the single components in the swarm. For swarm motion, the emergent
behavior is significantly affected by the interactions of the swarm members
with their environment. This interaction is commonly modeled by the abil-
ity to discriminate favorable and dangerous transit areas in the surrounding
environment. From a practical perspective, a favorable region can represent a
target to be reached, and a dangerous one can be an obstacle to be avoided. In
general, this behaviour is achieved through several mechanisms. For instance,
when the so-called leader-following approach is applied, the entire swarm fol-
lows a particular member (i.e., the leader), who exactly knows where the
favorable area or the target point is located.

3 The Proposed Distributed Control Algorithms

In this section we present a set of distributed control algorithms to allow multiple
UAVs to perform the basic swarm tasks, namely aggregation, flight formation,
social foraging, and swarm tracking. The proposed approach is based on a multi-
agent framework, where the leader-following consensus mechanism under a time-
varying topology is used to steer all the UAVs strategies to achieve a common
goal. More in detail, we assume that each UAV updates its position gathering the
information about the position of its own neighbors, that is, a subset of the entire
UAVs swarm that is connected to the given UAV. Note that a connection between
two UAVs exist if the distance between them is lower than their communication
range.

3.1 Model of Multi-UAVs

First, we model the swarm of UAVs by a direct graph G = (N , E), where
N = {1, . . . , N} is the set of nodes (or agents) with cardinality N = |N | repre-
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senting the UAVs, and E ∈ V × N is the set of edges describing the communi-
cation link between pairs of UAVs. In the sequel, we refer to agents and edges,
putting aside the explicit reference to UAVs and link connections. During the
movement of the swarm, the corresponding graph may change. If there is an
agent without edges (because it is too far from anyone else in the swarm), the
task cannot be successfully completed for the entire swarm. The same happens
if the agent positions produce two or more isolated graphs. Therefore, in the
sequel we assume that the swarm is represented by a connected graph, meaning
that there is always at least a direct path between every pair of agents.

Second, we model the dynamics of each agent as a discrete-time single inte-
grator:

xi(k + 1) = xi(k) + ui(k), i ∈ N (1)

where xi(k) ∈ R
3 represents the state -in terms of position in a three-dimensional

space- of agent i at time k and ui(k) denotes the control input of agent i at time
k.

Finally, we assume that an agent is represented by a fictitious sphere, whose
radius εr identifies the coverage range of the embedded proximity sensor that
is used to detect free path and avoid potential collisions with other agents and
obstacles.

3.2 Aggregation Control

A solution to the aggregation problem is found straightforward by the consen-
sus algorithm, which is commonly used in a distributed framework, where each
agent is allowed to communicate with a subset of all the remaining ones. The
consensus problem deals with achieving an agreement among a group of pro-
cesses connected by an unreliable communications network. In particular, the
consensus is achieved if the differences between the values shared by members
of the swarm are as close as possible to a given parameter.

Preliminarily, we respectively denote as l(k) and Nf (k) = N \ {l(k)} the
identifier of the leader agent (referred to as leader in the sequel) and the set of
follower agents (referred to as followers in the sequel). Given the initial known
locations xi(0) (i ∈ N ) of agents, the position xi ∈ R

3 of agent i is updated in
accordance with the consensus algorithm for time-varying topologies [19], defined
as follows:

xi(k + 1) = x∗
i (k + 1), i = l(k) (2)

xi(k + 1) = xi(k) −
∑

j∈Mi(k)
(xi(k) − xj(k))

|Mi(k)| , i ∈ Nf (k) (3)

where x∗
i (k) denotes the known position of the leader at time k and Mi(k) is

the set of neighbors j related to agent i, which is time-varying according to the
topology of the graph at time k. We remark that equations in (2)–(3) represent
a simple implementation of the consensus algorithm. Also note that the time-
varying graph is not required to be connected at each time instant. Indeed, it
can be demonstrated that the consensus iterations are convergent if the union
of the time-varying graphs over a finite time horizon is connected [19].
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3.3 Formation Control

The flight formation principle relies on defining polynomial potential functions
for each agent such that targets and forbidden locations (i.e., obstacles) con-
stitute the zeros of these functions. An iterative algorithm is used to update
the position of each follower and impose the predefined distance between each
pair of agents (including the leader) based on the negative and positive gradi-
ent between the target and obstacle function, respectively. The control of flight
formation is composed by three main steps, simultaneously performed by each
agent:

– 1) defining the desired position of all the followers related to the neighbors
positions, according to the formation geometric pattern;

– 2) defining the target and obstacle polynomial potential functions for all the
followers, according to the target and obstacles positions;

– 3) updating the follower position by using Newton’s iterative method.

Preliminarily, given the predefined formation pattern, we denote the desired
inter-distance between agents i and j as dij = ||xi − xj ||. The target set for
follower i is defined as the set of points whose distance from all the other agents
j �= i (i.e., including the leader) is equal to dij :

HT
i (k) =

⋃

j∈N\{i}
HT

ij(k), i ∈ Nf (k) (4)

where HT
ij(k) is the target set when only agent j is assumed to be present:

HT
ij(k) =

{

xj(k) + dij
xi(k) − xj(k)

||xi(k) − xj(k)||
}

, i ∈ Nf (k), j �= i. (5)

Given the target set HT
i (k) for agent i, the corresponding attraction potential

function FT
i : R3 → R

3 is defined at time k such that the following condition is
satisfied:

FT
i (ti(k)) = 0, ti(k) ∈ HT

i (k), i ∈ Nf (k). (6)

For a given agent i it is more convenient to define an attraction poten-
tial function FT

ij (·) for each of the other agents j �= i, rather than leveraging
only on FT

i (·) that holistically takes all the target point into account. For the
sake of simplicity, we only show the formulation of FT

ij (·) in the case of a two-
dimensional space. Assuming that the position of the target and agent i at time
k are tij(k) = [t1j(k) t2j(k)]� and xi(k) = [x1i(k) x2i(k)]�, respectively, the
potential attraction function is:

FT
ij (xi(k)) =

{
x1i(k)x2i(k) − x1i(k)t2j(k) + x1i(k) − x2j(k)
x2i(k) − t2j(k)

, i ∈ Nf , j �= i. (7)

It is apparent that it holds that FT
ij (xi(k)) = 0 if xi(k) = tij(k).
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Assuming there are no obstacles, the zero of FT
i (·) can be determined by

Newton’s method:

xi(k + 1) = xi(k) + λΔxa(k), i ∈ Nf (k) (8)

where λ is a step size representing the attraction coefficient. The step vector
Δxai(k) is computed as follows:

Δxai(k) =
∑

j∈N\{i}

Aij(k)
||Aij(k)|| , i ∈ Nf (k) (9)

where:
Aij(k) = −[∇FT

ij (xi(k))]−1FT
ij (xi(k)), i ∈ Nf (k), j �= i. (10)

Analogous considerations can be used to avoid collisions between agents [6].
Indeed, the avoidance of collisions between agents is guaranteed if agents j �= i
(i.e., including the leader) are considered as obstacles by follower i. Hence, the
obstacle set for agent i is defined as follows:

HO
i (k) =

⋃

j∈N\{i}
HO

ij(k), i ∈ Nf (k) (11)

where HO
ij(k) contains only agent j as obstacle:

HO
ij(k) = {xj(k)} , i ∈ Nf (k), j �= i. (12)

Given the target set HO
i (k) for agent i, the corresponding repulsion potential

function FO
i : R3 → R

3 is defined to take the position of all other agents j �= i
into account. Similarly to the previous case, it is more convenient to define
a repulsion potential function FO

ij (·) for each other agent j �= i. here again,
for the sake of simplicity, we show the formulation of FO

ij (·) in the case of a
two-dimensional space. Assuming that the position of the obstacle is oij(k) =
[o1j(k) o2j(k)]�, the repulsion potential function is:

FO
ij (xi(k)) =

{
x1i(k)x2i(k) − x1i(k)o2j(k) + x1i(k) − o1j(k)
x2i(k) − o2j(k)

, i ∈ N , j �= i.

(13)
Having defined a repulsion potential function, the computation of the position

of follower i in (8) is consequently updated as follows:

xi(k + 1) = xi(k) + λ(Δxa(k) + Δxr(k)), i ∈ Nf (k) (14)

where the position variation takes also the repulsion step Δxri(k) into account.
This step is computed as summation of terms R̄ij(k) related to the repulsion
from single agent j �= i:

Δxri(k) =
∑

j∈N\{i}
R̄ij(k), i ∈ Nf (k). (15)
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The repulsion step Δxri(k) related to presence of agent j �= i is computed as
follows:

R̄ij(k)=

⎧
⎨

⎩

1

(1+(
||Rij(k)||

Cr
)μ)||Rij(k)||3

Rij(k) − εr

(1+( εr
Cr

)μ)ε3r
, ||xi(k) − xj(k)|| ≤ εr

0, ||xi(k) − xj(k)|| > εr

,

i ∈ Nf (k), j �= i. (16)

where Cr and μ are two coefficients of the repulsion component, εr denotes the
safety inter-agent distance and it holds:

Rij(k) = +[∇FO
ij (xi(k))]−1FO

ij (xi(k)), i ∈ Nf (k), j �= i. (17)

In order to improve the convergence of the flight formation mechanism, the
step size λ in (14) can be replaced by an adaptive step size λi(k) at time k for
each follower i. By defining the relative error between the desired inter-distance
and the actual one at time k:

ζi(k) =

∑
j∈Mi(k)

||dij − (xi(k) − xj(k))||
|Mi(k)| , i ∈ Nf (k) (18)

the adaptive step size shape is defined as:

λi(k) = p eci(k), i ∈ Nf (k) (19)

where p is a tuning coefficient and c(k) is the error variation:

ci(k) = ζi(k) − ζi(k − 1), i ∈ Nf (k). (20)

3.4 Trajectory Tracking and Collision Avoidance

The problems related to the trajectory tracking and collision avoidance can be
addressed by leveraging on the concepts shown in the previous sections.

As for trajectory tracking, the first step consists in selecting a leader between
the agents and considering the remaining ones as followers. Subsequently, on the
one hand the attraction potential function of the leader is set to be coincident
with the points of a known trajectory that ends in the destination point:

HT
i (k) = {x∗

i (k)}, i = l(t) (21)

Note that the leader is not required to be the same agent through the whole path
towards the target. Indeed, it can be demonstrated that the leader-following
consensus iterations are convergent even if the leader role switches from one
agent to others, which is an important feature from a practical point of view
(e.g., in case a failure occurs to the leader). On the other hand, thanks to (4) all
the followers are required to maintain the flight formation until the destination
is reached.
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As for the collision avoidance, this task is simultaneously performed by all the
agents. Specifically, all obstacles and no-fly zones are associated with the repul-
sion function, whilst all the remaining zones are assumed to be free-flight space.
This ensures that during the flight path the entire swarm tries to maintain the
formation, while this is unavoidably modified due to any obstacles present along
the way. Preliminarily, we denote the obstacle set for no-fly zones as dynamic
set Hnofly(k). Hence, the definition of the obstacle set for followers in (11) is
modified to take the presence of no-fly zones into account:

HO
i (k) = Hnofly(k) ∪

⋃

j∈N\{i}
HO

ij(k), i ∈ Nf (k). (22)

Finally, we introduce a repulsion potential function also for the leader such that
the leader is able to avoid no-fly zones:

HO
i (k) = Hnofly(k), i = l(k). (23)

4 Numerical Experiments

In this section we show the results of the application of the distributed control
technique for aggregation and flight formation, swarm tracking, and social forag-
ing of multi-UAVs to a set of selected numerical experiments. In particular, we
consider a fleet of four UAVs, which is a common fleet dimension in multi-UAVs
applications, for which the communication system has a connected graph con-
figuration and each UAV can communicate with a set of neighbors of the fleet.
Since in this article we use a leader-following based algorithm, only one UAV
(i.e., the leader) knows the position of the destination and this information is
shared with all the remaining UAVs of the fleet through consensus mechanism.

First, we test the aggregation and flight formation control method by con-
sidering three types of geometric formations, i.e., snake, triangular, and square.
For all the formation configurations we consider a minimum inter-agent distance
between a generic pair of neighboring UAVs equal to dij = 2 (i ∈ N , j �= i).
The initial coordinates of the UAVs in the xyz-space are randomly generated.
The leader is randomly switched between different UAVs along the path of the
mission, and, at each change of the leader, the information relating to the tar-
get destination is also communicated. Note that this choice relies on the need to
keep limited the computational effort. Nonetheless, without loosing in generality,
other choices are also possible.

In all the configurations the UAVs are imposed to reach a planar formation.
As an example, in Fig. 1 we report the graphical results in the xyz-space of the
aggregation and formation control for the square configuration. The blue stars
represent the initial position of the UAVs, and the orange squares their final
positions. The trajectory of the four UAVs is represented by dashed colored
lines. The shape of the formation is described by the light red square that has
the four UAVs at its vertices. In Fig. 2 we show the evolution of the mean error
of the UAVs positions with respect to the final configuration formation. It can
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be observed that the error lowers under 20% after 20 iterations and reaches the
zero value after 50 iterations.

Fig. 1. Aggregation and formation control for a square formation configuration. (Color
figure online)

Fig. 2. Evolution of the mean position error of UAVs with respect to the final config-
uration.

The swarm tracking is then tested with various trajectories (i.e., linear, saw-
tooth, and sinusoidal), which are assigned to the leader of the fleet. In Fig. 3
the trajectory of the controlled fleet in case of a sinusoidal target and a square
formation is shown. The four UAVs move from their initial to their final posi-
tions following the leader. The initial location of the UAVs is represented by
green small squares, while the final position is represented by red green squares,
except from the leader, which is identified by a yellow circle. The leader moves
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along a predefined sinusoidal trajectory, represented by a yellow dashed line,
and completes its mission. It is to be noticed that the fleet formation control
ensures the four UAVs to keep their square configuration throughout the whole
mission. Finally, we show the results of the UAVs control obtained in presence
of obstacles along the path of the mission. As shown in Fig. 4, the four UAVs
start their mission by reaching the square formation, the initial positions are
represented by a yellow square for the leader and green squares for the followers.
The leader knows the final target but does not have a predefined trajectory to
follow. The UAVs need to pass through a narrow corridor (e.g., a restricted flight
zone) that does not allow to keep the square formation. The distributed control
of the fleet allows the avoidance of the obstacle and the achievement of the final
target by the leader. Note that, immediately after overcoming the barriers, the
fleet returns in a square formation, which further proves the effectiveness of the
formation and trajectory control.

Fig. 3. Control of the UAVs trajectories with a sinusoidal target movement. (Color
figure online)

Fig. 4. Control of the UAVs trajectories in a narrow corridor. (Color figure online)
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5 Conclusions

This work presents a distributed control approaches for the deployment of multi-
UAV systems based on the joint application of the leader-following consensus
theory and swarm intelligence paradigm. On the one hand, the proposed app-
roach fills a gap in the existing literature, where there is a lack of investigations
on distributed set-ups where the topology of communication, configuration of
leader and followers, and formation pattern are typically time-varying. On the
other hand, the application to numerical experiments highlights the effectiveness
of the proposed control strategy in solving the main problems related to swarm
behaviours, such as aggregation, formation control, swarm tracking, and social
foraging under time-varying scenarios.

Future research will be focused on extending the proposed algorithms to
agents having a double integrator behavior. We will also integrate additional
objective functions and constraints into the system dynamics in order to model
UAVs in a more realistic fashion. Finally, future work will be devoted to perform
a comparison with some more mature methods and assess the scalability of the
algorithms in larger-scale scenarios, and modeling uncertainty sources that may
affect decision parameters.
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leonardo.sampaio@uece.br

Abstract. An effort is being made by authorities worldwide to improve
the safety of the transportation of goods while preserving efficiency. Vehi-
cle inspections are important for safety but not very frequent. When
they do happen, vehicles are selected on the roadside and authorities
spend a long time retrieving the relevant information while the vehicle
is stopped. In this paper, we present and evaluate STOP, a road trans-
portation vehicle inspection support system with tamper-proof records
to prevent location spoofing attacks. To the best of our knowledge, it
is the first such system described in literature. The STOP system uses
mobile devices and a central server to allow authorities to select and
notify vehicles for inspection while retrieving the needed information to
prepare the procedure beforehand. The location chain for each vehicle
can be verified and signed by the inspectors. We implemented a proto-
type in the Android platform and tested it with real users. We evaluated
the system’s location retrieval accuracy, response times, and Bluetooth
communication during inspection.

Keywords: Smart mobility · Transportation · Mobile applications ·
Location spoofing prevention · Location proofs

1 Introduction

The frequent inspection of road transportation can bring several positives out-
comes, such as improved safety for drivers, vehicles, and goods, along with
decreased environmental impact and significant savings. At an inspection site,
an inspector orders incoming transportation vehicles to stop to conduct an
inspection, with no previous knowledge of what these vehicles are transport-
ing. Depending on the type or size of freight, the inspector has to adapt the
procedure to the situation, possibly requesting assistance from colleagues. Nat-
urally, these manual steps can take a long time. If the selection and notification
of vehicles for inspection could be done beforehand, inspectors would then have
additional time to prepare the inspection procedure until the vehicle arrives.
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This can improve efficiency and reduce the duration of inspections. By leverag-
ing location-based services (LBS), it is possible to enable location reporting of
transportation vehicles to authorities. As such, it is possible to know the ongoing
transportation and what vehicles are close to the inspection site. A simple mobile
device with Internet connection can be used by the inspector to retrieve the doc-
umentation beforehand and to create a checkpoint. Additionally, inspectors can
submit inspection outcome reports digitally.

In this paper, we present and evaluate STOP, a novel road transportation
vehicle inspection support system using location proofs. Its main goal is to val-
idate location chains, one for each vehicle, allowing information critical to the
inspection process to be stored and validated in tamper-proof records.

The paper is organized as follows: Section 2 presents the background and
related work; Sect. 3 presents the STOP system in detail; Sect. 4 presents the
experimental evaluation that was done; and Sect. 5 completes the document with
a summary of the contributions and opportunities for future work.

2 Background and Related Work

The location reporting of each vehicle enables the selection of vehicles and the
consecutive preparation of inspections. Therefore the proposed system needs reli-
able location reporting. This section provides background on location systems,
with an emphasis on systems that are able to provide location proofs.

2.1 GPS-Based Location Systems and Applications

The Global Positioning System (GPS) is composed by a set of 31 operational
satellites that emit radio signals that a GPS receiver can use to determine its
position on Earth [1,6]. The receiver locks to the signal of at least 4 satellites
and calculates its position, taking into account the current time and the known
coordinates of the satellites. Each GPS satellite continually broadcasts a signal
that includes a pseudo-random code known to the receiver and a message that
includes the time of transmission of the code and the satellite position at that
time.

Location Tracking Systems. A GPS tracker is a device that enables real
time position tracking of attached objects [9]. This device continuously retrieves
its location by retrieving satellite signals from GPS. Currently transportation
companies use fleet management systems that receive and gather data from the
trackers inside vehicles to present real time information of the vehicles to the
users. These solutions allow companies to monitor their fleet, ensuring secure
transportation and reporting the delivery to a client as it happens. The device
transmits the collected information through Global System for Mobile Communi-
cations (GSM) cellular network to the servers of the provider, which is presented
through a web portal or computer software.
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Use of Location by Mobile Applications. GPS location is widely used
across the majority of mobile devices in use today. Two of the most common uses
are road navigation and ride-sharing [4,14]. These mobile applications rely on
the location reported by devices to guide users to their destination for example.

Navigation applications have also been used in the transportation sector [11].
Every carrier wants to decrease route times and reduce costs with fuel consump-
tion and vehicle maintenance. Therefore it is important to dynamically change
routes according to traffic information. The use of a mobile application provides
a low cost integration with any road route navigation system through mobile
data.

Security. Despite being widely used, GPS is not considered fully secure [12,13].
A GPS spoofing attack aims to deceive GPS receivers by broadcasting incorrect
signals. These are structured to resemble a set of normal GPS signals and they
can be modified to cause the receiver to estimate its position where desired by
the attacker. Inexpensive GPS spoofing devices are available in the market [7],
therefore an attacker can easily purchase such devices. It is then possible to
deceive mobile devices running road navigation applications [17], air drones [8],
ships [16] and working vehicles [3].

2.2 Location Certification

A location proof, as defined by Saroiu and Wolman, is a mechanism to allow
mobile devices to prove their location to applications and services [15]. The
authors considered that a component of an existent wireless infrastructure such
as Wi-Fi Access Points and cellular towers can issue metadata containing loca-
tion information. A device can request a location proof from the infrastructure
and this proof can be sent to applications with the intent of proving the location
of the mobile device. There have been several systems that allow the creation of
location proofs, namely, Saroiu and Wolman’s work, APPLAUS [18], CREPUS-
COLO [2] and SureThing [5]. In these systems, a Prover broadcasts a location
proof request through wireless communication to nearby devices. The witness
creates a proof and signs it with its private key. The proof contains the observa-
tion made by the witness that can also contain additional data, such as specific
secret code sequences being transmitted at the location, and pictures from a
surveillance camera, that further prove that the prover device was at that loca-
tion at the time. The Location Proof Server can later verify the proof.

Zhu and Cao proposed a location proof system called APPLAUS using only
Bluetooth enabled mobile devices [18], using five entities: Prover, the mobile
device who collects proofs from neighbors, Witnesses, untrusted mobile devices
that generate location proofs, Location Proof Server, to store proofs, Certificate
Authority, to store and validate public keys, and Verifier, that verifies submit-
ted proofs. The system does not use an existent wireless infrastructure. It uses
pseudonyms for each Prover and Witness to prevent device tracking.

Canlar et al.[2] created CREPUSCOLO to address both the neighbor-based
type of proof-based solutions, where nearby mobile devices create proofs, and
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the infrastructure-based type, where location proofs are acquired from trusted
infrastructure elements, such as Wi-Fi Access Points. The system uses the same
entities of APPLAUS with the addition of the Token Provider, a trusted entity
placed at a strategic location that generates a proof, called token, that may
contain an object, such as a picture from a surveillance camera, that proves
the device was at that location. Location proofs are exchanged and created
like in APPLAUS, with the addition of a nonce in the proof request and in
the associated location proof, to prevent replay attacks. The Token Provider is
used to mitigate attacks where one device may broadcast messages from another
device located at a different site and therefore witnesses may create proofs of
the prover located at a different place.

SureThing [5] aims to provide correct location proofs to other applications
and services, indoors or outdoors, using as motivation improving the APPLAUS
and CREPUSCOLO works. It uses multiple entities similar to the ones in the two
previous works presented, Prover, Witness, Verifier and Certification Authority,
and it also uses geographical coordinates, Wi-Fi fingerprinting and Bluetooth
beacons as location proof techniques. Ferreira and Pardal introduced two meth-
ods for collusion avoidance, to prevent colluding devices to create incorrect loca-
tion proofs. The Witness Redundancy mechanism forces the Prover to gather
proofs from more than one Witness and chooses the number of witnesses accord-
ing to the level of service possible. Each proof has a different trust value according
to the number of witnesses used. Witness Decay ensures that if a Prover is get-
ting proofs from the same Witness, they gradually become less valuable and the
Verifier will not validate the location if the Prover can not gather proofs with
enough value.

3 The STOP System

We present a road transportation inspection support solution named STOP:
Secure Transport lOcation Proofs. Its main goal is to provide and register the
accurate location information for inspectors and drivers, by using mobile devices.
STOP has security mechanisms to prevent and mitigate malicious intents. The
system is owned by an Authority responsible for the rules for vehicle selection
and goods inspection. It audits the system and validates every procedure. It also
keeps the history of each participant, and can use it to handle exceptions, like
equipment or inspector failures.

The system uses pseudonyms instead of the real identities of the participating
entities as it does not need this information to operate.

3.1 Inspection Process

A transportation starts with a company registering the freight information with
the competent authorities. A carrier or the company itself performs the trans-
portation, which can be inspected by authorities at any point of the route. The
on-board device retrieves its location and uploads it at a system-defined rate.
The process is finished when the goods are delivered to the reported receiver.
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An inspector arrives at an inspection site, starts the application, logs in and
creates a checkpoint. The inspector defines the selection range, a perimeter from
inspection sites where all vehicles inside are considered for selection. The selec-
tion rule is applied, and, for example, a vehicle is chosen at random from inside
the selection range. At this time, the on-board device of the selected vehicle
retrieves the checkpoint information, which is presented to the driver. When the
vehicle arrives at the checkpoint, the Transport device communicates with the
Inspect device and inspection starts. The inspector checks the system records
and the vehicle and freight documentation. The inspector can register additional
information in form of text, pictures or audio. When all of the inspection infor-
mation is complete, it can be reviewed and approved.

The Location Chain needs to be valid. The chain represents the positions of
the vehicle during the transportation of goods, in chronological order. A location
chain item is either a Location Point or Location Proof, as illustrated in Fig. 1.
Both contain the signature of the previous item. A local copy of the location
chain is kept by the Transport device so that the system can operate even when
an Internet connection is not available.

A location point contains the geographic coordinates retrieved by the trans-
porter device GPS, at a time point of the trip. A location proof contains the
geographic and time coordinates retrieved by an inspector device at a check-
point along with the additional collected evidence.

The location chain is protected by the chain of signatures. Each item signs
the previous one, including the signature. This way, it is possible to verify if the
previous item is modified or missing, providing protection against record tam-
pering. It is also possible to check whether the location data from the previous
items is consistent with the inspection being actually carried out on site. The
location tracking and the inspection data is intertwined, and, as a result, both
are strengthened: the location points have to be consistent with the itinerary
until the inspection, and the inspection data is reinforced to have happened at
the time and place, following the itinerary.

3.2 Localization

The STOP system uses the Google Play services location API, which allows to
program constant location retrieval. We use this to obtain the most accurate
location positions possible for small time intervals (1 s). These intervals are still
subject to fluctuations, due to battery optimization or poor connectivity of the
device.

Device localization has changed in recent Android versions. Location retrieval
is no longer tied only to GPS tracking, as devices also use additional information
from nearby Wi-Fi networks, from GSM networks and other device sensors1.
We discuss the impact of the usage of multiple sources of localization in our
evaluation, in Subsect. 4.1.

1 https://policies.google.com/technologies/location-data.

https://policies.google.com/technologies/location-data
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Fig. 1. Types of location chain item.

3.3 Architecture

The STOP system is structured in three tiers: Presentation, Logic and Data, as
shown by Fig. 2. This allows for integration of new components such as different
storage systems and user interfaces.

The main components of the system are the Central Ledger, the Trans-
port and Inspect mobile applications. The Central Ledger is a central server
that receives transportation and inspection records. All communication with the
Central Ledger is done through a Representational State Transfer (REST)ful
Application Programming Interface (API). A detailed description of the inter-
face was done in OpenAPI description language format. The records are kept
in a database for concurrency control, load balancing, and increased availability,
with multiple servers.

The Transport mobile application runs on a mobile device inside of the vehicle
transporting the reported goods in a device with an active Internet connection
during the transportation process.

The Inspect mobile application is used by the inspector on a mobile device
at an inspection location. After a vehicle is selected, the application presents
the respective transportation information for the inspector to analyze while the
vehicle reaches the checkpoint. The application communicates with the device
inside of an inspected vehicle via short-range communication. A location proof is
generated at the end of the inspection procedure. The proof contains pseudonyms
of the Transport and Inspect devices, a trip identifier, and a random nonce
generated by the Central Ledger for the occasion. This proof can replace any
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Fig. 2. STOP system architecture.

paper report done by the inspector, as it proves the inspection was conducted
and contains the relevant evidence.

3.4 Communication Protocol

The remote communication between the applications and the Central Ledger is
done through the provided REST API web service via cellular network. This
API uses standard HTTP over TLS2 to protect the messages [10].

The Central Ledger acts, effectively, as a Certification Authority (CA) for
the public keys. An external CA can also be used.

The local communication between devices is done using Bluetooth. As a close
proximity communication protocol, it is ideal for the inspection process, and acts
as a location spoofing countermeasure.

Figure 3 shows the interaction when a vehicle is selected for inspection. The
Inspect and Transport devices obtain the public key certificate of the other device
from the central ledger, along with a nonce and a pseudonym for each device.
This is necessary to encrypt the Bluetooth communication between these devices
and to prevent replay, eavesdropping and tampering attacks.

2 https://tools.ietf.org/html/rfc8446.

https://tools.ietf.org/html/rfc8446
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Fig. 3. Inspection protocol.

When the vehicle arrives to the checkpoint, the Transport application starts
searching for the Bluetooth device announcing as device name the pseudonym of
the device of the inspector. When found, the transporter device starts the com-
munication by broadcasting a proof request. The broadcast message is encrypted
with the public key of the inspector to guarantee that it can only be decrypted
by the inspector. The broadcast message contains the proof request, represented
in the figure as PR, and the signature of the hash of the proof request, made
with the private key of the transporter, to guarantee that the proof request
was created by the transporter. The proof request contains pseudonyms of the
devices, the identifiers of the inspection and trip, the nonce generated by the
central ledger, the timestamp of the transporter device and its GPS coordinates.

When the inspector device receives a message from a device with the
pseudonym of the transporter device, it validates if it is a proof request and,
if correct, notifies the inspector to conduct the inspection. When the inspection
is done, the outcome is reported in a message containing the proof, represented
in the figure as proof, signed by the inspector. The message is encrypted with the
public key of the transporter. The message is then sent through the established
Bluetooth socket to the transporter device. The inspector device additionally
sends a copy of the proof to the central ledger. The transporter device receives
the proof, decrypts and validates it, adds the signature of the previous location
item and sends it to the central ledger. If the transporter device did not receive
the proof after successfully sending a proof request, it will request the central
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ledger to produce a new nonce and pseudonym for that inspection. Messages
with the same nonce, pseudonyms and identifiers are rejected as possible replay
attacks.

Every message or object requires a digital signature to be considered authen-
tic. A signature is computed by calculating the hash value of the object with
the SHA-256 algorithm. It is then encrypted with the RSA algorithm using the
private key of the device that created the message.

4 Evaluation

The evaluation of the system focused on the following subjects:

– Are the location coordinates retrieved from Android mobile devices accurate
enough for the system procedures?

– What are the best parameters for the selection of vehicles for inspection?
– Is the designed interaction protocol suitable for Bluetooth communication in

an inspection scenario?

4.1 Location Accuracy

As the system uses the latest reported location from the on-board device of a
vehicle, it is important to determine if mobile devices are capable of retrieving
accurate location points. We set out two courses done with the STOP Trans-
port application with different users. Course I was done using a mobile device
inside of a automobile. Course II was done with 3 groups of two users, each one
with a mobile device and each group traveling in a different bus. Having the
users traveling through Course II in groups of two allowed us to assess possible
discrepancies between devices performing the same route.

Upon visualizing the reported location points throughout the different
courses, it is possible to detect some anomalies, but overall location points are
close to the real trajectory. One of the performed courses contains a section inside
of a tunnel and the mobile device that performed this course did not report any
location point in this section. Figure 4 shows this anomaly, as the sections of the
course that do not contain red dots are the sections inside the tunnel.

Another performed course has tall buildings in its surroundings which is
known to affect GPS signal. Upon visualizing the several reported user trajecto-
ries in this course, we noticed moments where the location coordinates reported
were in buildings. Although we cannot confirm it, we suspect, as Android also
uses Wi-Fi fingerprint for location retrieval, that the devices might have detected
known SSIDs and BSSIDs of Wi-Fi networks in these buildings. With a poor
GPS connectivity, the devices might have calculated their positions inside of the
building, taking into account the Wi-Fi networks detected.

Although visual analysis helps recognizing and understanding some issues,
it does not gives us the overall accuracy levels of the reported location points.
Therefore we have performed calculations on the retrieved location information
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Fig. 4. Location detection issues inside of a tunnel.

Table 1. Location retrieval accuracy results.

User No. points Average distance (m)

A 1244 4.64

B 1673 5.57

C 832 7.32

D 1375 8.19

E 1376 8.94

F 1820 18.97

G 1885 7.51

of the devices. Table 1 shows the average distance between the reported and the
exact trajectories of each user.

User A performed a course that was primarily highway courses with occa-
sional city sections, while the rest of the users performed the same city course.
The average distance of user A is lower than 5 m, which we consider tolerable
as the vehicle was mainly traveling between 90 Km/h and 120 Km/h and the
city sections of the course were not surrounded by tall buildings and did not
include narrow roads. With the rest of the users, we conclude that accuracy in
a complete city environment is not as good as in a highway. Vehicle speeds are
lower but the average distance was higher. All users of this course, except user
F, had an average distance to the real trajectory between 5 and 9 m. User F
reported that his device may have a GPS malfunction because previous usages
of navigation applications showed incorrect location positions. We conclude that
this malfunction justifies the substantial average distance to the real trajectory,
as user F always traveled with user G and this user had an overall average similar
to the other users.

This accuracy assessment allows us to determine where the optimal location
for a inspection site is. Inspectors should assess if the area inside the selected
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inspection selection range is not surrounded by tall buildings and does not
include narrow roads. To our knowledge, heavy road vehicle inspections often
occur in location that fulfills this requirement, as most of these vehicles do not
travel in a constant city environment.

4.2 Vehicle Selection

We consider that the parameters defined in our architecture and by the Authority
user should be evaluated as they influence the selection procedure. As vehicles
will be traveling at different speeds and we want to have an efficient application,
we want to assess if a fixed location retrieval rate should be implemented or
not, taking into consideration that a higher location retrieval rate requires more
processing from the mobile device and Central Ledger. The highest location
retrieval rate possible will ensure the system has the most recent location of
each vehicle, however it will demand more processing from the components.
Before assessing this parameter, we wanted to confirm if the location retrieval
rates defined in the Android implementation were in fact being fulfilled. Figure 5
illustrates the reported location retrieval rates. The horizontal axis represents
the number of the reported location point and the vertical axis represents the
time interval the location point took to be retrieved.

Fig. 5. Location retrieval intervals reported.

For all users, which had a 1 s rate set, there were some points with a substantial
interval, however most of the points are in the exact 1 s mark. This showcases why
the average rate is above one second but the percentage of points that have not
fulfilled the set rate is minimal. We presume that a substantial location retrieval
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interval occurs when the GPS signal is not satisfactory, the device cannot use
mobile data or the device is optimizing the battery consumption.

Results show that it is possible to have a one second retrieval rate, therefore
we conclude that we can rely on the location retrieval rate defined on Android
systems. However as mentioned, having a one second retrieval rate would create
a considerable demand from the device and Central Ledger, despite guaranteeing
that the system would have the most possible up-to-date location. We suggest
that the location retrieval rate should be variable considering the speed of the
vehicle. The device would constantly change its location retrieval rate to adapt
to the speed at which the vehicle is moving. Speed can be calculated with the
already retrieved points or with a specialized Android location tool-kit method3.

We also performed inspection selection tests simultaneously with 6 users.
Two Inspect users were at one checkpoint each and the distance between the
two checkpoints was higher than the defined inspection selection range of 500 m.
The six Transport users started the course and the Inspect users were at the cor-
responding checkpoint, requesting an inspection every minute until the request
was fulfilled. Inspection protocols would be performed with the two devices side-
by-side.

Out of the inspections performed, there was an occasion where a user that
had just been inspected was again selected for inspection. The issue occurred
because the user was stopped due to traffic near the checkpoint, therefore he was
eligible for selection due to the defined rule in the prototype. One improvement
that could prevent this situation is to establish a minimum selection range, i.e.,
vehicles too close to the checkpoint would not be considered for inspection and
there would not be any risk of a vehicle being selected and not being able to
stop on time. The rest of the inspections performed did not have any anomalies.

4.3 Bluetooth Inspection Interaction

We replicated an inspection area with a metal container similar to ones that carry
goods in transportation vehicles. A Samsung Galaxy S9 device running Android
8 was used as the Transport device and a Nokia 8 device running Android 9 was
used as the Inspect device. Both devices have Bluetooth 4.0. We positioned the
Transport device in front of the container and proceeded to request an inspection
in the Inspect device. The Transport device was selected.

In a typical inspection scenario, an inspector might move around the con-
tainer and our architecture considers that a Bluetooth connection is maintained
during this procedure. However a metal container might interfere with the Blue-
tooth connection. Therefore we performed several movements around the con-
tainer to test if the connection was maintained.

The inspector was able to walk around the container and approve the inspec-
tion near the Carrier user. This procedure was done successfully 3 times. This
did not happen when the inspector would stop for more than 5 s behind the

3 https://developer.android.com/reference/android/location/Location#getSpeed().

https://developer.android.com/reference/android/location/Location#getSpeed()
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container, the connection would be lost. Therefore we conclude that the Blue-
tooth inspection protocol cannot consider that a Bluetooth connection is fully
maintained during an inspection process, while the inspector moves to perform
the inspection. A possible change to the protocol would be to divide it in two
phases. After ending the inspection procedure, the inspector heads towards the
driver and approves the inspection to send the proof.

4.4 Discussion

We evaluated important features of Android devices used for our prototype,
specifically location retrieval and Bluetooth communication. We concluded that
in a highway course location points are accurate. Inside tunnels, however, devices
cannot retrieve location information because they cannot receive signal from the
GPS satellites. In a city course we concluded that GPS signal strength varies
and the device may report location points outside of roads for example because
of the obstructions caused by buildings, for example. The system will operate
better on roads outside of cities or in locations without GPS obstacles.

Regarding the location retrieval rate, we found the results to be satisfactory
as the Android devices were able to report most of the location points at the
defined location rate. We suggest a variable location retrieval rate for better
device optimization.

Upon testing the initial selection rules implemented, we proposed that the
selection rule should be composed of maximum and minimum inspection selec-
tion range and a estimated time of arrival with a route planning procedure. This
allows vehicles to be notified on time and guarantees that a selected vehicle does
not need to change its route to reach the checkpoint.

As a result of the Bluetooth experiments, we redesigned the protocol to be
divided in two phases, with separate Bluetooth connections, one for the start
and another for the completion of the inspection.

5 Conclusion

This paper described the architecture, implementation and evaluation of the
STOP system. The system uses the location from on-board mobile devices to
track incoming vehicles to inspection sites and location proofing to digitally cer-
tify the location chain and the inspection data. The evaluation of the prototype
provided insights regarding the feasibility of this type of system and the location
retrieval features of Android devices.
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Abstract. This work presents the ongoing development of a simu-
lation/emulation framework for real-time multimedia transmissions in
multi-channel scenarios. The proposed software engine can be used to
simulate the aggregation of multiple network links delivering a video flow
from a video source, such as a camera mounted on-board an Unmanned
Aerial Vehicle (UAV), to the indented receiver, such as the pilot on the
ground. The software engine can also be used in real testbeds exploiting
multiple physical links, such as 4G/5G cellular connections. The main
aim of this novel software framework is to support the design, devel-
opment, and test of different scheduling strategies to achieve real-time,
good quality and fluidity, energy-efficient multimedia transmissions, by
selecting the optimal subset of network channels able to meet the target
Quality of Experience (QoE) at the receiver.

Keywords: Video quality · PSNR · Simulator · Scheduling ·
Multipath

1 Introduction

UAVs are attracting the attention of both the scientific community and the
industrial world. Their use in science is mainly directed to UAV-assisted base-
station nodes [1] in 5G networks or more complex heterogeneous networks such
as space information networks [2]. In civil applications, UAVs are nowadays
employed in a variety of application scenarios, thanks to the versatility and low
cost. Application fields of interest vary from supervising danger situations in
smart environments, remote monitoring of buildings and infrastructures, treat-
ments in precision agriculture, rescue procedures, etc.[3–5]. In those scenarios,
an UAV can provide both a fast deployment and a live visualization to remote
operators through on-board cameras [6]. The advantage of having a reliable live
video-feedback from an UAV is twofold: on the one hand, it opens to the use of
Augmented Reality (AR)/Virtual Reality (VR) techniques to support operators;
c© Springer Nature Switzerland AG 2020
L. A. Grieco et al. (Eds.): ADHOC-NOW 2020, LNCS 12338, pp. 114–121, 2020.
https://doi.org/10.1007/978-3-030-61746-2_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61746-2_9&domain=pdf
https://doi.org/10.1007/978-3-030-61746-2_9


A Simulation Framework for QoE-Aware Real-Time Video Streaming 115

on the other hand, it enables the remote management of the UAV. Indeed, remote
piloting leverages Global Navigation Satellite System (GNSS)-based services
through way-points, which trace a route to the destination. However, remote
visual feedback for the pilot is a requirement to perform adjustment and emer-
gency maneuvers, thus constantly monitoring the surrounding environment and
avoiding possible accidents. The extreme heterogeneity of conditions, such as
time- and space-varying channels characteristics, require very careful testing of
the communication subsystem, and real testbeds are both costly and risky. For
this reason, a simulation/emulation tool is an effective solution in this regard. To
fill the gap between a simulation platform and a real environment, we propose in
this work an emulation tool, able to reproduce the communication chain between
a remote UAV and a visualization interface used by the pilot. Both simulated
and real links between the transmitter and the receiver can be used and tested.
The proposed tool differs from other renowned ones, like EvalVid [7], because it
aims at designing and implementing multipath scheduling policies; for instance,
exploiting multiple cellular connections jointly, so meeting the requirement of
a minimum QoE [8] (measured according to the Mean Opinion Score (MOS))
when subject to real or simulated Quality of Service (QoS) parameters, such
as Packet Loss Rate (PLR), jitter, and delay. Furthermore, the emulation tool
will implement a man-in-the-loop feedback chain to allow the end-user (e.g. the
pilot) to provide subjective feedback (e.g. perceived QoE) to the scheduler. The
feedback provided by the end-user can be used jointly with objective feedback
metrics (e.g. QoS), such as Peak Signal-to-Noise Ratio (PSNR). This additional
subjective feedback can be leveraged through a reinforcement approach to map
QoE onto QoS in different scenarios, also opening to the use of proactive [9] and
reactive coding [10,11] to counteract impairments.

In Sect. 2, we present a brief survey of analytical models to map QoS onto
QoE. In Sect. 3, the proposed simulator framework is presented. The conclusions
and the future works are in Sect. 4.

2 QoE Models for Video Quality Assessment

As mentioned in Sect. 1, reliable video feedback from an UAV to a remote ope-
rator on the ground allows developing real-time remote command and control
systems for UAVs. In this scenario, quantifying the feeling of the operator about
the received video, in terms of QoE, becomes crucial to design a control system
adapting the video transmission to the quality of the network links, expressed in
terms of QoS. Appropriate metrics are then needed to evaluate the mapping of
the variations of the QoS parameters into the user-level QoE perception. Once
done, such a mapping can be used by a control system to keep the user-perceived
quality above an acceptable threshold. A reference metric used to measure the
feeling of a user about a video is the MOS [8]. MOS evaluation is performed
using the statistical inference on the opinion scores, usually within a five-point
interval. For the scope of this work, both video quality and video fluidity are
considered, thus entailing the need for control policies. Video artifacts, missing
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frames, poor fluidity, and so on, mainly depend from QoS parameters such as
packet loss, delay, jitter, or reordering.

Several works in the literature, e.g. [12–14], faced with the definition of map-
ping QoS onto QoE. In [13,14], the authors discuss learning approaches for both
online and offline mapping. All the proposed mappings build on quality compari-
sons between the undistorted video and the received video, namely reference and
outcome, respectively. The quality of the outcome can be rated in terms of MOS
using the reference. Whether the reference is available or not defines the follo-
wing types of metrics: Full Reference (FR), No Reference (NR), and Reduced
Reference (RR). In the case of FR, subjective and objective comparisons of the
outcome with the reference can be performed, because both are available at the
receiver. Hence, an accurate metric can be derived, performing the offline esti-
mation of the model parameters. Offline estimations can be very precise, but also
rather complex and strictly dependant from the considered settings. In the case
of NR, a quality score must be derived directly from the outcome, because no
reference video is available at the receiver. An alternative comes from online esti-
mations of QoE, for instance through the end-user’s feedback. NR-based metrics
lack the possibility of discerning between quality issues and disturbance due to
the network [13,14]. On the one hand, the latter cannot be precisely captured;
on the other hand, obtained metrics are rather simple (low complexity) and thus
suitable for online use in resource-constrained and/or real-time settings. In the
case of RR, man-in-the-loop techniques are used, thus users’ feedback is collected
at the sender in addition to network statistics. Such a feedback can be used to
evaluate the perceived QoE and consequently mapped onto QoS. The estimation
of the mapping parameters can be performed using online approaches [14]. Also,
the RR metric is rather simple, thus opening to its use in resource-constrained
and/or real-time settings, as in our reference scenario [6].

Figure 1 shows a qualitative mapping between QoE (y-axis) and QoS (x-axis);
QoS degrades when moving from QoS1 to QoS2. The first region, to the left of
the threshold QoS1, represents the case of a slight degradation of QoS with
negligible effects on the QoE. When the QoS degradation falls within [QoS1,
QoS2] (i.e., the second region), the QoE start decreasing and, as the line color
turns from green to orange, it increasingly becomes uncomfortable for end-users.
After the threshold QoS2 (third region), QoE can be considered as unacceptable,
with end-users potentially giving up on the service. In [15,16], the authors discuss
the results of a metric having a similar trend to that in Fig. 1. They show that
a model based on Eq. (1) is suitable for a scenario using cellular networks.

QoE = k1 − k2

(1 + k3
QoSk4

)η
(1)

The maximum value of QoE is imposed through the parameter k1. Instead, the
parameters {k2, k3, k4, η} depend on the network and on the video codecs used
for the video streaming, and must be evaluated empirically. The model in Eq. (1)
is also adopted in [17] to analyze the mapping between QoE and QoS, taking
into account the correlation of both PLR and packet size. The authors use those
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Fig. 1. Quantitative trend of the QoE vs QoS parameter (Color figure online)

two parameters to evaluate the theoretically expected Decodable Frame Rate.
Q can be defined as the fraction of the decodable frame rate, i.e., the ratio of
the number of theoretically expected decodable frames to the total number of
frames sent by a video source. Then, the authors rewrite the model in Eq. (1) as
a function of Q with values ranging within [0, 1], also providing an estimation for
the set of parameters {k1, k2, k3, k4, η}. The estimation in [17] is a good match
for our reference scenario [6] because the cross-layer approach proposed therein
puts the network parameters, i.e., QoS, in relation with the perceived QoE. In
details, the latter is influenced by the packet error rate, in turn affecting the
decoding rate of video frames (I, P, and B frames).

3 The Novel Software Tool

The logical architecture of the tool proposed in this work can be seen in Figs. 2
and 3. Three main blocks can be identified: sender, channel, and receiver. The
sender side takes a video stream as input, captured through the use of the PCAP
interface (e.g., employing tcpdump/libpcap). The input video flow must be a
RTP/UDP stream, which is then sent to a TEE1 module (see Fig. 2) responsi-
ble for the creation of N copies of the stream, with N being the instantiated
source modules, corresponding to N physical channels. Each source module srci

is responsible for delivering the video to the corresponding receiver module dsti
via the physical channel chi. Thus, the multimedia stream to be delivered can
be replicated up to N times. The logical multipath channel is composed of N
physical channels, jointly used to meet the desired QoE. The scheduler module
is responsible for implementing the scheduling policy, exploiting periodic feed-
backs. In fact, the transmission probability pti is estimated by the scheduler
per source module by applying a strategy aiming at maximizing the QoE of the

1 Name inspired by the Gstreamer tee module performing the same function.
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multimedia flow. The scheduler relies on periodical feedback to adjust the trans-
mission probability per channel according to the implemented policy, which uses
the QoS parameters (see Sect. 2) as inputs. In more words, the copies of each
packet of the stream are sent (or not) on the corresponding physical channel chi

according to its transmission probability pti; thus, it is possible to finely control
the use of each physical channel, ranging from 0% to 100%.

In order to better understand how the simulator works, we should distinguish
between the use of simulated physical channels (see Subsect. 3.1) and real ones
(see Subsect. 3.2). In fact, each source element srci opens a network socket to
send data to the corresponding socket dsti at destination: thus, it is alterna-
tively possible to: (i) rely on the simulated channel implementation we devel-
oped to assess the impact of different channel statistics on the perceived QoE;
(ii) use a custom tool to simulate/emulate physical channels, such as NetEm2;
(iii) transmit the video via real physical channels. At this time, options (i) and
(ii) are under testing, and (iii) under active development. The destination side
is described in Sectsect. 3.3.

Fig. 2. Sender side and channel

3.1 Simulated Physical Channels

When multiple physical channels are simulated, it is possible to set the channel
statistics by means of an external configuration file. Three parameters must be
set: the delay di introduced by each channel; the average rate of loss events pi,
and the average rate of packet losses qi per channel. In more words, each time a
loss event is triggered according to the rate pi, the number of lost packets within
the loss event is governed by the rate qi, thus accounting for bursty losses. The
parameters di, pi, and qi must be provided for each channel as a tuple (αi, βi),
representing shape and scale of a Gamma distribution Γi(αi, βi).
2 Details at http://man7.org/linux/man-pages/man8/tc-netem.8.html.

http://man7.org/linux/man-pages/man8/tc-netem.8.html
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Fig. 3. Channel and receiver side

3.2 Real Physical Channels

If a real testbed is considered, then the video is sent to a receiver running
on another machine. In the case of emulated channels, external tools can be
exploited (e.g. NetEm). In both cases, the configuration parameters presented
in Subsect. 3.1 are ignored. Thus, actual delay, rate of loss events, and average
rate of packet losses depend on external parameters or factors.

3.3 Destination Side

At the destination side, each module dsti receives the packet stream on the
listening socket and forwards them to the queue module. The latter is responsible
for aggregating the N flows and calculating per-flow statistics. The tuple of
values that provides the per-flow statistics are: (i) the average delay dir; (ii) the
average rate of loss events pir; (iii) the average rate of packet losses qir; (iv) the
average rate of out-of-order packets uir; (v) and the jitter jir. A feedback report is
built by concatenating the N tuples, and then the report is sent to the scheduler
module at the sender side. The queue module forwards the received stream
to the video decoder, then to a video player. We assume real-time video, i.e., a
maximum overall delay of m = 200 [ms] as in [6]. A Gstreamer-based3 pipeline is
used for playing the video, composed of the following ordered Gstreamer plugins:
udpsrc | rtpbin | rtph264depay | h264dec | audiovideosink. Such a solution
can be substituted by other solutions taking an UDP/RTP stream as input.

In the case of emulated/simulated channels with both sender and receiver
running on the same machine, the three modules in dotted squares in Fig. 3,
i.e. the Group of Pictures (GoP) splitter, the PSNR calculator, and the PSNR
graph, are automatically enabled. The GoP splitter recognizes the end of a H.264

3 Details at https://gstreamer.freedesktop.org.

https://gstreamer.freedesktop.org
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GoP, then it waits additional m [ms] to account for delayed or out-of-order
packets, and finally writes to disk the still images (video frames) composing
the GoP. Assuming that still images, representing the original video sequence,
are also available at the sender side (or in a local directory whose path is set
in the configuration file), PSNR can be computed. The resulting data series is
then graphically visualized in the PSNR graph module, providing a real-time
objective evaluation of the received video.

4 Conclusions

We plan to conclude soon the development and test phases of the proposed
software tool, which will be freely released as open source code to the scientific
community. Future works see the development of a web interface to test and use
the simulator, along with the possibility of providing subjective feedback to the
scheduler as regards the perceived video quality. Multiple scheduling strategies
will be designed, developed, and tested, taking into account video quality, video
fluidity, channels use, and energy efficiency.
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Abstract. In recent years, the scientific community has found increas-
ing interest in technological systems for the evaluation of the mobility
performance of the elderly population. The reduced quantity of dataset
for gait and balance analysis of elderly people is a serious issue in study-
ing the link between cognitive impairment and motor dysfunction, partic-
ularly in people suffering from neurodegenerative diseases. In this con-
text, this work aims to provide a dataset with skeletal information of
people aged 60 years and older, while they perform well-established tests
for stability assessment. 27 healthy people and 20 patients affected by
neurodegenerative diseases, housed at two different nursing institutes,
have been selected for the stability analysis. Subjects have been observed
and evaluated by clinical therapists while executing three motion tests,
namely balance, sit-to-stand and walking. The stability postural and
gait control of each subject has been analyzed using a video-based sys-
tem, made of three low-cost cameras, without the need for wearable and
invasive sensors. The dataset provided in this work contains the skeletal
information and highly-discriminant features of the balance, sit-to-stand
and walking tests performed by each subject. To evaluate the efficiency
of the balance dataset, the estimated risk of fall of the subjects has
been processed considering the extracted features, and compared with
the expected one. Final results have proven a good estimation of the risk
of fall of the people under analysis, underlining the effectiveness of the
dataset.

Keywords: Skeletal dataset · Neurodegenerative diseases · Low-cost
cameras · OpenPose

1 Introduction

It has been shown that there is a strict link between cognitive impairment and
motor dysfunction such as deficits in gait and balance [6,9]. Furthermore, func-
c© Springer Nature Switzerland AG 2020
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Fig. 1. SPPB tests: a) Balance test, which is composed of three exercises where the
patient has to stand with the feet in side-by-side, then in semi-tandem and finally
tandem positions; b) Sit-To-Stand test, which consists in sitting and standing up 5
times while keeping the arms crossed on the chest; c) Walking test, which consists in
the patient covering a path of 4 m.

tional assessment measure protocols can help to qualify gait and posture of
the patients. In this scenario, the Short Physical Performance Battery (SPPB)
represents a well-established means to assess physical performance status and
evaluate functional capabilities [3], to monitor and prevent the risk of falls. Such
functional assessment measure is composed of three tests to assess lower body
function, namely Balance Test (BT), Sit-To-Stand Test (STST) and Walking
Test (WT), which instructions are represented in Fig. 1.

The risk of fall is qualitatively evaluated by expert clinical personnel with
respect to the execution of the SPPB tests, in agreement with the medical pro-
tocols. Despite the high professional competence of the operators, the need for
developing innovative technological systems is of great interest, since human-
based assessment can be susceptible to drifts and biases. For this purpose, the
need for datasets containing physical performance status information is becoming
an issue of increasing interest, as the development of new technological systems
that can support clinical personnel strictly depends on both the quality and
quantity of available data.

In literature, various datasets related to the evaluation of the motion skills of
elderly people are presented [1,5,7], yet none of them gives skeletal information
specifically to the SPPB protocol. Most of the datasets outlined in literature
provide information only regarding the static analysis of the patient, without
releasing information about the dynamic aspect, which is fundamental in eval-
uating the risk of falls. Moreover, even when the patient’s skeleton is analyzed,
the dataset often concerns only a singular type of exercise, thus producing a
non-heterogeneous amount of data.

This work provide a complete dataset of age, sex and skeletal information of
people aged 60 years and older, while they perform all the three tests included
in the SPPB protocol. A complete vision-based system, made of three low-cost
cameras, has been developed for accurately measuring stability postural control,
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Table 1. Classification method for each test. Each exercise is assessed based on its
duration.

Test 0 1 2 3 4

Balance Side-by-side 0–9 s 0–2 s 3–9 s 10 s

semi-tandem tandem tandem tandem

Sit-To-Stand Incapable >7.5 s 7.4–5.4 s 5.3–4.1 s <4.1 s

Walking Incapable >16.6 s 16.6–13.7 s 13.6–11.2 s <11.2 s

without the need for wearable and invasive sensors. The exercise videos, grabbed
from two nursing institutes, have been normalized and synchronized to extract
the most significant features from the skeletons, which carry information about
balance, gait, and strength, to properly evaluate the risk of falls. Such features,
along with sex, age, and the skeletal information of the patient itself, have been
added to the dataset. The reliability of the dataset has been tested using the
features extracted in the BT as input of a classifier [8]. Final results have proven
a good estimation of the risk of fall of people under analysis.

The paper is structured as follows. Section 2 defines the tests included in
the SPPB protocol. In Sect. 3 the developed methodology is defined, along with
the video pre-processing and the feature extraction for the provided dataset.
Section 4 draws the evaluation of the dataset, highlighting its efficiency. Finally,
the conclusions are presented in Sect. 5.

2 Tests Definition

The proposed paper aims to establish the risk of fall of elderly people and patients
affected by neurodegenerative diseases, through the analysis of the tests included
in the SPPB. Several patients, housed at the two nursing institutes of the study,
have been selected for the postural and stability analysis. Each patient has been
instructed to perform first the BT, then the STST, and finally the WT. For each
test, a specialized therapist observes the patients and measures their time exe-
cution using a stopwatch. Such tests are then evaluated following an appropriate
score system, shown in Table 1.

In the following, the SPPB tests are defined:

– Balance Test: The test of standing balance includes side-by-side, semi-
tandem and tandem positions. The patient is instructed to maintain each
position for 10 s, measured by a clinical therapist. If a patient fails to com-
plete the test within ten seconds, the elapsed time is measured anyway.

– Sit-To-Stand Test: The STS test consists of sitting and rising from a chair
placed against the wall for safety purposes. The patient is asked to fold her/his
arms across her/his chest, and to stand up and sit down from the chair 5 times.
A clinical therapist times the exercise starting from the initial sitting position
to the final standing position.
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– Walking Test: During the walking test, the patient is instructed to follow a
path of 4 m with no obstructions. A clinical therapist is in charge of timing
the exercise.

3 Methodology

3.1 Camera Setup and Video Pre-processing

The whole setup consists of three low-cost cameras, namely the HIKVision [4],
usually used for video-surveillance. The three cameras have been installed in
fixed position, along the sides of a volume of interest. As stated previously, two
setups have been designed and installed in two nursing homes, under different
condition of lighting, acquiring 720 × 480 resolution videos.

As the output videos are not suitable for image processing in their raw form, a
pre-processing phase is mandatory to prepare the videos to the following feature
extraction procedure. In detail, the pre-processing stage is a sequence of selection
and conversion algorithms, namely:

– Frame per second (FPS) conversion: As the videos from the three cam-
eras have variable framerates, the lowest framerate among the three videos
has been selected, projecting the time axes on a common reference, sampled
with a unique framerate to achieve uniformity.

– Video shifting: A start signal, given the clinical therapists with a remote
control, triggers the three video acquisitions, which however start with non-
negligible relative delays. To overcome such issue, the early-started videos are
shifted of a number of frames equal to the relative delays.

– Video trimming: As most of the videos are long streams, the input streams
are trimmed in exercise-related sub-videos.

– Video Calibration: As the videos suffer from image distortion, the extrinsic
parameters have been extracted from the cameras of both setups to properly
calibrate them.

3.2 Features Extraction

The complete knowledge of the position in space, or equivalently in the image
plane, of the skeletal joints of the patients is enough to infer postural information.
For this reason, the feature extraction process starts with the detection of the
skeleton of the patients under analysis.

Skeleton detection is performed by means of the OpenPose library [2], which
gives a real-time multi-person 2D pose estimation, aiming to represent both
position and orientation of human limbs. For this work, the COCO training
model has been implemented. It allows the identification of 18 skeletal joints
from each person.

Different features have been chosen depending on the type of exercise, aiming
to extract the most relevant information according to the test under analysis. As
a matter of fact, each test provides different, yet relevant information regarding
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Fig. 2. SPPB tests performed by different patients. Namely, a) Balance Test, b) Sit-
To-Stand Test, and c) Walking Test.

the posture and stability of the patient. Therefore, it reveals to be fundamental to
properly select the highly-discriminant features with respect to each test, in order
to suitably gather an amount of information about the patient as heterogeneous
as possible.

4 Dataset Evaluation

The proposed paper has been developed to provide sex, age, skeleton information
and highly-discriminant features of patients performing SPPB tests. 20 patients
suffering from a neurodegenerative disease and 27 healthy people perform the
tests.

As a first step, all the acquired videos of the exercises performed by the
patients have been studied, to evaluate their validity. Then, the preprocessing
phase has been carried out to prepare the videos for the skeleton and features
extraction, via the application of the OpenPose library. Finally, the dataset is
completed with a vector of evaluation scores given by clinical therapists for each
test.

Examples of patients performing BT, STST, and WT are shown in Fig. 2.
To properly evaluate the efficiency of the dataset1, the information grabbed
from patients performing BTs are considered. The highly-discriminant features
extracted from the skeletons are used to feed a decision tree classifier, which
has been trained to label patients into 5 classes of increasing risk of falls, shown
in Table 1. The final score given by clinical therapists has been compared to
estimated one [8]. The good accuracy of the system (equal to 79.1%) shows the
effectiveness of the provided dataset.

5 Conclusions

In this paper, a complete dataset composed of sex, age, skeletal information
and relevant features of elderly people performing SPPB protocol has been pre-
sented. Subjects have been grabbed by a system of three low-cost surveillance
cameras. Then, proper video processing techniques have been used to highlight
1 The dataset will be shortly uploaded on the website: http://cms.stiima.cnr.it/isp/.

http://cms.stiima.cnr.it/isp/
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the skeletal joints of the subjects and to extract highly-discriminant features. It
has been proved the high efficiency of the proposed dataset in the assessment of
the patient’s stability and posture skills, and their consequent risk of fall.

In the future, further semantic analysis of the videos will be investigated, to
analyze more relevant features to be extracted from the skeletons, and to assess
the progress of the neurodegenerative disease of patients observed during long
periods.
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Abstract. Conserving energy is probably the most important require-
ment in wireless sensor networks. In TSCH, this goal is obtained by sub-
dividing time into slots, and by switching the communication interface
of Internet of Things devices (frequently referred to as motes) off when,
at any given time, neither transmissions nor receptions are scheduled for
them. Nevertheless, in this kind of networks a considerable amount of
energy may still be wasted due to idle listening. This occurs every time a
cell is scheduled for frame reception but no transmissions are performed
in the related slot and channel.

In this paper, Proactive Reduction of Idle Listening (PRIL) techniques
are introduced, which aim at lowering the energy wasted because of the
above phenomenon. In particular, here we focus on a simplified mecha-
nism that only considers the first hop (PRIL-F). A relevant feature of
this kind of techniques is that they cannot worsen performance in any
way. On the contrary, in those cases where they can be applied, they
may only bring benefits. Results obtained through a simulation cam-
paign show a tangible reduction in energy consumption, especially for
periodic traffic generation, in application contexts based on either a star
topology (wireless sensor and actuator networks) or a two-level topology
(wireless sensor networks).

Keywords: Time Slotted Channel Hopping · TSCH · Wireless sensor
networks · Wireless sensor and actuator networks · Power saving ·
Energy consumption · Idle listening · PRIL · PRIL-F

1 Introduction

The Time Slotted Channel Hopping (TSCH) operating mode of the IEEE
802.15.4 [1] standard is an established technique that permits to save energy
through traffic scheduling [2], increasing at the same time determinism in chan-
nel access [3]. In TSCH, motes are time-synchronized, time is divided into dis-
crete time slots, and each mote knows the set of slots it is involved in, during
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which the circuitry of its wireless interface must be on. Additionally, TSCH
relies on channel hopping, which dynamically selects the transmission channel
on a slot-by-slot basis by means of a pseudo-random function. This improves
communication resilience against narrow-band disturbance and interference. In
optimized implementations, a mote switches off its radio module every time no
transmissions or receptions are scheduled for it, which results in a consistent
amount of energy being saved. In many typical application contexts, a residual,
non-negligible amount of energy may nevertheless be wasted due to idle listen-
ing. This occurs when a receiver mote switches on its wireless interface because
a reception is scheduled, but no frame is actually sent by the transmitting mote,
simply because in its transmission queue there is no frame ready to be sent.

The basic idea proposed in this paper, which was named PRIL, is to dynam-
ically (and temporarily) turn the wireless interface in receivers off in those cells
where idle listening is expected for sure. A relevant feature of PRIL techniques is
that they cannot worsen network behavior, e.g., in terms of performance indices
like reliability and power consumption (i.e., PRIL only provides benefits). In
particular, the focus of this paper is on PRIL-F, which is a PRIL technique that
is specific for the first hop, i.e., which has effect on the hop between the source
mote and the next mote in the path to the destination, which is optimized for
wireless sensors and actuator networks (WSAN) with star topologies and wire-
less sensor networks (WSN) with two-level topology. These two latter network
configurations are really common in practice.

Results about the PRIL-F technique, obtained through discrete-event simu-
lation, highlighted a tangible reduction in energy consumption. Other ways to
lower the energy wasted for idle listening when overprovisioning is exploited to
increase capacity on some links, maintaining at the same time the required level
of service, are described in [4,5]. However, those techniques are quite specific and,
in general, not as effective as PRIL, because they operate on an intra-slotframe
basis and are only intended to minimize the effects on consumption of overpro-
visioning. On the contrary, PRIL techniques operate on an inter-slotframe basis
and take full advantage from the traffic characteristics. Interestingly, intra- and
inter-slotframe approaches can be adopted at the same time.

This paper has the following structure. In the next Sect. 2 the PRIL and
PRIL-F techniques will be introduced. Section 3 describes the experimental envi-
ronment and the discrete-event simulator, which are used in Sect. 4 to obtain
experimental results. Finally, Sect. 5 draws some conclusions and sketches our
future work.

2 Proactive Reduction of Idle Listening (PRIL)

In some real implementations, the energy Elisten consumed by a mote for idle
listening, i.e., to listen to the channel for the reception of a single frame in the case
that the frame does not arrive, can be more than half the energy spent to actually
send (Etx) or receive (Erx) a frame. For instance, for OpenMoteSTM devices
[6], when the maximum dimension for confirmed frames is taken into account
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(whose size is 127B), the values for energy are Erx = 651.0µJ, Etx = 485.7µJ
and Elisten = 303.3µJ (see Table 1 and Subsect. 3.1 for more details). The latter
two contributions, i.e., Etx and Erx, refer to essential operations performed by
the mote for communicating, which are directly related to the transmission of
a piece of data over the network between given source and destination devices.
However, it is worth remembering that in all the cells scheduled for reception
(RX) in the TSCH matrix, the mote must have its receiving apparatus on. When
no data is received in these cells, the energy required to wake up the mote and
perform channel sensing should be considered as wasted from the application
point of view.

Actually, the portion of energy consumed for idle listening with respect to
the other two contributions (i.e., transmission and reception) is not fixed, but
depends on the average generation period of frames by the application and the
characteristics of the channel. For instance, as a simple but representative exam-
ple of the problem, let us consider an application that needs to transmit a packet
every TS→D = 60 s between two neighbor motes MS and MD separated by one
hop, and that one cell is reserved for this exchange every 2 s. This means that,
if the transmission succeeds at the first attempt, just one every 30 cells will be
actually used by the transmitter. In other words, 96.6% of the times the cell
remains unused and energy is consequently wasted on the receiver due to idle
listening. If channel errors are considered, the fraction of slots wasted for idle lis-
tening decreases because of retransmissions performed by the Automatic Repeat
reQuest (ARQ) mechanism [7] exploited to increase reliability.

The ability to lower, if not completely eliminate, the contribution of idle
listening would significantly reduce energy consumption and lead to a substantial
increase of battery lifetime. The idea proposed in this paper, referred to as PRIL,
relies on the definition of a new Media Access Control (MAC) sleep command.
When a mote receives a sleep command, it suspends listening in the given cell
for the amount of time specified in the command. Possibly, inhibition of listening
can be addressed to other cells defined in the TSCH matrix of the receiving mote
and, by exploiting additional mechanisms, even to subsequent motes in the path
to the destination. This latter option, which would make the technique more
flexible, was not evaluated in this work, and was left for future investigations.

In order to reduce power and bandwidth consumption, the sleep command
can be embedded right into the data frames sent by MS to MD, exploiting infor-
mation elements. This command includes suitable parameters that specify for
how long listening must stay disabled in one (or more) motes in the path between
MS and MD. Such duration can be expressed in either relative or absolute terms.
In the former case, the number of slots (or slotframes) is given for which listen-
ing is suspended. In the latter case, instead, an Absolute Slot Number (ASN) is
provided that represents the slot when listening must be re-enabled. The best
option, in order to achieve a compact encoding, is certainly to specify the rela-
tive number of slotframes, because it just requires a few bits, the exact number
depending on the maximum time for which listening can be disabled. A more
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complex encoding should instead be selected in the case the sleep command
refers to more than one cell and mote.

An important property of PRIL that is worth remarking is that the desti-
nation mote continues to behave according to its normal operation in the case
the sleep command, for any reason, is not received. Losing a sleep command is
typically a rare event, because the maximum number of allowed attempts per
frame ranges, depending on the implementation, between 4 and 16. However, in
the case it gets lost, the network keeps working exactly in its usual way, just
without any of the improvements provided by PRIL. Returning to PRIL-enabled
operation occurs as soon as a subsequent frame including a new sleep command
is received.

In this paper, a simple but effective PRIL technique will be presented and
evaluated, which operates in a simplified way and targets quite common contexts.
We named it Proactive Reduction of Idle Listening at the First hop (PRIL-F).

2.1 PRIL-F

The PRIL-F technique just acts on the first hop in a path connecting a source
mote MS and a destination mote MD. Let MS ,M1,M2, . . . ,MD be the path
between MS and MD. The sleep command is included in the frame sent by mote
MS , and it has effect only on mote M1, i.e., energy saving regards only M1.

The sleep command, which is encoded as an information element, contains
the time Tnext (expressed in terms of the related ASN) in which listening in the
cell must be reactivated again. Although ASN is actually a relative time, as it
represents the number of timeslots since network startup, it can be considered
as an absolute time from the PRIL point of view. In fact, whenever the value of
ASN is reset to zero as a consequence of a network reconfiguration, the internal
state of PRIL (i.e., sleeping cells) is also reset. In this paper, using an absolute
time (like the ASN) or a relative time (based on a number of slots or slotframes)
is equivalent, because we did not model the additional energy spent to send the
information element containing Tnext. In practical implementations, this contri-
bution can be often considered negligible when compared with the energy spent
for sending the whole frame. As an example, for the confirmed transmission of
a packet with a 30B payload, the overhead due to the physical layer (6B), the
medium access control layer (23B), and the confirmation provided by the related
ACK frame (33B) have to be also considered in TSCH. Overall, the amount of
data transmitted on the wireless medium is 92B. For encoding the sleep com-
mand in an information element (e.g., in a specific header information element),
both its prefix (length and element ID, 2B) and the related ASN (5B) have to
be taken into account. As a consequence, the overhead caused by adding Tnext

to frames is below 10%.
An example of the PRIL-F technique, which holds also for more complex

PRIL versions when the computation of Tnext is possible, is reported in Fig. 1.
To better highlight the behavior of the technique, we set the maximum num-
ber of transmission attempts a packet can undergo before being discarded to
Ntries = 2 (i.e., the initial attempt plus one retry) and the size of the slotframe
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to Nslot = 2. The generation period on the sender is equal to 3 slotframes. Boxes
with red dashed lines denote periods where listening is suspended. In the figure,
three situations are reported: in the first, the frame containing Tnext = 109 is
received by the destination mote, and the effect of PRIL-F is that idle listening
is prevented in two cells; in the second, both frames containing the sleep com-
mand Tnext = 115 are lost, and PRIL-F has no effect; in the third, the frame
containing Tnext = 121 arrives to the destination at the second attempt, and
idle listening is saved in one slot.

Fig. 1. Example of PRIL-F/PRIL operation and comparison with conventional TSCH.

Clearly, so that PRIL-F can correctly work the sending mote MS must have
the ability to compute the value Tnext (that depends on the time of the immedi-
ately following transmission), so that it can be embedded in the current outgoing
frame. In several application contexts of WSNs, this requirement can be easily
meet. In particular, in many sensing and control applications packets are sent
cyclically [8] and, since the transmission period is known in advance, the compu-
tation of Tnext is quite trivial. This is the case, e.g., of most industrial contexts
[9]. In other kinds of applications, a value can be determined for Tnext that
does not worsen transmission latency only when a lower bound exists on the
intertime between two adjacent packet transmissions (sporadic generation) or in
those cases where it is possible to conceive some algorithm that foresees the next
transmission time. The latter aspect is certainly an interesting research topic,
but it is out of the scope of the current work, which more pragmatically aims
at evaluating the effects of PRIL on the energy consumption of real motes. As
long as Tnext can be correctly determined (in some way) PRIL-F never wors-
ens performance, in the sense that reliability and latency remain unchanged
(in some conditions they can be also computed analytically [10]), while power
consumption typically decreases by a tangible amount.

The PRIL-F technique is intended for WSNs where paths include very few
hops. As we will see in experimental results, this technique mostly suits networks
with either a star or a two-level tree topology. On the contrary, if applied to very
deep network architectures, the saved energy decreases as the number of levels
increases. Analyzing more in detail some relevant scenarios, the star topology
is quite common in many practical applications devoted to control and sensing.
Some examples are in-vehicle networks [11], most wireless solutions conceived
for industrial systems [12], and wireless body area networks (WBAN) [13]. In



136 S. Scanzio et al.

Fig. 2. Experimental configurations for single-level star topology (cases a, b, and c on
the left) and two-level topology (case d on the right).

the case of a star topology, PRIL-F proves to be optimal, i.e., it ensures the best
results concerning the saving related to the energy wasted for idle listening.

For multi-level architectures the situation is slightly different. The applica-
tion for which the PRIL-F technique provides the best results is sensing, where
communication takes place between leaves and the root in the upward direction.
In the case of two-level networks, thanks to PRIL-F intermediate motes turn
their receiving interface on at runtime only when needed, i.e., when a packet
will be certainly transmitted by a leaf mote. In this configuration, the root mote
is unable to selectively switch off listening in cells so as to prevent idle listening,
because it is two hops away from leaves. However, this is typically irrelevant,
since this device is customarily connected to an external power source. When
the number of levels is higher than two, only the intermediate mote that commu-
nicates directly with the source benefits from PRIL-F. It is worth pointing out
that, for upward transmission (related to sensing), leaf motes turn on their radio
module only when they effectively have some data to send, and consequently no
optimization that involves disabling the cells subject to idle listening is possible
at that level. In addition, motes close to the root are sometimes provided with an
external power supply, in which case energy saving techniques are not necessary.

Below, some of the previously described network architectures will be ana-
lyzed in detail by means of an extensive experimental campaign based on simu-
lation.

3 Experimental Setup

The following simulation analysis was carried out to compare the performance of
the proposed PRIL-F technique with a conventional TSCH implementation. A
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number of relevant cases were taken into account, which are reported in Fig. 2.
The first three configurations, which are identified in the figure as case a, b, and
c, refer to networks with a star topology. They are related to systems where the
network traffic consists only of upward communications from leafs to the root
(case a), only of downward communication from the root to leafs (case b), and of
both upward and downward communications (case c). For these configurations
we defined flows with three distinct periods, namely 60.04 s for flows directed
to (or coming from) mote M1, 120.06 s for flows involving M2, and 180.10 s for
flows involving M3. We selected periods that are not exactly multiples so as to
model tolerances in real oscillators and, in particular, to take into account the
fact that time slotting in a TSCH network exploits time synchronization among
motes [14], but the generation of packets by applications is triggered by the
local time sources, which are not synchronized in any way. The reason behind
this decision is to add some randomness on the order with which packets of
each flow are queued in motes. Each flow is characterized by the source and
destination motes. In detail: flows τ0→1 and τ1→0 refer to mote M1, τ0→2 and
τ2→0 to mote M2, and τ0→3 and τ3→0 to mote M3.

The last configuration in Fig. 2 (case d) includes 24 motes, and is represen-
tative of larger networks made up of two levels. Below the root, at the first level,
three intermediate motes (M21, M22, and M23) act as relays for three distinct
sets of leaf motes. In the first set (τ1 ... 5→0), which is connected to M21, each
mote generates a periodic flow whose period is about 10min. Also in this case
periods were selected so that they are not exactly the same. A second set of flows
(τ6 ... 10→0) was defined for the five motes connected to M22, and the generation
period was set to about 30min. Finally, the 10 motes from M11 to M20 are con-
nected to mote M23. In this case, half of the motes have generation periods equal
to about 10min, while for the other half generation periods are about 30min.

More details about the simulator and the most important configuration
parameters used in experimental campaigns are provided below.

3.1 The Simulator

A streamlined, custom simulator has been purposely implemented, with the aim
to have available a tool for analyzing specific aspects of TSCH, which is simpler
and more flexible than existing full-fledged simulators. It eases development and
experimentation of new techniques related to, e.g., power saving, including those
relying on idle listening prevention. In addition, this approach allowed us to focus
on the most relevant details related to the effectiveness of PRIL techniques, by
implementing only those parts of the protocol that are strictly required for our
analysis.

Many simulators exist for TSCH, and some of them deal specifically with the
IPv6 over the TSCH mode of IEEE 802.15.4 (6TiSCH) [15] protocol. Although
in this paper motes based on 6TiSCH were taken as reference for modeling power
consumption, the presented techniques can be applied to every protocol based on
TSCH, and more in general to those relying on time slotting and Time-Division
Multiple Access (TDMA). The most popular network simulator for 6TiSCH is
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Fig. 3. Configuration of the matrices defining the global schedule for experimental
conditions in cases c and d .

probably 6TiSCH simulator [16]. Compared with 6TiSCH simulator, our simu-
lator is noticeably simpler. In particular, it only permits a static configuration of
the TSCH schedule, it does not allow the definition of shared cells, and it does
not model the transmission of control messages. Moreover, it supports only static
network topologies (i.e., the RPL protocol was not implemented,) and does not
take into account the application layer and the related protocols.

Our simulator is implemented as a discrete-event one, and is based on the
SimPy framework, which is written in the python programming language. The
TSCH matrices that define the schedule were statically configured as follows:
starting from slot offset 1, we firstly placed the cells associated to upward flows,
and then those regarding downward flows. For configurations with more than
one level, like case d in Fig. 2, we scheduled the transmissions between leafs and
intermediate motes before the transmissions between intermediate motes and
the root.

Channel hopping was implemented in the simulator but, for the sake of sim-
plicity, the same frame error probability ε = 0.2 (which is a plausible value for
real setups [10]) was selected for all links and channels. This means that, due
to retries, the number of frames transmitted on air is about 25% higher than
generated packets. The configurations of the matrices defining the global sched-
ule for the experimental conditions in cases c and d are reported in Fig. 3. The
simulator makes it possible to easily configure the number of slots within the
slotframe (Nslot), the duration of a slot (Tslot), the maximum number of trans-
mission attempts per frame (Ntries), and the frame error probability for every
link.

The energy model used by the simulator is the one reported in [6] for Open-
MoteSTM devices equipped with a STM32F103RB 32-bit microcontroller and
the Atmel AT86RF231 radiochip, and executing the OpenWSN operating sys-
tem. Measures of energy consumption for other kinds of motes can be found
in [17,18]. Starting from [6], and multiplying the values reported in that work
(which are expressed in coulombs) by the typical supply voltage of these motes
(3V), we obtained the energy (expressed in joules) to transmit (Etx) and receive
(Erx) a confirmed frame with size 127B, as well as the energy wasted for idle
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listening (Elisten). In the analysis reported in this paper, only the energy con-
sumed by the network component has been taken into account. In this context,
the energy related to computation is mostly irrelevant, because it is not affected
by PRIL techniques. The main configuration parameters we used in the simula-
tor, including those related to energy consumption, are listed in Table 1.

Table 1. Most relevant simulation parameters.

Quantity Description Typical value

Nslot Number of slots within the slotframe 101

Tslot Duration of a slot 20ms

Ntries Maximum number of tries 16

ε Frame error probability 0.2

Etx Energy to transmit a DATA frame and receive the ACK 485.7µJ

Erx Energy to receive a DATA frame and transmit the ACK 651.0µJ

Elisten Energy wasted for idle listening 303.3µJ

In order to provide statistics related to power consumption, the simulator
counts the number of cells in the experiment actually used to transmit and
receive confirmed frames, and those in which idle listening occurs. Starting from
these counters, it computes the rates at which each one of the previous operations
takes place ( ftx, frx, and flisten, respectively), and then the power consumption
(Ptx, Prx, and Plisten, respectively). All these quantities represent average values
evaluated over the whole experiment.

4 Results

The first experimental campaign was aimed to assess the effectiveness of PRIL-F
for cases a, b, and c of Fig. 2 (i.e., for a star topology). In all the experiments,
unless otherwise specified, we used the parameters reported in Table 1 and the
generation periods, for each flow, reported in Fig. 2. The simulated duration of
each experiment was set to 1 year, which consists in 15.6 millions of slotframe
repetitions.

As highlighted in the results reported in Table 2, in these experimental condi-
tions power consumption was reduced by one order of magnitude. For instance,
in case c it decreased from 964.48µW to 86.76µW. As stated above, PRIL-F
provides the best results with a one-level star topology. In all conditions (i.e.,
cases a, b, c), the rate flisten with which idle listening events occur decreases
from relatively high values (e.g., flisten = 5209 slots/h for M0 in configurations
case a and c) to practically 0 (flisten = 0.0206 slots/h, again for M0 in case a
and c). It did not reach exactly 0 for two main reasons: firstly, during network
startup, before the first sleep command (i.e., a frame containing Tnext encoded
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Table 2. Comparison between conventional TSCH and the PRIL-F techniques for
network architectures based on a star topology .

Cond. Mote Tapp [s] Conventional TSCH PRIL-F

ftx frx flisten Plisten P ftx frx flisten Plisten P

[slots/hour] [µW] [slots/hour] [µW]

Case a M0 - - 137.38 5209 438.86 463.70 - 137.38 0.0206 0.00174 24.85

M1 60 74.90 - - - 10.11 74.90 - - - 10.11

M2 120 37.50 - - - 5.06 37.50 - - - 5.06

M3 180 24.98 - - - 3.37 24.98 - - - 3.37

All motes 137.38 137.38 5209 438.86 482.24 137.38 137.38 0.0206 0.00174 43.38

Case b M0 - 137.38 - - - 18.54 137.38 - - - 18.54

M1 60 - 74.90 1707 143.82 157.36 - 74.90 0.0034 0.000287 13.55

M2 120 - 37.50 1745 147.02 153.80 - 37.50 0.0069 0.000581 6.78

M3 180 - 24.98 1757 148.03 152.55 - 24.98 0.0103 0.000868 4.52

All motes 137.38 137.38 5209 438.86 482.24 137.38 137.38 0.0206 0.00174 43.38

Case c M0 - 137.36 137.41 5209 438.86 482.24 137.36 137.41 0.0206 0.00174 43.38

M1 60 74.89 74.92 1707 143.82 167.47 74.89 74.92 0.0034 0.000287 23.65

M2 120 37.52 37.45 1745 147.02 158.85 37.52 37.45 0.0069 0.000581 11.84

M3 180 25.00 25.00 1757 148.03 155.92 25.00 25.00 0.0103 0.000868 7.90

All motes 274.77 274.78 10418 877.72 964.48 274.77 274.78 0.0412 0.00347 86.76

as an information element) is sent, listening was not disabled; secondly, for pack-
ets that went lost (i.e., for which Ntries transmission attempts were performed
without success) the receiving mote did not go to sleep (until Tnext) because the
sleep command is not received (see Fig. 1). As expected, the PRIL-F technique
had no effect on ftx and frx, which are directly related to the slots actually used
to transmit data frames.

The power consumption P is computed by the simulator using the following
formula:

P = ftx · Etx + frx · Erx + flisten · Elisten
︸ ︷︷ ︸

Plisten

(1)

It must be noted that frequencies reported in Table 2 have to be transformed in
hertz (Hz) dividing them by 3600. Results show that the contribution Plisten =
flisten · Elisten is practically reduced to 0 by PRIL-F.

Concerning cases b and c, where downward flows are also considered, the
overall power consumption with conventional TSCH is practically the same for
motes M1, M2, and M3, whereas it is proportional to the sending period Tapp

when PRIL-F is exploited, which is exactly the desired behavior.
Results for the two-level network (case d) are reported in Table 3. In this

case the network is used only for sensing, and leaf motes (from M1 to M20) are
configured so that they do not perform any reception of packets (at least, those
involved in applications). For this reason, no energy saving can be obtained for
them with PRIL techniques. Similarly, PRIL-F has no effect on mote M0, because
it is more than one hop away from packet sources, which for sensing applications
are usually leaf motes. Only in the case intermediate relay motes (M21, M22, and
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Table 3. Comparison between conventional TSCH and PRIL-F techniques for a WSN
architecture with two levels (case d).

Mote Conventional TSCH PRIL-F

ftx frx flisten Plisten P ftx frx flisten Plisten P

[slots/hour] [µW] [slots/hour] [µW]

M0 - 99.93 5247 442.06 460.13 - 99.93 5247 442.06 460.13

M1 (10 min) 7.49 0.0 0.0 0.0 1.01 7.49 0.0 0.0 0.0 1.01

M6 (30 min) 2.51 0.0 0.0 0.0 0.34 2.51 0.0 0.0 0.0 0.34

M21 37.53 37.50 8873 747.55 759.40 37.53 37.50 0.170 0.0143 11.86

M22 12.51 12.51 8898 749.66 753.61 12.51 12.51 0.509 0.0429 3.99

M23 49.90 49.96 17772 1497.29 1513.06 49.90 49.96 0.678 0.0571 15.82

Relays 99.94 99.97 35543 2994.50 3026.06 99.94 99.97 1.357 0.114 31.68

All motes 199.90 199.90 40790 3436.56 3499.68 199.90 199.90 5248 442.14 505.26

All without M0 199.90 99.97 35543 2994.50 3039.55 199.90 99.97 1.357 0.114 45.16

M23) as well perform sensing on a cyclic basis, some improvements on energy
consumption can be achieved for the root mote M0. However, in most real WSNs
the root is connected to a wired power supply.
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Fig. 4. Power consumption in conventional TSCH and PRIL-F vs. Nslot, including (on
the left) and excluding (on the right) the root mote (gateway). Zoomed out portions
of interest are also included as subplots.

On the contrary, the energy saved by intermediate motes thanks to PRIL-F
is considerable. In particular, in the proposed experimental condition, the overall
power consumption of intermediate motes (row labeled “Relays” in the table) is
reduced by two orders of magnitude, from 3026.06µW to 31.68µW. Considering
such motes individually, the one with the highest power consumption is M23,
which relays the traffic of 10 leaves. For this mote, energy consumption decreases
from 1513.06µW to 15.82µW when PRIL-F is exploited, which is more close to
leaf motes (even though still one order of magnitude larger).

A beneficial effect of PRIL-F in this configuration is to balance the power
consumed by distinct motes of the network, by bringing relief to intermediate
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Fig. 5. Maximum (dmax, on the left) and average (d, on the right) latency vs. Nslot.

motes, which are typically the most energy-hungry. Consequently, this increases
the overall network lifetime in those cases where planned maintenance foresees
that battery replacement is carried out on all motes at the same time. The
decrease in power consumption is noticeable also when the network is considered
as a whole. Excluding mote M0, which typically is not powered on batteries,
overall consumption decreases from 3039.55µW to 45.16µW.

A final set of experiments was performed to evaluate the effect of Nslot (i.e.,
the number of slots in one slotframe) on power consumption and transmission
latency. In particular, the same experiment of case d was repeated 15 times, by
varying Nslot from 11 to 151 with a step equal to 10 slots. Plots related to
the power consumption for both conventional TSCH and PRIL-F are reported
in Fig. 4. In particular, the plot in Fig. 4a refers to the whole network, while
the plot in Fig. 4b shows the same data, but excluding the contribution of the
root mote M0. As expected, in both cases power consumption decreases quickly
when the width of the slotframe increases. The PRIL-F technique outperforms
conventional TSCH, especially when mote M0 is excluded from the computation
of the power consumption. In the latter case, the actual value chosen for Nslot is
practically irrelevant, i.e., it ranges from 46.09µW when Nslot = 11 to 45.12µW
when Nslot = 151 (see the zoomed out portion in the subplot of Fig. 4b).

The relationship between Nslot and the transmission latency is linear, as
highlighted by plots in Fig. 5, which refer to the maximum (dmax) and average
(d) values of latency, respectively.

In conclusion, in the typical operating conditions considered in this paper,
the adoption of PRIL-F, when feasible, permits real motes to save a tangible
amount of energy. Moreover, by configuring smaller values for Nslot (or when
more than one cell is scheduled for communication between pairs of motes)
it enables smaller cycle times without impacting in a tangible way on power
consumption. This implies shorter latency and improved real-time behavior at a
modest price in terms of lifetime/power consumption.
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5 Conclusions

An extensive simulation campaign showed that the adoption of PRIL techniques,
including the simpler PRIL-F version, permits the energy wasted due to idle lis-
tening to be noticeably lowered (and sometimes almost completely eliminated)
in practice. In particular, this is true for typical network configurations (star
WSANs/WSNs and two-level WSNs), and when it is possible to predict in
advance when the next transmission in a specific TSCH cell will take place.
This latter requirement is always met for periodic flows, which are very common
in many application contexts (most sensors are parameterized with the sampling
rate).

In a representative example of a two-level network composed of 20 leaf motes
and 3 relay motes at the intermediate level, power consumption (not counting
the gateway/root) was reduced by almost two orders of magnitude thanks to
PRIL-F, from 3040µW to 45µW. Main future activities will include the devel-
opment and analysis of more effective PRIL techniques, which can be exploited
on networks with more than two levels, and possibly based on intelligent algo-
rithms for inferring automatically the next transmission times.
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Abstract. During the last decade, the research on nanotechnology and
wireless communications in the terahertz band supported the design of
pioneering biomedical applications. To counteract the very scarce amount
of energy available for nano-devices, a current challenge is to develop
energy-aware and energy harvesting mechanisms enabling long-lasting
communications at the nanoscale. Many contributions in this direction
envisage exploiting piezoelectric nanogenerators to retrieve energy from
external vibrations (i.e., the human heartbeat) and use it for transmis-
sion purposes. Indeed, in line with the recent scientific achievements in
this context, this paper investigates a power control mechanism based on
the feedback control theory. The control law is conceived for managing
the communication in human tissues, where nano-devices are equipped
with a piezoelectric nanogenerator and transmit information messages
through electromagnetic waves in the terahertz band. The amount of
energy spent to transmit an information message is dynamically tuned
by a proportional controller in a closed-loop control scheme which simul-
taneously considers harvesting and discharging processes. The whole sys-
tem is analytically described with a nonlinear state equation. As well, it
is presented the acceptable range of values of the proportional gain guar-
anteeing technological constraints and its asymptotic stability. Finally, a
numerical evaluation shows the behavior of the proposed approach in a
conceivable biomedical scenario.

Keywords: Terahertz communications · Energy harvesting · Control
law · Biomedical application

1 Introduction

The new frontier of nanotechnology is supporting the design of novel and
advanced biomedical applications. In fact, nano-devices can be implanted,
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ingested, or worn by humans in order to realize drug-delivering and advanced
immune systems, biohybrid implant solutions, pervasive health monitoring, and
genetic engineering [1]. The interaction among nano-devices can be enabled by
nanoscale wireless communications in the terahertz band [11]. Since the commu-
nication process is energy-consuming, the usage of energy-aware and harvesting
mechanisms is extremely important to achieve long-lasting communications at
the nanoscale [6]. Many scientific contributions in this context assume to har-
vest energy from the external environment through piezoelectric nanogenerators
[4,5,22] and, consequently, to use it in energy-aware communication protocols
[2–4,12–14,18,20,21] (see Sect. 2). The idea to tune the transmission power based
on the available energy budget has been recently investigated for diffusion-based
molecular communications [15], but no works studied similar methodologies in
nanoscale wireless communications and biomedical use cases.

To provide a step forward in this direction, this paper investigates a power con-
trol mechanism based on the feedback control theory. The control law is prop-
erly conceived for managing the communication in human tissues, where nano-
devices are equipped with a piezoelectric nanogenerator and transmit information
messages through electromagnetic waves in the terahertz band. Specifically, the
amount of energy spent to transmit an information message is dynamically tuned
by a proportional controller in a closed-loop control scheme which jointly considers
harvesting and discharging processes. Here, the harvesting process is modeled as
an ideal voltage source in series with a resistor and an ultra-nanocapacitor, while
the discharging process is modeled through a current generator in parallel with
the ultra-nanocapacitor. The resulting system is described by a nonlinear state
equation where the voltage across the ultra-nanocapacitor and the resulting avail-
able energy represent the state variable and the feedback variable, respectively.
Then, the acceptable range of values for the proportional gain is evaluated by con-
sidering 1) technological constraints, including transmission settings due to the
Time Spread On-Off Keying (TS-OOK) modulation scheme and minimum energy
requirements ensuring an effective communication in a stratified medium, and 2)
the asymptotic stability of the system around the equilibrium point. Finally, a
numerical analysis is performed to evaluate the impact of the proposed solution
on the system behavior in conceivable biomedical scenarios, by considering differ-
ent communication distances, frame sizes, and message generation statistics.

The rest of this work is organized as in what follows. Section 2 reviews the
state of the art on energy harvesting and energy-aware schemes in the terahertz
band. Section 3 presents the proposed approach. Section 4 discusses preliminary
numerical results obtained in conceivable biomedical scenarios. Finally, Sect. 5
draws the conclusions of the work and summarizes future research activities.

2 Related Works

Traditional harvesting mechanisms (exploiting solar, thermal, and wind sources)
are inefficient at the nanoscale. Thus, it is important to introduce new energy
harvesting models, like those using mechanical and chemical sources [6,13].
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Among the others, piezoelectric nanogenerators composed by lead zirconate
titanate [16] or Zinc Oxide [22] nanowires, are widely considered promising solu-
tions for retrieving energy at the nanoscale. Here, the vibrations or motions
existing in the surrounding environment bent or compress the nanowires gen-
erating an electric current at their ends which charges an ultra-nanocapacitor
[17].

Nowadays, several contributions already studied the usage of piezoelectric
nanogenerators in nanoscale wireless communications. For example, [8] and [23]
model the energy state of nano-devices through Markov chain, while jointly
considering the energy harvesting rate and the energy consumption due to the
communication process. The study presented in [24] theoretically investigates the
achievable throughput of energy harvesting nanonetworks. Other contributions
formulate energy-aware mechanisms at different levels of the protocol stack: the
energy budget is used to define the time between two consecutive transmissions
at the physical layer [4], to control data dissemination in a wireless nano-sensor
network [18,20], and to properly manage the Media Access Control protocol
[2,3,12–14,21].

At the time of this writing, and to the best of authors’ knowledge, the infor-
mation about the available energy budget has never been exploited for conceiv-
ing power control mechanisms in nanoscale wireless communication systems. In
[15], the same authors of this paper propose a preliminary energy-aware transmis-
sion scheme for diffusion-based molecular communication that dynamically tunes
(exploiting the control theory) the transmission power starting from the amount
of available energy retrieved by a piezoelectric nanogenerator. This promising
approach is applied herein in the context of nanoscale wireless communications
enabling biomedical applications, while deeply taking into account the pecu-
liarities of electromagnetic waves transmitted in the terahertz band and the
propagation impairments registered in human tissues.

3 The Proposed Approach

This work considers a nano-device implanted in the human body and fed by a
piezoelectric nanogenerator. It is able to collect biomedical information (e.g., the
presence of sodium, glucose, other ions in blood, cholesterol, cancer biomarkers,
and other infectious agents) and communicate them to a receiver positioned on
the skin surface by means of electromagnetic waves in the terahertz band. Then,
the obtained information can be transmitted to a remote device through tradi-
tional communication paradigms. The reference scenario is depicted in Fig. 1.

The main analytical symbols used in this paper are reported in Table 1.

3.1 Application Model and Transmission Scheme

At the physical layer, the nano-device sends messages of M bits by using the TS-
OOK modulation scheme. These messages are generated according to a Poisson
distribution with parameter λ. The duty cycle of the signal to transmit represents
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Transmitter
nano-device

Receiver
nano-device

Remote
device

Terahertz
communication

Traditional
communication

Fig. 1. The reference scenario.

Table 1. List of the main symbols used in this paper.

Symbol Description

Tp, Ep Time interval needed to transmit a pulse

and resulting consumed energy

M Number of bit per frame

λ Average number of frames per second

σ, μ Standard deviation and mean of the

Gaussian pulse

d Distance between transmitter and receiver

nano-devices

f , fm, fM Communication frequency, lower operative

frequency, and higher operative frequency

Aabs(f, d),

Aspread(f, d),

A(f, d)

Absorption, spreading, and total path loss

S(f), N(f, d) Signal power spectral density and noise

power spectral density

C(d) Upper bound of the channel capacity

δ(t), δ Duty cycle of the signal to transmit and its

average value

ρ Occurrence probability of bit 1

vh, ih(t), Rh Generator voltage, generator current, and

resistance of the circuit modeling the

harvesting process

hh Amount of harvested energy per cycle

th Time duration of the harvesting cycle

Cu Capacitance of the ultra-nanocapacitor

iu(t) Current through the ultra-nanocapacitor

id(t) Load current modeling the discharging

process

gp Proportional gain of the controller

Vu(t),
•

V u(t) Voltage across the ultra-nanocapacitor and

its variation

E0 Set point of the closed-loop control scheme

E(t) Available energy budget at the

ultra-nanocapacitor

Emin Minimum amount of energy required to

transmit bit 1

Ec Amount of energy consumed per frame at

the equilibrium

Veq Equilibrium point of the closed-loop control

scheme
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the ratio between the total amount of time spent to transmit the bits 1 of a frame
and the frame duration itself. Thus, considering a probability of bit 1 equal to
ρ, a pulse duration of Tp, and an average inter-arrival message time 1/λ, the
average duty cycle of the signal to transmit is equal to:

δ = ρMTpλ. (1)

With TS-OOK, the bit 1 is encoded by means of a short pulse (i.e., Tp = 100
fs), and the bit 0 is represented by the silence. The pulse shape is modeled
as a derivative of the Gaussian function with mean μ and standard deviation
σ: s(t) = (σ

√
2π)−1e−(t−μ)2/(2σ2) [7]. Considering the first derivative of that

Gaussian function, the signal power spectral density of the pulse-based signal is:

S(f) =

⎛
⎝ EpTp∫ fM

fm
(2πf)2e(−2πσf)2df

⎞
⎠ (2πf)2e(−2πσf)2 (2)

where Ep, fm, and fM are the energy associated with a transmitted pulse, the
lower operative frequency and the higher operative frequency, respectively.

3.2 Propagation Model and Channel Capacity

The propagation of the electromagnetic field in human tissues is modeled by
considering a non-homogeneous and dispersive stratified medium, where each
layer (stratum corneum, epidermis, dermis and fat) is defined by its dielectric
properties and thickness [19]. The total path loss, A(f, d), describes the total
attenuation of the signal propagating across the human skin and is computed by
summing the absorption path loss, due to the attenuation produced by the vibra-
tions of the transmitted electromagnetic wave (i.e., Aabs(f, d)|dB = 10k(f)d log e,
where k(f) is the medium absorption coefficient), and the spreading path loss,
due to the expansion of electromagnetic waves during the propagation (i.e.,
Aspread(f, d)|dB = 20 log(4π

∫ z

z0

dz
λg(f,d) ), where z0 is the reference section and

λg is the wavelength of the plane wave propagating in the stratified medium
[19]). The noise power spectral density is computed as N(f, d) = kBTeq(f, d),
where kB is the Boltzmann constant and Teq(f, d) is the equivalent molecular
noise temperature due to the molecular absorption.

To evaluate the Signal to Noise Ratio (SNR) and the resulting upper bound
of the channel capacity, the total bandwidth B is divided into many narrow
sub-bands lasting Δf , where the channel is non-selective. Then, the SNR for the
i-th sub-band centered at the frequency fi at a distance d, can be computed as:
SNR(fi, d) = S(fi)/(A(fi, d)N(fi, d)). According to the Shannon theorem and
considering (2), the upper bound of the channel capacity is affected by the pulse
energy, Ep:

C(d) =
∑

i

Δf log2 [1 + SNR(fi, d)] =

=
∑

i

Δf log2

[
1 +

(
EpTp

∫ fM
fm

(2πf)2e(−2πσf)2df

)
(2πfi)2e(−2πσfi)

2

A(fi, d)N(fi, d)

]
.

(3)
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3.3 The Investigated Control Law

As depicted in Fig. 2(a), the nano-device retrieves energy from the vibrations in
the surrounding environments by means of a piezoelectric nanogenerator com-
posed by an array of Zinc Oxide nanowires [22], converts the alternating current
in a direct one with a rectifier element, and stores the energy within an ultra-
nanocapacitor. The retrieved energy is used to feed the communication processes.

The amount of energy available within the ultra-nanocapacitor is computed
by jointly considering the harvesting and the discharging processes. According to
[8,23], the harvesting process is modeled through an ideal voltage source, vh, in
series with a resistor, Rh, and the ultra-nanocapacitor, Cu. This source generates
an amount of charge per cycle, hh, every th seconds. Let ih(t), iu(t) and Vu(t) be
the generator current, the current passing through the ultra-nanocapacitor and
the voltage across the ultra-nanocapacitor, respectively. The discharging process,
instead, is modeled as a current source in parallel with the ultra-nanocapacitor
with a load current id(t). The resulting equivalent circuit describing the harvest-
ing and discharging processes is shown in Fig. 2(b).

The methodology investigated in this paper allows a nano-device to dynam-
ically tune the energy consumed for the transmission of a M -bits long frame
starting from the amount of available energy with a feedback control scheme.
Accordingly, the load current id(t) is dynamically tuned with a proportional
controller. The control law is designed with the aim of obtaining a positive value
of id(t), causing a positive energy consumption during the transmission of infor-
mation messages. Accordingly, the proportional gain can only be greater than 0
(i.e., gp > 0) and the energy budget available at the ultra-nanocapacitor, E(t),
is used as feedback variable. Furthermore, a null set point is considered (i.e.,
E0 = 0), so that the load current, id(t), is proportional to the available energy
budget. The resulting feedback control system, depicted in Fig. 3, is analytically
modeled by considering the voltage across the ultra-nanocapacitor, Vu(t), as the
state variable. Based on the procedure presented in [15], the time variation of
the voltage across the ultra-nanocapacitor,

•

V u(t), caused by the aforementioned
harvesting and discharging processes is modeled by the following state equation:

•

V u(t) =
vh

RhCu
− Vu(t)

RhCu
− gpδ(t)Vu(t)2

2
. (4)

Since E(t) = CuVu(t)2/2, the resulting closed-loop control scheme is nonlinear.

Piezoelectric
Nanogenerator Rectifier

Transmitter Nano-device

Ultra-
nanocapacitor

(a)

+
_

Equivalent Circuit

(b)

Fig. 2. (a) Harvesting mechanism and (b) equivalent circuit modeling harvesting and
discharging processes.
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x ++

Discharging process Harvesting process

Fig. 3. The investigated closed-loop control scheme.

Equilibrium Point. After a transitory time, the system usually reaches one
of the equilibrium points where it will remain for all future time. Analytically,
for a continuous-time dynamical system, the equilibrium points are found by
assuming a constant input (i.e., the average duty cycle of the signal to transmit,
δ) and by imposing

•

V u(t) = 0. Note that the equilibrium point should be a
positive value. A negative equilibrium point, in fact, implies an inversion of the
polarization of the voltage across the ultra-nanocapacitor, meaning that the load
drains more current than the one generated by the harvesting process. Indeed,
the only acceptable equilibrium point for the considered system is:

Veq =
−1 +

√
1 + 2δvhgpRhCu

δgpRhCu

. (5)

Acceptable Value for the Proportional Gain. Besides the initial assump-
tion on the proportional gain (i.e., gp > 0), other technological constraints should
be considered in order to evaluate the range of its acceptable values.

First, the equilibrium point in (5) must assume real values. Thus, the squared
root and the denominator are set greater and different from zero, respectively:

1 + 2δvhgpRhCu ≥ 0 and δgpRhCu �= 0. (6)

The analytical result of (6) states that gp ≥ −1/2δvhRhCu and gp �= 0.
Therefore, considering the initial assumption on the proportional gain (i.e.,
gp > 0), this first condition is always verified.

Second, as highlighted in the derivation of the equilibrium point, it cannot
be a negative value (i.e., Veq > 0). This condition is always verified when gp > 0.

Third, the equilibrium point cannot exceed the source voltage, vh, that is
Veq ≤ vh. Accordingly:

Veq =
−1 +

√
1 + 2δvhgpRhCu

δgpRhCu

≤ vh. (7)

Also in this case, this condition is always satisfied when gp > 0.
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Finally, the fourth constraint states that the load current id(t) and, in
turns, the amount of consumed energy at the equilibrium, Ec, computed by
the closed-loop control scheme should ensure the transmission of one packet
entirely composed by 1-bits guaranteeing the target Shannon capacity level:
Ec = id(t)Vu(t)λ−1|Veq,δ ≥ Emin, where Emin = MEp. Indeed, given that

id(t) = gpCuδ(t)Vu(t)2/2, it comes that:

Ec =
CuδgpVeq

3

2λ
≥ Emin. (8)

Analytically, (8) is verified if −
√

(vhλ−1(3EminRh−vh
2λ−1))2−4Emin

3λ−1Rh
3

Emin
2δCuRh

3

− vhλ−1(3EminRh−vh
2λ−1)

Emin
2δCuRh

3 ≤ gp ≤
√

(vhλ−1(3EminRh−vh
2λ−1))2−4Emin

3λ−1Rh
3

Emin
2δCuRh

3

− vhλ−1(3EminRh−vh
2λ−1)

Emin
2δCuRh

3 .

To sum up, among all the studied conditions, the fourth constraint determines
both the upper and the lower bounds to the acceptable range of values of gp.

Stability Analysis. The state equation in (4) can be linearized around the
equilibrium point, Veq, by using the Taylor series:

•

V u(t) = f(Vu(t), δ(t)) ≈
f(Veq, δ)+∇f(Veq, δ)·

[Vu(t) D(t)
]T

, where f(Veq, δ) = 0 by definition, Vu(t) =
Vu(t)−Veq and D(t) = δ(t)− δ. Considering Vu(t) as the new state variable, the
linearized state equation can be written as:

•

Vu(t) =
∂f(Vu(t), δ(t))

∂Vu(t)

∣∣∣∣
Veq,δ

Vu(t) +
∂f(Vu(t), δ(t))

∂δ(t)

∣∣∣∣
Veq,δ

D(t) =

=
(

− 1
RhCu

− δVeqgp

)
Vu(t) − gpVeq

2

2
D(t).

(9)

The asymptotic stability around the equilibrium point of the linearized sys-
tem in (9) is studied by posing the coefficient of Vu(t) less than 0 [10], that
is: −1/(RhCu) − δVeqgp < 0. By substituting (5) in this inequality, it comes

−
√

1 + 2δvhgpRhCu/RhCu < 0 which is always verified. Therefore, considering
the initial assumption on the proportional gain (i.e., gp > 0), it comes that the
system having the state equation defined in (4) is asymptotically stable around
Veq for any gp > 0.

4 Numerical Results

The following numerical analysis aims at evaluating the behavior of the inves-
tigated feedback control scheme in conceivable biomedical scenarios, while con-
sidering different communication distances, frame sizes, and message generation
statistics. The results are obtained through Matlab scripts, modeling the system
described in Sect. 3.
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Table 2. Summary of simulation parameters.

Parameters Values References

Tp 100 fs [8]

vh 0.42 V [8,22]

Cu 9 nF [5,8,17]

hh 6 pC [5,8,17]

th 1 s [8,22]

σ 0.15 [19]

f [0.5 THz–1.5 THz] [19]

M 40 bit–100 bit [5,8]

λ 10−2 frames/s–10−3 frames/s–10−4 frames/s

d 3 mm–4 mm–5 mm [8,19]

C 1 Mbps [11]

Regarding the harvesting process, the proposed study considers the human
heartbeat as energy source. According to [8,22], the time duration of the har-
vesting cycle and the generator voltage are equal to 1 s and 0.42 V, respectively.
Given that the size of both piezoelectric nanogenerator and ultra-nanocapacitor
strongly affect the capacitance of the ultra-nanocapacitor, Cu, and the amount of
harvested energy per cycle, hh, [5,8,17], when these sizes are equal to 1000µm2,
reasonable values for Cu and hh are 9 nF and 6 pC, respectively. The source
resistor is set to Rh = vhth

hh
[8]. Starting from the propagation model presented

in [19], the standard deviation of the pulse is set to σ = 0.15 and the commu-
nication frequency spans from 0.5 THz to 1.5 THz. To evaluate the impact of
application settings on the system performance, the proposed analysis considers
two frame sizes, that are M = 40 bit [5] and M = 100 bit [8], and an average
number of frames per second, spanning from 10−2 frames/s to 10−4 frames/s.
The values of system parameters used throughout the numerical evaluation are
summarized in Table 2.

Figure 4 shows the upper bound of the channel capacity obtained according
to (3) as a function of the communication distance and the pulse energy. Con-
sidering the target Shannon capacity equal to 1 Mbps, different communication
distances equal to d = 3 mm, d = 4 mm, and d = 5 mm can be reached by
setting the minimum required energy per pulse to Emin = 10 fJ, Emin = 1 pJ,
and Emin = 100 pJ, respectively. These quantities are in line with the current
state of the art [8,9,11].

Given the constraints presented in Sect. 3.3, Table 3 reports the range of
acceptable values for the proportional gain considering the aforementioned
parameter settings. It is important to note that the range of acceptable gp dras-
tically reduces with the frame size, the communication distance, and the average
number of frames per second. Moreover, the configuration with communication
distance equal to 4 mm, 100 bit per frame, and λ = 10−2 frames/s has not
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Fig. 4. Upper bound of the channel capacity.
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(d) M = 100 bit, d = 4 mm

Fig. 5. Variation of the state variable, Vu(t), in the time domain.

Table 3. List of the minimum and maximum acceptable proportional gain values.

d = 3 mm d = 4 mm d = 5 mm

M = 40 bitM = 100 bitM = 40 bit M = 100 bitM = 40 bit M = 100 bit

λ = 10−2 frames/sgpmin [V−1s−1] 6.03 × 1086.07 × 108 1.16 × 1011Unfeasible Unfeasible Unfeasible

gpmax [V−1s−1]1.5 × 10179.48 × 10157.74 × 1012Unfeasible Unfeasible Unfeasible

λ = 10−3 frames/sgpmin [V−1s−1] 6 × 108 6 × 108 6.3 × 1010 6.8 × 1010 Unfeasible Unfeasible

gpmax [V−1s−1]1.5 × 10209.6 × 1018 1.43 × 10168.46 × 1014Unfeasible Unfeasible

λ = 10−4 frames/sgpmin [V−1s−1] 5.94 × 1085.99 × 108 6.03 × 10106.07 × 10101.16 × 1013Unfeasible

gpmax [V−1s−1]1.5 × 10239.6 × 1021 1.5 × 1019 9.5 × 1017 7.74 × 1014Unfeasible

acceptable proportional gain values and it is unfeasible. As well, increasing of
the communication distance to 5 mm makes unfeasible all the configurations,
except the one for M = 40 bit and λ = 10−2 frames/s. For the following anal-
ysis, only the communication distances equal to 3 mm and 4 mm are taken
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(d) M = 100 bit, d = 4 mm

Fig. 6. Variation of the consumed energy in the time domain.

as example and a common intermediate value of gp (i.e., gpint = 7.74 × 1011

V−1s−1) is chosen starting from the resulting acceptable ranges.
Figure 5 depicts the variation of voltage across the ultra-nanocapacitor, Vu(t),

in the time domain as a function of the communication distance, d, the frame size,
M , and the average number of frames per second, λ. Globally, the equilibrium
point, Veq, decreases when λ increases. In fact, given the frame size M and the
distance between transmitter and receiver d, a higher λ implies a lower time
interval between consecutive message generations. This way, the system has less
time to retrieve energy, leading to a lower energy budget and a lower equilibrium
point. At the same time, when the transmitter has to transmit a higher number
of bit per frame, M , the energy budget decreases, thus reducing the value of
the equilibrium point. It is worthwhile to note that, given the value of gp, the
communication distance does not affect the value of the equilibrium point.

The effect of λ, d, and M on the variation of the consumed energy in the time
domain is shown in Fig. 6. First of all, the energy consumed at the equilibrium,
Ec, is usually higher when M increases. Moreover, the decreasing of the average
number of frames per second, λ, implies the increment of Ec. In fact, as demon-
strated for the equilibrium point, higher values of λ correspond to lower energy
budget. Thus, given the proportional gain gp, the amount of energy consumed
for the communication process is lower. Also in this case, when the gp is fixed,
the communication distance does not affect the value of the energy consumed at
the equilibrium. On the other hand, the minimum amount of energy required to
transmit a message entirely composed by 1-bits, Emin, obviously increases when
the number of bit per frame and the communication distance increase. In any
case, the amount of energy consumed at the equilibrium is higher than Emin.
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Fig. 7. Variation of (a) the state variable and (b) the consumed energy in the time
domain during the transmission of a sequence of packets by considering three different
acceptable values of gp, λ = 10−2 frames/s, M = 40 bit, and d = 4 mm.

As shown in Fig. 7(a), the voltage across the ultra-nanocapacitor and the
amount of energy consumed for the packet transmission is also affected by the
proportional gain, gp. Given the average number of frames per second, the num-
ber of bit per frame and the communication distance, the equilibrium point
increases when gp decreases. In fact, lower values of gp imply a decrement of
the percentage of energy consumed for transmission purposes, allowing the sys-
tem to reach higher equilibrium point. Combining the voltage across the ultra-
nanocapacitor at the equilibrium and the value of the proportional gain, indeed,
the maximum amount of energy is consumed when an intermediate value of gp

is used (see Fig. 7(b)).

5 Conclusion

This paper investigated a power control scheme for a nano-device fed by a piezo-
electric nanogenerator and willing to communicate in human tissues through
wireless communication in the terahertz band. After deriving the state equa-
tion of the resulting nonlinear system, the study of technological constraints and
asymptotic stability provided the suitable range of values for the proportional
gain. Finally, numerical examples showed the behavior of the proposed control
approach in biomedical conceivable scenarios. This study demonstrated that the
equilibrium point decreases when the inter-arrival message time decreases and
the frame size increases, the resulting energy consumed at the equilibrium usu-
ally increases when the number of bit per frame and the inter-arrival message
time increase, the increasing of the proportional gain implies the decreasing of the
equilibrium point, and the maximum energy consumption is obtained when inter-
mediate values of the proportional gain are used. Future research activities will
investigate the effects of the conceived control law on the system performance,
while jointly considering reception process and various network configurations.
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Abstract. In 2015, the IEEE 802.15.4 standard was expanded by the
Deterministic and Synchronous Multi-Channel Extension (DSME) to
increase reliability, scalability and energy-efficiency in industrial appli-
cations. The extension offers a TDMA/FDMA-based channel access,
where time is divided into two alternating phases, a contention access
period (CAP) and a contention free period (CFP). During the CAP,
transmission slots can be allocated offering an exclusive access to the
shared medium during the CFP. The fraction τ of CFP’s time slots in
a dataframe is a critical value, because it directly influences agility and
throughput. A high throughput demands that the CFP is much longer
than the CAP, i.e., a high value of τ , because application data is only sent
during the CFP. High agility is given if the expected waiting time to send
a CAP message is short and that the length of the CAPs are long enough
to accommodate necessary GTS negotiations, i.e., a low value of τ . Once
DSME is configured according to the needs of an application, τ can only
assume one of two values and cannot be changed at run-time. In this
paper, we propose two extensions of DSME that allow to adopt τ to the
current traffic pattern. We show theoretically and through simulations
that the proposed extensions provide a high degree of responsiveness to
traffic fluctuations while keeping the throughput high.
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DSME Standard Parameters

aUB aUnitBackoffPeriod (symbols)
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CAP Contention access period

CFP Contention free period
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MD Multisuperframe duration

MO Multisuperframe order
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CM CAPs pe multisuperframe
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Notation Description

CTM CAP’s time slots per multisuperframe

GB GTSs per beacon interval

GS GTSs per superframe

MB Multisuperframes per beacon interval

NCAP Expected number of time slots to send a CAP message

pCAP Probability of generating a packet during the CAP

SB Superframes per beacon interval

SbC Symbols per CAP

SbS Symbols per superframe

SM Superframes per multisuperframe

TB Time slots per beacon interval

TCAP Expected time to send a CAP message (symbols)

TCh Expected channel access time (symbols)

TChCAP Expected channel access time for a packet generated during the CAP (symbols)

TChCFP Expected channel access time for a packet generated during the CFP (symbols)

TM Time slots per multisuperframe

TS Time slots per superframe

α Smoothing parameter of OpenDSME scheduler

δ Packets per second

η Ratio of superframes to CAPs per multisuperframe

τ Fraction of CFP’s time slots a dataframe

1 Introduction

The Deterministic Synchronous Multichannel Extension (DSME) [3] extends the
IEEE 802.15.4 standard. It allows nodes to exclusively reserve the resources
time and frequency to prevent interference caused by concurrently transmitting
devices inside of the network. Time is divided into two parts: contention free
period (CFP) and a contention access period (CAP). The handling of reserva-
tions is done during the CAP, while in the CFP application data is sent during
guaranteed time slots (GTSs).

The objectives of a high agility and a high throughput are conflicting. A
high throughput demands that the CFP is much longer than the CAP. Thus,
the fraction τ of CFP’s time slots in a dataframe is a critical value and each
application demands its dedicated fraction. High agility is given if the expected
waiting time TCAP to send a CAP message is short and that the length of
the CAPs are sufficiently long to accommodate the necessary (de)allocations of
GTSs.

Currently, DSME has defined two standard operating modes: CAP reduction,
abbreviated as CR, and no CAP reduction, abbreviated as NCR. The value of τ
in NCR mode is 7/16 and in CR mode increases to (15− 8(2SO−MO))/16. From
these values it is clear that these two operating modes offer extremely different
fractions. This does not allow an optimal usage of resources for a wide spectrum
of applications.

The goal of this work is to extend DSME such that the fraction τ can be
defined with a fine granularity and that it can be dynamically changed, i.e.,
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after deployment. We present two new mechanisms that provide more flexibility
in setting up τ and therefore provide a better support for dynamically varying
traffic. The first mechanism – Alternating CR (abbreviated as ACR) – alternates
every BI between CR and NCR. This way the actual number of CFP’s time
slots per BI alternates between two values every BI . The second mechanism –
Dynamic CR (abbreviated as DCR) – allocates GTS in CAPs locally according
to the GTS demands of individual nodes. The higher the demand for GTSs the
shorter will be the available CAP in superframes. While ACR is far easier to
implement and remains within the standard, DCR is more flexible with respect
to the fraction of CFP’s time slots in a dataframe.

We substantiate through theoretical analysis and simulations, that the two
approaches considerably expand the flexibility of DSME. The evaluation consid-
ers packet reception rate, mean queue length and the maximum number of allo-
cated GTSs. We show that data collection applications with different demands
can be optimally supported by choosing the mode. We believe that this work
considerably broadens the range of applications that can be optimally supported
by DSME.

2 Related Work

A comparative performance analysis of IEEE 802.15.4 and DSME has been car-
ried out in several works [2,4,6,8]. The analysis in [2] and [6] also covers the
Time-Slotted Channel Hopping (TSCH) MAC layer. The former work shows that
DSME and TSCH outperform IEEE 802.15.4 in scenarios with real-time require-
ments. The study of DSME shows that CR improves latency and throughput in
applications with strict demands. At the same time the energy consumption is
higher than NCR mode, since nodes operate in high duty cycles. The latter work
remarks the effectiveness of the multichannel feature of DSME in terms of delay.
Furthermore, simulation results demonstrate an increased network throughput
of about 7% with CR compared to NCR.

Jeon et al. evaluate in [4] single and multihop topologies. In both cases, the
reachable throughput in DSME is higher than IEEE 802.15.4. (e.g. in multihop
topology is about twelve times when CR is enabled). A scenario under interfer-
ence from IEEE 802.11b wireless networks is analyzed in [8]. Mainly, given the
channel diversity capability of DSME, the adaptability to varying traffic load
conditions, and robustness, it is demonstrated a better performance of DSME
over IEEE 802.15.4.

A simulative evaluation of DSME is made by F. Kauer in [5]. Results evidence
that for an increasing MO the network throughput increases when CR is enabled.
However, higher values of MO represent a severe reduction in total CAPs, which
means that the network is unable to handle the amount of managed traffic.

Regarding the impact of CR in DSME, Vallati et al. [11] analyze it from the
perspective of network formation. The authors propose an active backoff mecha-
nism and appropriate selection of configuration parameters, that along with CR
aim to reduce setup time up to a 60%. In the same direction, a dynamic mul-
tisuperframe tuning technique (DynaMO) in conjunction with CR is proposed
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in [7]. DynaMO was evaluated in openDSME showing a latency reduction up to
15–30% in a large scale networks.

3 Overview of DSME

DSME is a deterministic and synchronous MAC-layer protocol, which guaran-
tees global synchronization and network parameter dissemination through bea-
con messages. The essential parameters are beacon order (BO), multisuperframe
order (MO) and superframe order (SO). Beacons are repeated over time every
beacon interval (BI ), with a duration of BI = 15.36 × 2BO s. A BI structures
time by grouping superframes (SF ) into multisuperframes (MSF ) as illustrated
in Fig. 1. The number of multisuperframes in a BI and the number of superframes
in a MSF is calculated as NMSF = 2BO−MO and SM = 2MO−SO respectively. A
SF is further divided in 16 equally sized slots: the first one is for beacon trans-
mission, the subsequent eight slots form the contention access period (CAP) and
the remaining seven slots the contention free period (CFP).

CAP

CFP

CAP

CFP

CAP

CFP

CAP

CFP
Superframe

Multi-Superframe Multi-Superframe
Beacon Interval

C
ha

nn
el

s

Beacon GTS

Fig. 1. Frame structure in IEEE 802.15.4 DSME (BO − MO = MO − SO = 1).

In the CAP, the PAN coordinator selects one channel, CCAP, that is used
by nodes to exchange control messages via CSMA/CA. In the CFP, nodes com-
municate through GTSs, which are spread over time and frequency providing
exclusive access to the medium. A schedule of allocated GTSs is repeated every
MSF [3].

The available GTS bandwidth per MSF in NCR mode is 7×(2MO−SO)(GTS).
It can be increased by enabling the CR mechanism, in which only the CAP of
the first SF of each MSF is enabled. This is, the reduced CAPs become part
of the CFP. Thus, the total number of available GTSs per MSF in CR mode
equals 7 + 15 × (2MO−SO − 1)(GTS) [3].

4 The Proposed CAP Reduction Mechanisms

The use of CR increases throughput at the cost of reducing the number of CAPs
per MSF . As noted in [5,11], a severe reduction of the CAP reduces the respon-
siveness of the network to varying traffic demands. This effect is intensified for
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large-scale networks and higher values of MO since contention is higher and
TCAP is prolonged. Additionally, the adaptability of the network to changing
conditions (e.g. external interference) is affected. Therefore, it is necessary to
provide enough time in the CAPs for exchanging channel states and based on
that to schedule GTSs efficiently [10]. We propose two CAP reduction mech-
anisms to address these problems: Alternating CAP-Reduction and Dynamic
CAP-Reduction. In the following both mechanisms will be fully described.

4.1 Alternating CAP-Reduction (ACR)

ACR alternates between NCR and CR every beacon interval. The alternation is
not initiated by a central node, e.g., by broadcasting new configuration param-
eters into the network. Instead nodes know from information encoded in the
beacons when to switch mode. The advantage of ACR is a higher GTS band-
width compared to NCR with the minimum effect on CSMA traffic. That is
because switching between CR and NCR is performed systematically, and nodes
do not have to exchange additional control messages during the CAP to trigger
a change of the operating mode. Moreover, latency does not increase because of
the frame structure realignment after each change of the operating mode (i.e.,
from NCR to CR and vice versa).

As part of the initialization, any node except for the root node (i.e. PAN
coordinator), which operates in ACR, starts operating in CR to guarantee that
CAP phases will be enabled for CSMA traffic and will not be affected by self-
interference given by TDMA traffic from nodes already operating in ACR. Then,
after association, nodes receive a beacon from their parents (e.g. PAN coordi-
nator or coordinators), in which the cap reduction field is retrieved to initialize
the network’s operating mode (i.e. NCR or CR). This is also done in subsequent
BI s. Since nodes know when BI s start, the implementation of the alternating
behavior is straightforward. Synchronization is guaranteed considering that all
beacons transmitted in the network are allocated within in and repeated every
BI .

The frame structure of ACR is illustrated in Fig. 2 for the case MO = SO+1
and BO = MO. ACR does not increase the potential GTS bandwidth provided
by CR. In fact, τ is incremented by the factor 2.14((2MO−SO−1)/(2MO−SO+1))
compared to the fraction τ of NCR.

Scheduling of GTSs. GTSs in ACR are classified according to the type of
access period they belong to: contention access period GTSs (CAP-GTS) or
contention free period GTSs (CFP-GTS). They can be handled in two ways: by
defining separate schedules according to flow priorities or by allocating CAP-
GTSs as overprovisioning. The first approach introduces the concept of flows,
that enables higher layers (e.g. routing) to manage different schedules depending
on the priority of packets, i.e., high priority for flows with a period of Tflow ≤ BI
and low priority otherwise. The second approach schedules CAP-GTS to deliver
queued packets or to perform packet retransmissions as soon as possible. In this
work, the second alternative is implemented.
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Fig. 2. Frame structure in ACR (BO = MO,MO− SO = 1).

4.2 Dynamic CAP-Reduction (DCR)

DCR starts in NCR mode and is triggered when all GTSs in the CFPs are
depleted, i.e., allocated. At this point, DCR allocates additional GTSs during
CAPs through the standard DSME 3-way handshake. For this, two allocating
nodes, v and w, negotiate a GTS during the last time slot of a random SF ’s
CAP, shrinking it from that moment on. The last slot is chosen because GTS
negotiations are triggered at the start of CAPs in openDSME and thus the first
slots of a CAP are usually busier than the last slots. Choosing a random CAP
ensures that CAPs are reduced evenly and about the same time is available
for GTS negotiations during all portions of a MSF . Thereby, DCR does not
affect the first CAP of a MSF . The channel C, is chosen so that C �= CCAP.
Therefore, communication during the new GTS does not interfere with regular
CAP traffic. All nodes, except v and w, can use the CAP normally with the
restriction that they cannot communicate with v or w during the allocated GTS.
This means, DCR reduces CAPs locally. After an allocation of DCR, v and w
have reduced their CAP by one slot, while a third node x can use one less CAP
slot for communication with them but all CAP slots for communication with
other nodes. The rest of the network remains unaffected. Optionally, x can hold
back messages to v or w during the allocated GTS and send those during the
next CAP to reduce traffic.

Based on the network’s traffic demand, DCR continues allocating additional
GTSs during CAPs until CR mode is reached. That means, the first CAP of every
MSF is not affected to ensure that GTSs can be deallocated again. This way,
up to 8× (2MO−SO − 1) additional GTSs can be allocated. The resulting frame
structure of DCR is illustrated in Fig. 3, where the last GTS of a CAP is allocated
first. The deallocation of GTSs works exactly the opposite way. However, CAPs
can become fragmented during GTS deallocation, e.g., if the first and third GTS
allocation was done by one node and the second GTS allocation was done by
another. Then, the deallocation of the second GTS results in a split CAP. A
solution is the relocation of the third GTS to a later time slot. This behavior
is currently not implemented, but also not mandatory as timers are stopped
outside of CAP slots and therefore no timeouts for CAP messages occur.
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Fig. 3. Frame structure in DCR (MO− SO = 1).

Scheduling of GTSs. DCR provides opportunities for more sophisticated
scheduling algorithms. For example, a scheduler could decide to allocate addi-
tional GTSs during the CAP if traffic demand is high but deallocate GTSs again
if the PRR of the CAP traffic falls below a certain threshold, e.g., during traffic
fluctuations. Additionally, a modification of the scheduler has to be done i.e.,
the scheduler first allocates GTSs during the CFP until they are depleted and
then starts allocating GTSs during the CAP.

4.3 An Example of ACR and DCR in DSME

Figure 4 shows an example of how the two proposed CAP reduction mechanisms
work. Here two nodes (v and w) send messages to the coordinator (Hc). The GTS
during the CFP are already completely allocated, as illustrated in the schedules
for the two mechanisms.

With ACR, nodes switch between CR and NCR every BI , and information
about the current operating mode is retrieved through beacons received from
Hc. As it is shown in this example, during the BI at time t, represented in the
first row, nodes operate in NCR. During that BI , a total number of 28 GTSs
can be allocated. Then, during the next BI at time t + BI, in the second row,
nodes alternate their frame structure to CR with a maximum of 44 usable GTSs.
This alternating behavior allows nodes to allocate extra GTSs in the extended
CFPs. ACR would even work if the beacon from Hc is not heard by, e.g., v
because nodes also keep track of time themselves and can switch between CR
and NCR autonomously after they heard the first beacon, immediately after
the association to the network is completed. Additionally, ACR allows static
schedules because the frame structure is completely deterministic (i.e. every BI ,
the frame structure switches from CR to NCR or vice versa).

For DCR, additional GTS resources are created through the DSME 3-way
handshake when all GTSs during CFPs are allocated. Here, v allocates an addi-
tional GTS with Hc. For the new GTS, the CAPs of Hc and v are locally reduced
and a GTS is allocated on a different channel than CCAP. This way, w can con-
tinue using all CAP slots for communication with nodes other than v and Hc
(which are not shown here). The benefit is that the number of additionally cre-
ated GTSs is a direct effect of the traffic load and therefore no unused GTS
during the CAP occur.
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Fig. 4. Example of ACR and DCR making more GTS resources available in a network
with 3 nodes (BO−MO = 1,MO− SO = 1).

5 Metrics and Hypotheses

There is a number of relevant metrics for the evaluation of the proposed CAP
reduction mechanisms. These include, at an abstract level, the adaptability of
DSME with respect to time varying traffic and the fraction of CFP’s time slots
in a dataframe, i.e., the fraction τ . Adaptability refers the time for (de)allocating
a GTS. That is because the proposed mechanims try to increase the potential
throughput while maintaining responsiveness and reliability. For the simulative
evaluation also the packet reception ratio (PRR), mean queue length, the max-
imum number of allocated GTS and dwell time are relevant as they indirectly
represent adaptability and throughput of DSME.

It can be expected that overall performance of the described CAP reduction
mechanisms strongly depends on the difference MO − SO, since the two param-
eters directly control the number of SF per MSF and thus the frequency of
the CAPs per MSF . An analysis of this difference can be made considering two
cases: Varying MO while fixing SO or varying SO while fixing MO. The former
keeps the slot length constant and for each increment of MO, the length of the
MSF as well as the number of CAPs per MSF is doubled. The latter preserves
the length of the MSF , and each increment of SO doubles the slot length and
halves the number of CAPs per MSF .

In case of CR the CAP frequency per MSF is always equals 1. Therefore, for
a fixed SO, increasing MO means enlarging the MSF length and thus increasing
TCAP. In other words, as the difference between MO and SO increases, CR
performs worse as there are not enough CAPs to (de)allocate all GTSs in time.
For a fixed MO, decreasing the value of SO increases SM by reducing the length
of the SF and therefore the length of CAPs. Thus, as the difference between MO
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and SO increases, CR’s performance degrades, because the reduction of time in
CAPs diminishes the capability of the network to (de)allocate GTSs to adapt
rapidly to fluctuating traffic.

On the other hand, differences between MO and SO should not have an
strong effect for NCR. This is, because either fixing SO or MO, the number of
CAPs per time stays invariant. In some scenarios (e.g. highly varying traffic),
MO could be an influencing parameter because it determines the period in which
the scheduler updates the number of required GTSs to adapt to traffic changes in
the network. Thus, the higher MO the lower the responsiveness of the network
to rapid traffic changes over time. In case of the scheduler of openDSME, it
uses hysteresis and a smoothing parameter, α, to manage effectively such traffic
fluctuations in the network. Therefore, the parameters MO and SO should not
have a significant influence on NCR as stated above.

In ACR, the alternation between CR and NCR every BI guarantees that
the average amount of time in CAPs is enough to accomplish the required GTS
(de)allocations to meet traffic demands. Moreover, the scheduling strategy guar-
antees stability because it first allocates CFP-GTS and then CAP-GTS, which
are less frequent over time. Therefore, as well as NCR, we do not expect higher
changes in ACR’s performance given by differences between MO and SO. DCR
should converge to CR or NCR, depending on which one performs better, and
should even exhibit a better performance for a large difference between MO and
SO.

6 Theoretical Evaluation

The goal of the new CAP reduction mechanisms is to increase throughput while
maintaining adaptability to time varying traffic. We mainly consider two metrics:
the fraction τ and the adaptability of DSME expressed by the expected time
to send a CAP message, NCAP. Both metrics strongly depend on the average
number of CAPs per MSF , CM, and the average number of CAP’s time slots
per MSF , CTM. For example, CR heavily sacrifices adaptability for a higher
throughput, which is especially problematic if not all GTSs are utilized, because
they could have been used for CAP traffic. The proposed mechanisms overcome
this problem by modifying CM (ACR) and CTM (DCR).

6.1 The Fraction τ of CFP’s Time Slots in a Dataframe

The value of τ can be calculated based on CM and CTM as

τ =
TM − CTM − SM

TM
, (1)

where TM = 16×SM is the total number of time slots in a MSF . Subtraction of
SM is required to account for SM beacon slots per MSF . Therefore, τ increases
for decreasing values of CTM, as illustrated in Table 1. NCR is independent
of MO, while CR converges towards 93.75% as MO increases. ACR offers a
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compromise between NCR and CR. Similarly, DCR dynamically adapts the time
for sending packets with the lower bound equal to NCR and the upper bound
equal to CR.

Table 1. Values of τ of CFP’s time slots in a dataframe for increasing values of MO.

MO = 4 MO = 5 MO = 6 MO = 7

NCR 43.75% 43.75% 43.75% 43.75%
CR 68.75% 81.25% 87.5% 90.06%
ACR 56.25% 62.5% 65.63% 67.19%
DCR 43.75%–68.75% 43.75%–81.25% 43.75%–87.5% 43.75%–90.06%

6.2 Expected Time to Send a CAP Message

The adaptability of DSME is characterized by the expected time to allocate a
new GTS, i.e., the expected time until a GTS-handshake can be conducted in a
CAP. In contrast to τ , which indicates the maximum throughput of a system,
adaptability expresses how long it would take to allocate all required GTSs.
Since a time slot is a baseline unit in DSME’s frame structure, we consider it to
estimate adaptability in terms of the expected number of time slots that a node
must wait to send a CAP message, i.e. NCAP. This value is calculated per MSF
as follows

NCAP(CM,CTM) =
∑TM−CTM

CM
i=1 i

TM
. (2)

The expected number of time slots to send a CAP message in NCR is
NCAP(SM, 8 × SM), which is independent of MO with a value of 2.25 time
slots. For CR this value is NCAP(1, 8). Hence, it dependents on the difference
between MO and SO. As shown in Table 2, the expected waiting times to send
a CAP message increase exponentially for an increasing MO. For ACR, NCAP

is calculated as an average of the expected times for CR and NCR. The value
amounts to 0.5 × (NCAP(SM, 8 × SM) + NCAP(1, 8)). DCR dynamically adjusts
the number of additional GTSs between NCR and CR so that the expected times
are bounded by the expected times of these mechanisms.

Expected Channel Access Time on Symbol Level. In the following, a
single channel access without contention is considered where the corresponding
packet is generated according to a uniform distribution on the interval [0,MD].
Two cases have to be considered: packet generation during the CFP and packet
generation during the CAP. For the calculation, beacon slots are treated as CFP
slots in which no data is sent.
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Table 2. Expected time to send a CAP message on time slot level for increasing MO.

MO = 4 MO = 5 MO = 6 MO = 7

NCR 2.25 2.25 2.25 2.25
CR 9.38 24.94 56.72 120.61
ACR 5.81 14.10 29.49 61.43
DCR 2.25–9.38 2.25–24.94 2.25–56.72 2.25–120.61

generating a packet during a CAP is given by

pCAP =
CTM
TM

. (3)

The system can be discretized in time steps, aUB, of aUnitBackoffPeriod, the
base duration for the CSMA/CA algorithm. If a packet is generated at the end of
the CAP, its transmission is more likely to be shifted to the next CAP. Therefore,
the expected CSMA/CA backoff duration, Tb(s), for a packet generated during
the sth CSMA/CA slot is given by

Tb(s) =
∑i≤2BE−1

i=0 B(s, i)
2BE − 1

(4)

B(s, i) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

i × aUB if aUB × (s + i) < SbC

η × SbS − aUB × s

+aUB(i + s) mod SbC

+η × SbS�aUB(s+i)
SbC �

otherwise
, (5)

where BE is the backoff exponent of the CSMA/CA algorithm, SbS = 16 ×
60 × 2SO is the number of symbols per SF , SbC = CTM

CM × 60 × 2SO is the
number of symbols per CAP, and η = SM

CM is a stretching factor if CM < SM
under the assumption that CAPs are evenly distributed in the MSF . In other
words: Eq. (4) calculates the expected backoff from a given slot for all possible
CSMA/CA backoff values. The total backoff, B, equals to the CSMA/CA backoff
(i × aUB) if there is enough space in the CAP. Otherwise, it includes the wait
duration of the CFPs. In this case (Eq. (5), case otherwise), the first summand
is the backoff until the next CAP from the time of the packet generation, the
second summand is the remaining backoff time in a latter CAP, and the third
term adds the backoff for multiple superframes if i × aUB spans over multiple
CAP phases. The expected channel access time, TChCAP, for a packet generation
during the CAP can then be calculated as

TChCAP =
∑s<CTM/(aUB×CM)

s=0 Tb(s)
CTM/(aUB × CM)

. (6)

CFP, the expected channel access time is the combination of the expected
time to send a CAP message, i.e. TCAP, and the expected CSMA/CA backoff



170 F. Meyer et al.

time from slot 0. The expected time to send a CAP message on symbol level
is given by TCAP = 0.5 × (TCAPmin + TCAPmax), where TCAPmin = 1 is the
minimum time to send a CAP message and TCAPmax is the maximum time to
send a CAP message and given by

TCAPmax = η × SbS − SbC (7)

The expected channel access time, TChCFP, for a packet generated during the
CFP is TChCFP = TCAP + Tb(0).

then given by

TCh = pCAP × TChCAP + (1 − pCAP) × TChCFP. (8)

CM and CTM is shown in Fig. 5. Here, one can see that ACR achieves a much
lower expected channel access time than CR mode. Therefore, the adaptability
with ACR is higher. It can be seen that the expected channel access time scales
exponentially with a decreasing CAP frequency and ACR operates at the part
where a good adaptability is still given. In contrast to that, DCR reduces the
number of slots in individual CAPs. Therefore, the expected time to send a CAP
message is always quite low. However, in extreme cases all CAP slots might be
allocated and DCR performs as CR in terms of expected channel access time.

Fig. 5. Expected channel access time in time slots for different values of CM and
average number of time slots per CAP for SO = 3 and MO = 7. The performance
of the static CAP reduction mechanisms is marked by the green dots. (Color figure
online)
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7 Scenario Description

We focus on the widely used data-collection scenario using the converge-cast
pattern. In this pattern, routing is performed along a rooted oriented tree. In
particular we use a rooted binary tree topology with 31 nodes. We abstain from
using an unbalanced tree to eliminate the influence of heavily skewed traffic.
The chosen topology allows to analyze the behavior of nodes with different loads,
because traffic load increases exponentially from the leaves to the sink. All nodes
except the sink generate an average of δ = {1, . . . , 4} packets per second and
forward them along the routing tree to the sink. The packet generation follows a
Poisson distribution with mean λ and a one second observation interval to model
the dynamic behavior of nodes. Two packet generation patterns are considered:
generation of packets with λ = δ packets and generation of packets in bursts of
size δ and λ = 1 burst. The first scenario allows the assessment of the network
close to saturation because traffic is pretty stable. In the second scenario (bursty
traffic), the proposed CAP reduction mechanisms have to (de)allocate GTSs
continuously and adjust to the current traffic demand of the network.

We set SO = 3 so that a single packet with 127 bytes can be sent per GTS.
Furthermore, it insures that all CAPs have the same length for all configurations.
If not stated otherwise, we fix BO = 7 to guarantee sufficiently many beacon
slots in the network for all nodes to associate. The scenario is evaluated for 4 ≤
MO ≤ 7. Each node’s queue is divided in a CAP queue of length QCAP = 8, and
a GTS queue of length QGTS = 22, with a combined total capacity of 30 packets.
Table 3 summarizes the setup of the simulation. For each configuration, 20 runs
are conducted and results are shown with a 95% confidence level. Simulations
are done using OMNeT++ and openDSME.

Table 3. Setup of DSME parameters, traffic generator and TPS scheduling parameters.

Parameter SO MO BO α QCAP QGTS δ

Values 3 {4, . . . , 7} 7 0.1 8 22 {1, . . . , 4 }

8 Simulative Evaluation

In the following, we present a performance assessment of the proposed mecha-
nisms by comparing them with NCR and CR. Performance metrics include the
packet reception ratio (PRR), the mean queue length and the maximum number
of GTSs allocated. Additionally, the adaptability to time varying traffic metric
as explicated in Sect. 6 is also evaluated by simulation. It corresponds to the
GTS-negotiation message dwell time. Dwell time is the time between the gener-
ation of a message and its transmission, including queuing delay. Therefore, it
provides an insight into a system’s adaptability, because the system readjusts to
changes in traffic faster by (de)allocating GTSs if the respective control messages
have a lower dwell time.
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8.1 Varying Burst Sizes

Figure 6 shows the average packet reception ratio (PRR) for an increasing δ
and different values of MO with a λ = 1 burst. For all methods, the PRR
decreases for an increasing number of packets per burst. This is mainly due to
the following reason: especially for smaller values of MO, there are not enough
GTSs per second to accommodate all packets generated during a burst, leading
to dropped packets as the queues fill up.

For CR, the frequency of CAPs decreases for increasing MO, resulting in
more contention during the remaining CAPs. Thus, the required GTSs cannot
be allocated in time. This is the case for MO = 5, where τ equals 81.25%. From
this theoretical value, a high PRR was expected. However our results show that
for an increasing number of packets per burst CR is very sensible to high traffic
loads.

The performance of NCR is independent of MO, as already indicated by
the theoretical analysis in Sect. 6. Therefore, the choice of CR or NCR depends
largely on MO, as CR performs better than NCR for MO = 4 and MO = 5, but
NCR performs better for MO = 6 and MO = 7. If SO = MO = 3, all mechanisms
perform equally well, since there is only a single SF per MSF , which cannot be
reduced by DCR or CR.

Fig. 6. PRR for varying numbers of packets per burst and different values of MO.

On the other hand, DCR performs similarly to CR for MO = 4 and out-
performs CR and NCR for MO ≥ 5. That is because DCR starts with NCR
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mode and therefore allocates GTSs as fast as possible (e.g., as fast as NCR) for
larger values of MO where there is only a small number of CAPs for CR. In
addition, it reduces CAPs when all regular GTSs are already allocated so that
it converges towards CR. However, the allocation of these additional resources
has a slight time overhead, resulting in the performance gap between DCR and
CR for MO = 4.

Similarly to CR, the performance of ACR depends on MO but its influence
is not as strong as for CR. For smaller values of MO, ACR’s PRR is about the
average between values for CR and NCR. It corresponds to the theoretical anal-
ysis regarding τ , with boundaries delimited by CR and NCR (e.g. τ = 56.25%
for MO = 4). For larger values of MO (i.e. MO ≥ 6), the PRR is less sensible to
this parameter, performing even better than NCR. This is because of the alter-
nating behavior every BI , which provides enough CAPs to perform the required
GTS negotiations. Moreover, the fact that ACR allocates first CFP-GTS and
then less frequent GTSs (i.e. CAP-GTS) is a key aspect in the performance of
this mechanism.

All in all, ACR and DCR are attractive alternatives to DSME under varying
traffic patterns. The former because it combines the strengths of CR and NCR
mechanisms in one approach. The latter because it dynamically adapts to the
traffic demands of the network and (de)allocates additional GTSs during CAPs
to increase reliability.

8.2 Varying Packet Generation Rates

The following figures show a performance assessment for different packet gen-
eration intervals, which correspond to 1/δ seconds. Particularly, Fig. 7 depicts
the PRR for different values of MO. As explained in Subsect. 8.1, the choice of
CR and NCR largely depends on MO, with CR performing better for MO ≤ 5
and NCR performing better for MO ≥ 6. NCR, ACR and DCR provide a good
performance for δ ≤ 1 and all values of MO. For δ > 1 NCR is operating beyond
the maximum capacity and ACR starts to reach the limits of the capacity of
available GTSs. Therefore, performance of NCR and ACR is diminished. Con-
trary to NCR, ACR’s PRR is slightly affected by increasing MO. DCR performs
significantly better than the other CAP reduction mechanisms, especially for
larger values of MO. E.g., it achieves a PRR of 95% for MO = 7 and δ = 3,
while NCR achieves only about 48%, ACR about 67% and CR less than 2%.

The main reason for lost packets are queue drops. This is also reflected by the
average queue length, as shown in Fig. 8. Here, nodes with the same distance to
the sink are grouped together, as nodes closer to the sink experience more traffic
than nodes further away. With a maximum of 22 packets for QGTS , it is clearly
visible that NCR operates close to the maximum queue capacity at nodes close
to the sink for all values of MO. That is because the network is over-saturated
for a packet generation interval of 0.33 s and no more GTSs are available. For
ACR the network is close to the maximum capacity and therefore the average
queue length for nodes closer to the sink is significantly higher and close to the
maximum queue capacity (i.e. nodes up to 2 hops away from the sink node). This
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Fig. 7. PRR for different values of MO and δ.

funneling effect is intensified for increasing MO, which reduces the frequency of
CAPs per MSF in BI s in which ACR operates in CR mode. On the other hand,
the average queue length for CR increases with increasing MO because there are
fewer CAPs per MSF . Consequently, the remaining CAPs are more congested
and the required GTSs are not allocated in time. The average queue length for
DCR is lower than 68% of the maximum queue capacity for all values of MO.

The maximum number of RX- and TX-GTSs allocated by the different CR
mechanisms for δ = 3 and different values of MO is illustrated in Fig. 9. Nodes
with the same distance to the sink are grouped together, as more GTSs are
allocated closer to the sink. For MO = 4, less slots need to be allocated because
the MSF - and thus the schedule of allocated GTSs - is repeated multiple times
per packet generation interval. Theoretically, for MO = 7 and δ = 3, the number
of required GTSs at the sink node to successfully receive all packets generated
in the network is about 180 GTSs per BI (assuming that no packet was dropped
from any queue). For NCR and CR the highest number of available GTSs per BI
amounts to 112 and 232 GTSs respectively. For ACR this value corresponds to
the average between NCR and CR, which is about 172 GTSs per BI . However,
given the funneling effect inherent to data collection scenarios, this assumption
does not hold. That is, many packets are lost in nodes closer the sink node and
therefore the number of allocated GTSs are slightly less than the theoretical
value. That is the case for NCR, in which nodes 1 hop further require about 174
GTSs. However, only 112 GTSs can be negotiated. Therefore, about 90 GTSs
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Fig. 8. Average queue length per node for different values of MO and δ = 3.

are allocated at the sink node, which supports the obtained PRR with a value
of 47%.

For ACR, one could expect a good performance of the network with these
configuration parameters since the average number of available GTSs (i.e. 172
GTSs) should be sufficient to guarantee a low number of packet drops. However,
this is not the case because the number of usable GTS varies over time. That
is, the number of usable GTSs is limited to 112 in one BI – while operating in
NCR – and lifted to a maximum of 232 GTSs in the next BI – while operating
in CR. The effect of this drastic reduction of GTSs from one BI to the other
is observed in the large value of the average queue lengths for nodes close to
the sink. That is, despite the fact that all usable GTSs are allocated, the higher
number of queued packets in the BI operating in NCR leads to queue overflows,
specially for nodes closer to the sink node.

For DCR, the largest number of GTS is allocated. Theoretically, CR could
reach the same performance as DCR but it fails to allocate the GTS in time, as
already explained. Still, DCR performs well for MO ≤ 7 because it can allocate
a large number of GTS at the start and then it successively reduces the CAPs
to allocate the last remaining GTSs.

Evaluation of the average dwell time, as illustrated in Fig. 10, with one packet
per second for messages sent during the GTS negotiation, i.e., GTS Request , GTS
Response and GTS Notify shows that CR has the highest dwell time. That is
because there is only a single CAP per MSF , and GTS commands have to be
queued for a long time. The dwell time exponentially increases for an increasing
MO as the duration of a MSF doubles when incrementing MO. ACR comes
second in this ranking, which has a similar behavior as CR. Although ACR’s
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Fig. 9. Maximum number of allocated GTSs per node for MO = 4, MO = 7 and δ = 3.
Nodes with the same number of hops to the root are grouped together.

dwell time is influenced by the length of the MSF given by MO, this effect is
diminished during the BI s in which ACR operates in NCR. It should be noted,
that although ACR’s waiting time is higher than DCR and NCR, it is still enough
to guarantee adaptability to fluctuating traffic. The validation of ACR’s dwell
time by simulations confirm the theoretically estimated value (Sect. 6). This is
the case for MO = 4 with an average dwell time of 42.80 ms against 44.64 ms
from the theoretical model. In this case, the difference between the values comes
from the way the estimation in the theoretical model is performed (i.e. average
between NCR and CR). That is, the theoretical model does not take into account
the scheduling mechanism implemented for ACR, which reduces on a small scale
its dwell time.

DCR and NCR perform equally well, e.g., with an average dwell time of 17.08
ms and 18.06 ms, respectively. For NCR this matches with the value of about
17.28 ms from the theoretical models (Sect. 6), which do not consider packet
collisions. NCR has a higher dwell time than DCR because nodes are unable to
allocate enough GTSs (network saturation) but still can send GTS commands
for the required GTSs. This results in more congestion during the CAPs and
the nodes backing of more frequently during the CSMA/CA algorithm. Both
CAP reduction mechanisms are independent of MO with the dwell time only
marginally increasing for an increasing MO because more GTSs are required
initially for larger values of MO resulting in more contention. For MO = 3 all
mechanisms perform the same.

8.3 Summary of Results

The following statements summarize the most significant results from Sect. 6 and
8 without claim to completeness. It is assumed that the configuration parame-
ters MO and SO are fixed before the simulation according to the needs of the
application. We evaluated the capability of the proposed CAP reduction mecha-
nisms to support fluctuating traffic in comparison with the NCR and CR modes
provided by DSME. To this end, we tested two different packet generation pat-
terns: varying burst sizes and varying packet generation rates with δ packets
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Fig. 10. Average dwell time for GTS-negotiation messages using CR, NCR, ACR and
DCR for different values of MO and a packet generation rate of 1 packet per second.

per second. Results are given from a data collection scenario for a binary tree
topology with 31 nodes.

– NCR provides good adaptability for all values of MO − SO. However, for a
large number of packets per second (δ > 2), NCR cannot provide a sufficient
number of GTSs for sending all packets. This results in a large number of
dropped packets due to full queues.

– CR performs well for MO−SO ≤ 2. Here, a single CAP per MSF is sufficient
to allocate all required GTSs and CR still offers a higher throughput which
increases the overall PRR. For MO − SO ≥ 3, the performance of CR dimin-
ishes since it is unable to allocate all GTS in time, resulting in large queues
and packet loss.

– ACR offers a compromise between CR and NCR, which is reflected in its
performance. For MO − SO ≤ 1, it performs as a middle ground between
CR and NCR. For MO − SO ≥ 2, ACR starts to outperform the standard
modes of DSME because it offers a higher adaptability than CR and a higher
throughput than NCR.

– DCR achieves the best overall performance in terms of PRR, dwell time, and
queue utilization for all differences MO − SO and different packet genera-
tion rates. That is because DCR starts in NCR mode which offers a high
adaptability. Then it gradually and dynamically reduces the CAP to allow
for a higher throughput. Notably, it manages to achieve a PRR of over 80%
regardless of the value of MO−SO in a scenario without bursts and therefore
outperforms the standard modes of DSME.

9 Conclusion

One of the pillars of the Internet of Things (IoT) is a robust and reliable
wireless communication infrastructure. The IEEE 802.15.4 Deterministic and
Synchronous Multi-Channel Extension (DSME) is a MAC protocol that guar-
antees reliability, scalability and energy-efficiency in WLANs. DSME offers a
TDMA/FDMA-based channel access and provides the possibility to assign at
run-time the resources time and frequency to individual links in a conflict free
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way. This allows a continuous distribution of the resources among the network
nodes. This way the network can adopt itself to varying communication pat-
terns. The redistribution of resources pursues two conflicting objectives, a high
responsiveness towards bursts of packets on the one hand and an efficient uti-
lization of the available bandwidth on the other hand. The first goal calls for a
fast channel access for messages that (de)allocate resources. In terms of DSME
this calls for long and frequent CAP phases. In contrast the second goal asks for
frequent and long CFP phases, such that application packets can be sent with
minimal delay and in high number. In DSME the balance between the goals
agility and throughput is controlled by τ , the fraction of CFP’s time slots in a
dataframe. A high value guarantees a high throughput. While a low value ensures
that the expected waiting time to send a CAP message is short. Once DSME is
configured according to the needs of an application there are only two different
possible values for τ and these cannot be changed at run-time. In this paper,
we proposed ACR and DCR as two extensions of DSME that allow to adopt τ
to the current traffic pattern. We verified theoretically and through simulations
that both provide a high degree of responsiveness to traffic fluctuations while
keeping throughput high. While the first proposal can be implemented within
the original specification the second requires a deeper intervention. We believe
that with these extensions more demanding IoT applications, i.e., those with
fluctuating traffic including bursts, can be realized with IEEE 802.15.4.

To fully exploit the possibilities of ACR and DCR, a powerful dynamic sched-
uler is needed. While openDSME already provides such a scheduler which is
based on an exponentially weighted moving average filter to estimate the required
GTSs with respect to the traffic demand per link, it remains to develop Minimal
Scheduling Functions (MSF) as defined in [1] by the 6TiSCH standardization
group for TSCH. MSF is designed for best-effort traffic, where most traffic is
periodic monitoring, with occasional bursts. We believe that the extensions pro-
posed in this paper can be leveraged by future Minimal Scheduling Functions
for DSME.
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Abstract. The continuous spreading of innovative applications and ser-
vices, based on the emerging Internet of Things (IoT) paradigm, leads
to the need of even more efficient network architectures/infrastructures,
in order to support the huge amount of information to be transmitted
in real-time. Hence, new protocols and mechanisms must be conceived
to allow the IoT network to be more reactive towards environmental
changes and in promptly satisfying the IoT users’ requests. Aiming at
dealing with the emerged issues, the paper presents an efficient IoT plat-
form, which, thanks to fog computing principles, acts as a middleware
layer between data producers and consumers; it adopts a security-aware
publish&subscribe protocol, based on MQTT, coupled with a network of
brokers, for efficiently sharing the processed information with end-users.
Transmitted data are kept secure under an enforcement framework based
on sticky policies. A test campaign is conducted on a prototypical imple-
mentation of the just mentioned platform, for preliminary evaluating its
efficiency, in terms of computing effort and latency.

Keywords: Internet of Things · Fog computing · Security · Testing ·
Publish&Subscribe

1 Introduction

The diffusion of Internet of Things (IoT) technologies and applications is ever
increasing in a large variety of application’s domains, ranging from smart build-
ings, e-health, smart agriculture, industry 4.0, military services, and so on. Such
a continuous spreading of the IoT paradigm has a great impact on the net-
work’s infrastructure, which must be able to efficiently manage the huge amount
of data, continuously provided by IoT devices. Note that heterogeneous tech-
nologies are involved, such as Wireless Sensor Networks (WSN), RFID, NFC,
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actuators, and they communicate by means of different standards and protocols
(e.g., MQTT, CoAP, ZigBee, BLE, 6LoWPAN). Hence, two main issues natu-
rally emerge: scalability and interoperability. To cope with such problems, many
architectures have been proposed in literature in the last years, some of them
with a certain distributed nature, other ones semi-centralized, often operating
with a cloud [23]. Most of them are conceived as middleware layers or gateways,
able to directly interact with IoT devices, and to transmit data to proper servers
or clouds, for completing the processing and sharing tasks with the interested
parties.

What does not emerge from such approaches is how much such architectures
are distributed, in terms of coverage area, number of managed sources, amount
of data processed, possible thresholds, and so on. In fact, often the middleware
or the gateways are mentioned as single entities, which presumably interact
with other similar ones, in a not so clear way. Hence, little attention has been
paid, until now, to how to decentralize as much as possible all the network’s
components (e.g., the middleware’s or gateways’ modules) and tasks, in order to
cover a wider area and make the IoT environment both more pervasive, reliable
and powerful.

Following a fog-driven approach [3] should help in facing the raised chal-
lenges. In fact, fog computing is pursuing a decentralized networking and com-
puting infrastructure, where data, processing tasks, storage and applications are
distributed in an efficient manner towards the edge of the network, in an interme-
diate layer (e.g., a middleware), which is situated between the data sources and
a cloud [9]. Fog computing is promoted by the OpenFog Consortium1, which
encourages many initiatives all over the world about its diffusion in the IoT
applications.

In such a perspective, the present paper describes how fog computing prin-
ciples are integrated within a security and privacy-aware IoT-based middleware
platform, named NetwOrked Smart object (NOS) [20], which adopts a pub-
lish&subscribe protocol, based on MQTT, for disseminating information. Such
an architecture has been chosen for two main reasons. On the one hand, the
authors own an already existing and running test-bed, which allows to promptly
carry out an extensive performance analysis. On the other hand, NOS is already
integrated with some relevant security functionalities, which will be described
later in the paper. Note that more than one NOS is expected to simultaneously
run within the same IoT network. As a consequence, a first fog layer includes the
network of such NOSs. Instead, a second fog layer includes a network of brokers,
whose role is supporting NOSs in efficiently share the acquired and processed
data towards the interested end-users. A scheme of the envisioned infrastructure
is sketched in Fig. 1.

The advantages of the just presented vision are the following: (i) avoiding
single points of failure, thanks to the presence of multiple distributed NOSs and
brokers; (ii) reducing the amount of data transmitted to a central entity, which
could represent a sort of bottleneck for the IoT network (e.g., a single NOS or

1 https://www.openfogconsortium.org/.

https://www.openfogconsortium.org/
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Fig. 1. IoT System composed by a dual fog layer, including multiple NOSs and brokers

a single broker); (iii) reducing the delays of information retrieval, since data
are closer to the final consumers, due to the highly distributed nature of the
fog layers just defined. Such outcomes are hereby evaluated by means of a test
campaign, which is conducted on the just mentioned test-bed. The results reveal
that network’s latency is reduced, since a better balancing of the data load is
achieved.

The rest of the paper is organized as follows. Section 2 presents the state
of the art of existing IoT infrastructures and examines how they manage the
information dissemination task, which is the main focus of the proposed work.
Section 3 describes the background related to NOS’s platform and MQTT func-
tionalities, useful to clearly understand the role of the introduced fog layers.
Section 4.1 presents the proposed approach, which is then evaluated in Sect. 5.
Section 6 ends the paper and draws some hints for future work.

2 Related Work

The IoT environment proposed in this work envisions the coupling of fog com-
puting paradigm and secure mechanisms for data sharing via MQTT protocol;
the main purposes of the adopted network infrastructure have been just clar-
ified in Sect. 1. Hereby, some related papers are described, trying to highlight
their differences and weaknesses with respect to the work analyzed in the next
sections.

With the final aim of improving the quality of service (QoS), the authors, in
[14], present EMMA, an edge-enabled publish&subscribe middleware; the main
weaknesses of such an approach is that it requires a controller and a broker
that acts as a server for the client brokers integrated into the gateways, thus
introducing a single point of failure into the network architecture.
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The work in [4] proposes the adoption of a new kind of broker, named QEST,
which is able to bridge MQTT primitives and REST interfaces, in order to
ease machine-to-machine interactions. With respect to such an approach, the
target of the paper proposed hereby is a more heterogeneous and distributed
IoT system, not confined to the direct communications among IoT devices, but
where interactions among the different involved parties are filtered and mediated
by a middleware layer, which is able to perform processing and security tasks.

[22] evaluates the performance of an edge-switch, which implements some
basic MQTT broker functionalities, in a Software-Defined Networking (SDN)
based system. How the different edge-switches cooperate is not clear as well as
it is worth to remark that SDN still presents some centralized features.

Security and privacy requirements are not taken into account by the afore-
mentioned solutions. Instead, works which address such issues (e.g., by means
of the adoption of enforcement policies) and which make use of MQTT protocol
[10,11,15], are based on a centralized broker, which is the obstacle the authors
want to overcome in this work.

Concerning fog computing, many solutions are currently inspired to smart
health scenarios [8,13,21], or to the Internet of Vehicles (IoV) [1,7], or even to
attacks’ recognition [6,19]. Despite such approaches deal with end-to-end secure
communications, authentication and authorization, a little focus is paid on how
information are effectively shared once acquired by the IoT platform.

3 IoT Platform and Information Sharing

In this section, NOS’s platform components and interactions are detailed; then,
the main MQTT functionalities are explained, in order to clarify the data flow
management of the envisioned IoT infrastructure.

Two main entities are typically included in an IoT system: (i) the nodes,
conceived as heterogeneous data sources (e.g., WSN, RFID, NFC, actuators,
etc.) which send data to the IoT platform; (ii) the users, who interact with the
IoT system through services making use of such IoT-generated data, typically
accessing them by means of a mobile device (e.g., smartphone, tablet) connected
to the Internet (e.g., through WiFi, 4G, or Bluetooth technologies). NOSs are
conceived as powerful smart devices, able to manage such entities.

NOSs and the data sources use RESTful interfaces, usually based on the
HTTP or CoAP protocols, to communicate. Such interfaces are defined depend-
ing on the kind of IoT device. In this way, it is possible to collect the data
from the IoT devices and to perform sources’ registration. In fact, NOSs deal
both with registered and non-registered sources. The registration is not manda-
tory, but it provides various advantages in terms of security, since registered
sources may specify an encryption scheme for their interactions with NOSs, thus
increasing the level of protection of their communications (encryption keys’ dis-
tribution is made by the algorithms presented in [16]). The information related
to the registered sources are put in the storage unit, named Sources. Instead, for
each incoming data, both from registered and non-registered sources, the follow-
ing information are gathered: (i) the kind of data source, which describes the
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type of node; (ii) the communication mode, that is, the way in which the data
are collected (e.g., discrete or streaming communication); (iii) the data schema,
which represents the content type (e.g., number, text) and the format of the
received data (since heterogeneous IoT devices may be connected); (iv) the data
itself; (v) the reception timestamp. Hence, also non-registered sources are known
to the system; the main difference with respect to the registered ones, is that
non-registered sources does not agree on an encryption schema with NOSs to
protect their transmitted data.

Fig. 2. Scheme of NOS architecture

Since the received data are of different types and formats, NOSs initially put
them in the Raw Data storage unit. In such a collection, data are periodically
processed, in a batch way, by the Data Normalization and Analyzers phases,
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in order to obtain a uniform representation and add useful metadata regarding
the security (i.e., level of confidentiality, integrity, privacy and robustness of the
authentication mechanism) and data quality (i.e., level of accuracy, precision,
timeliness and completeness) assessment. Such an assessment is based on a set
of rules stored in a proper format in another storage unit, named Config, and
are detailed in [20]; it allows users who access the IoT data to directly filter by
themselves the data processed by NOSs, according to their personal preferences.
Figure 2 sketches the NOS’s components introduced hereby.

Moreover, NOS offers the following relevant security related functionalities:

– A set of algorithms, as just mentioned, for data quality and security assess-
ment, which are able to perform an automatic evaluation of the information
by inferring to the data sources behavior [20]

– Two different key management systems by Dini et al. [5] and Di Pietro
et al. [12], which are adopted for protecting the communications among NOSs
and data producers/consumers; note that one of them must be chosen (please
refer to [16] for further details)

– An enforcement framework, which is based on sticky policies; it provides
a set of general-purpose rules, aimed at regulating the access to the IoT
resources and controlling the actions performed by NOSs, in order to react
towards possible violation attempts [18]; this implies the presence of a Trusted
Authority, as shown in Fig. 2. Note that the Trusted Authority could represent
a bottleneck in the system; hence, the presence of multiple coordinated trusted
authorities is encouraged

– The enforcement mechanism, just presented, has been integrated with AUPS
(AUthenticated Publish&Subscribe system), a protocol able to securely man-
age publications and subscriptions through Message Queue Telemetry Trans-
port (MQTT)2 interactions, thus protecting the information sharing with
data consumers [15].

Why MQTT has been chosen as the protocol adopted for data dissemina-
tion by the NOS platform? Firstly, because MQTT is lightweight event- and
message-oriented, and allows the devices to asynchronously communicate across
constrained networks to reach remote systems, as happens in typical IoT scenar-
ios. Such a protocol employs a publish&subscribe pattern, where a central broker
acts as intermediary among the entities that produce and consume the messages.
All the communications among brokers and producers/consumers happen via a
publish&subscribe mechanism, based on the topic concept. A topic is a mean for
representing the resources (i.e., the information) exchanged within the system.
Topics are used by data producers for publishing messages and by data con-
sumers for subscribing to the updates from other producers. A topic is assigned
by a proper NOS’ module to each processed data for regulating the information
sharing itself.

2 OASIS, MQTT v5 protocol specification, https://docs.oasis-open.org/mqtt/mqtt/
v5.0/mqtt-v5.0.html.

https://docs.oasis-open.org/mqtt/mqtt/v5.0/mqtt-v5.0.html
https://docs.oasis-open.org/mqtt/mqtt/v5.0/mqtt-v5.0.html
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Concerning the MQTT-based AUPS mechanism, it was conceived with the
presence of only one broker. Such a choice, initially dictated for simplicity, reveals
now to be troublesome, due to the single point of failure and the bottleneck that
the broker represents in the current NOS architecture. From such a considera-
tion emerges the proposal to include a network of brokers in the IoT platform.
However, such brokers must be properly managed and their tasks must be some-
how coordinated, in order to really improve the IoT network’s performance. No
studies have been specifically conducted in the literature on the performance of
the broker involved in an IoT system, as revealed in Sect. 2. Such an aspect will
be clarified in Sect. 4.1.

4 Broker’s Network

A dual fog layer, composed by NOSs and brokers, respectively, is setup within
the IoT network, to reach the following requirements: (i) better balancing the
load of the data to be shared with end-users on different brokers; (ii) reducing
the delays of information retrieval from the time when information are acquired
by NOS, to the time when the same information is received by the end-user; (iii)
working in a location-awareness way; (iv) giving more robustness to the whole
IoT system, avoiding single points of failure and bottlenecks. These are the main
features, characterizing the conceived solution:

– A NOS can be connected to more than one broker and vice versa; hence, a
many-to-many relationship can be established among NOSs and brokers

– NOSs and brokers communicate among themselves by means of MQTT proto-
col, via the MQTT client installed on NOS; such interactions are kept private
thanks to the adoption of AUPS, as said in Sect. 3

– All the other communications taking place within the presented IoT system
are security-aware, because: (i) users/applications receive ciphered data under
specific permissions, defined at the subscription phase and implemented as
sticky policies [18]; (ii) NOSs, if needed, exchange information among them-
selves on a HTTPS/SSL channel; (iii) the brokers need not to communicate
among each other (in this sense, they are agnostic of each other), since NOSs
both supervision on how information is shared and coordinate the brokers’
activities

– NOSs and brokers are fully decoupled, in the sense that brokers can also be
owned by different organizations/companies, which are interested in exploit-
ing the functionalities made available by NOS platform, to disclose some
relevant information to their customers. As a consequence, an organiza-
tion/company can deploy its own broker and connect it to NOSs; using the
MQTT protocol, no issue in terms of interoperability arises. For such a reason,
the brokers’ instances have not been directly installed within NOSs.

Therefore, a clear separation is created between data acquisition, performed
by NOSs (along with processing tasks), and data sharing with end-users, per-
formed by brokers. Summarizing, the authors decided to not integrate one bro-
ker for each NOS for three reasons: (i) preserve NOSs’ power consumption;
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(ii) enabling the participation of third-party brokers; (iii) there’s no guarantee
that the number of NOSs must be equal to that of brokers. In fact, the proportion
between the number of NOSs and brokers within the IoT network should depend
on the features of the specific application domain (e.g., number of managed top-
ics, kinds of data producers and consumers involved). In the next section, the
interactions among NOSs and brokers will be explained.

4.1 Brokers’ Management

Suppose that the different NOSs and brokers involved in the IoT system are
identified by NOS1, NOS2, ...NOSn and br1, br2, ...brm, respectively. When
a user or an application requires a service/data provided by the IoT system,
a session is opened. During such a session, the user/application, identified by
usapp1, usapp2, ...usappj , can obtain the information provided by a NOS, taking
into account the accessible resources. The resources can be accessed on the basis
of the content of the sticky policies Pdata1 , Pdata2 , ...Pdatak

, defined within the
NOS enforcement framework, in the format specified in [18]. An advantage of
such an approach is that the brokers can manage the incoming information in
compliance with the associated policies, regardless of the NOSs with which they
interact, since policies travel along with the corresponding data. However, the
brokers must interact with NOSs in order to establish which subscriptions to
accept or deny. Hence, brokers do not have a total control on the information
disclosure.

At the initial state of the IoT network, NOSs and brokers may be associated
in such a way that each broker has at least one connection to a NOS. Moreover,
each broker manages the topics related to the data, which are further managed
by the connected NOS. This depend on the kind of data transmitted by the
sources connected to that NOS. But, what happens when a data acquired by
NOS1, assigned to a certain topic t, and transmitted by NOS1 itself to the bro-
ker br1, is required (due to another subscription) by a user/application usapp2,
connected to broker br2, which does not receive any data under t? A mechanism
for efficiently satisfying such a required information’s exchange must be put in
action. The simplest solution would be a sort of flooding approach: the broker
br1 notifies all the other brokers brk of the new published data, so as to make
it available in the whole IoT area, covered by the brokers; or, as an alternative,
each NOS notifies all the brokers belonging to the IoT network about all the
managed information. Clearly, such solutions are power-consuming and redun-
dant, since it can be assumed that the data associated to a certain topic t are not
required at all points in the network every time. Hence, a more viable approach
follows the steps listed hereby, which also summarized in Fig. 3.

When a user or application usappi subscribes to a certain topic t1 on a certain
broker (e.g., br1), the broker itself inform the connected NOS (e.g., NOS1), which
performs such tasks:

1. NOS1 checks if usappi is authorized to access the data published under the
topic t1 (i.e., the check is executed by contacting the Trusted Authority, which
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is able to verify the compliance of the sticky policy associated to the data
under topic t1 with the attributes owned by the requester)

2. If yes, br1 is enabled to notify usappi about the information related to topic
t1; if no, the requested resource cannot be disclosed

3. However, NOS1 has to check if it directly manages the data assigned to topic
t1; such a check is performed by using a proper table, named topicsMap,
which is stored in the Config collection (see Sect. 3) and contains an entry for
each couple topic-NOS in the form ( ti, NOSi)
(a) If the couple ( t1, NOS1) exists, the data acquired by NOS1 and published

under the topic t1 will be notified by br1 to the authorized usappi, but
what happens if other NOSs process information related to the topic t1,
instead of NOS1?

(b) In such a case or in case the entry ( t1, NOS1) is not found in NOS1, then
NOS1 itself must find the couple or the couples ( t1, NOSi), where i is not
equal to 1, and warn the selectedNOSi (for example,NOS2 in Fig. 3) about
the fact that it must begin to publish the data related to the topic t1 towards
br1. Finally, topicsMap must be updated accordingly: as shown in the exam-
ple of Fig. 3, the couple ( t1, NOS2) is added to the topicsMap on all NOSs;
note that such an update is notified to all NOSs for future requests via the
proper secure MQTT dedicated channel [17], in order not to compromise
the topicsMap’s content.

Fig. 3. Scheme of NOSs and brokers interactions
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5 Performance Analysis

A test campaign is hereby proposed, in order to preliminary asses the feasibil-
ity of the approach presented in Sect. 4.1. Firstly, the employed hardware and
software tools are introduced. Secondly, obtained results are discussed.

5.1 Test-Bed Details

A test-bed, whose software is openly accessible at https://bitbucket.org/
alessandrarizzardi/nos.git, is setup to practically perform an analysis about com-
puting effort and latency metrics. The testing environment, sketched in Fig. 4, is
composed by four instances of NOS (NOS1, NOS2, NOS3 and NOS4), running
on four Raspberry Pi platforms, and by a variable number of brokers (from
two to ten, namely br1, ..., br10), and data sources, which virtually run on
separated virtual machines, installed on a personal computer. The sources use
measures from real-world smart home test-bed3, acquired by means of installed
sensors that collect electricity data every minute for the entire home [2]. In
particular, data are gathered from smart meter number 2 of Home A, which
include, among the others, electricity consumption data of: kitchen lights, bed-
room lights, duct heater HRV, and HRV furnace, published under the topics
homeA/lights/kitchen (t1), homeA/lights/bedroom (t2), homeA/HRV/ductheater
(t3), and homeA/HRV/furnace (t4), and so on. Wi-Fi connections are adopted
for communications among the data sources, the MQTT brokers, and NOSs (i.e.,
the Raspberry Pi). NOSs modules interact among themselves through RESTful
interfaces; such a feature allows the NOSs’ administrators to add new mod-
ules or modify the existing ones at runtime, since they work in a parallel and
non-blocking manner. Moreover, the non-relational nature of the adopted Mon-
goDB database allows also the data model to dynamically evolve over the time.
Node.JS 4 platform has been used for developing NOSs’ core operations, Mon-
goDB5 has been adopted for the data management, and Mosquitto6 has been
chosen for realizing the open-source MQTT broker. Information is exchanged in
JSON format. More details about the implementation can be found in [20].

The parameters used for simulations are summarized in Table 1. The storage
overhead will be not investigated in this work, because it has just been deeply
analyzed in previous works [17,18]; it is worth to remark NOSs support a non-
persistent storage of IoT-generated data, since Raw Data and Normalized Data
collections are emptied as the data are transmitted to the brokers. The same is
for the brokers, which do not need to persistently store IoT-data to continue their
activity. If the IoT system needs to persistently store the information obtained
from the IoT network, a proper infrastructure (e.g., a cloud) must be involved.

3 http://traces.cs.umass.edu/index.php/Smart/Smart.
4 http://nodejs.org/.
5 http://www.mongodb.org/.
6 Mosquitto broker, http://mosquitto.org.

https://bitbucket.org/alessandrarizzardi/nos.git
https://bitbucket.org/alessandrarizzardi/nos.git
http://traces.cs.umass.edu/index.php/Smart/Smart
http://nodejs.org/
http://www.mongodb.org/
http://mosquitto.org
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Fig. 4. Test-bed

5.2 Results

Figures 5 and 6 show the average distribution of the CPU load on the analyzed
NOSs and brokers, respectively, in three different situations: (i) the IoT system
adopting only one broker (i.e., br1); (ii) running five brokers; (iii) running ten
brokers. Such a metric is important for investigating about the computational
resources’ consumption of the tasks performed at the middleware IoT layer. The
simulated scenario is as follows: (i) sources send to NOSs data related to the
aforementioned topics at a rate of 10pck/sec; while data requests (i.e., by hypo-
thetical users) are simulated as well, at the same rate, and imply the notification
from the brokers; (ii) at the initial stage, topic ti is only associated with the topic
ti, but such a setting will vary during the system’s running depending on the

Table 1. Test-bed parameters

Parameter Value

NOSs 4

Brokers [1, 10]

Sources 4

Topics 10

Data generation rate 10 pck/s

Data request rate 10 req/s

Observation time 24 h
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Fig. 5. Whiskers-box diagram: average CPU load on NOSs

random users’ requests; (iii) in fact, when an external entity requires, for exam-
ple, a subscription to t1 towards br2, the procedure presented in Sect. 4.1 must
be executed.

The obtained results suggest that having more brokers affects, in a relevant
way, the performance of the whole IoT system. Instead, the CPU load on NOSs
is approximately constant; in the three scenarios, such a behavior is due to the
fact that, NOSs process the same amount of data, but, even more important is to
note that the resources required by NOSs to manage the topicsMap is negligible.
Instead, the computing effort on brokers decreases, since they share the data

Fig. 6. Whiskers-box diagram: average CPU load on brokers
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load, balancing the requests to be managed. Similar considerations can be made
for the latency. In fact, the average time required by data from their transmission
towards NOS to their reception by the subscribed entities is reduced in the three
scenarios, as shown in Fig. 7. This means that, in presence of more brokers, the
IoT system is able to satisfy the users’ requests in a shorter time, thus improving
the efficiency of the whole application.

Summarizing, the presence of more brokers better balances the data load,
generated by the IoT system, without demanding all the information sharing
task to one centralized broker, than the previous version of the NOS platform.

Fig. 7. Whiskers-box diagram: average end-to-end data latency

6 Conclusion

The paper has presented a security-aware fog-driven IoT architecture, composed
by a dual fog layer, involving smart powerful devices (i.e., NOSs), responsible of
acquiring and processing IoT-generated data, and a network of brokers, respon-
sible for disseminating such elaborated data. Hence, MQTT protocol has been
adopted, mainly due to its lightweight primitives, which fit the constraints of
IoT devices. The paper has also provided a test campaign with the final aim
to assess the advantages brought by the interactions among NOSs and brokers,
which are conceived as fully decoupled. The outcomes revealed that network’s
latency is reduced, since a better balancing of the data load is achieved. Surely,
a deeper analysis will be conducted in the near future, taking into account dif-
ferent applications scenarios and the possibility of connecting real IoT-devices
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as data sources, in order to conduct analysis on the power consumption of both
data producers and IoT platform. Moreover, different QoS (Quality of Service)
modes, related to the MQTT protocol, can be evaluated, in order to reveal how
they affect the system performance.
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Abstract. With the popularity of web applications, cyber security is
becoming more and more important. The most common web attack is
cross-site scripting (XSS), which can be easily constructed in malicious
URLs. However, the existing methods of detecting XSS attacks are suffer-
ing from the lack of labeled data, and some semi-supervised methods still
have the problem of mislabeling. In this paper, we propose a novel XSS
attack detection model based on semi-supervised learning algorithm with
weighted neighbor purity. Semi-supervised learning can make best use of
little labeled data, and a simple mechanism of neighbor purity using
weighted-kNN is applied to rectify mislabeled samples, improving clas-
sification accuracy. To verify the feasibility of our solution in real-world
scenario, we collected real HTTP requests in the China Education and
Research Network (CERNET) as training data. The comparison exper-
iment shows that proposed method performs better than a well-known
semi-supervised algorithm and a recently published ensemble learning
method in different initially labeled rates.

Keywords: XSS attack · Machine learning · Semi-supervised
learning · Binary classification

1 Introduction

As the Internet has become an indispensable part in many people’s lives, a lot
of Internet companies make profit from their web services. However, adversaries
can collect information from such a large quantity of Internet traffic and conduct
tentative attacks [30]. These attacks have resulted in increasing security incidents
like leakage of massive sensitive data [29], causing huge economic losses. The
most widespread threat among the top 10 critical web security risks in 2017,
according to the Open Web Application Security Project (OWASP) [17], was
Cross-site scripting (XSS), which was unfortunately found in about two-thirds
of all the web applications. Besides, the data provided by a cybersecurity leader
team Imperva [3] showed that - XSS remained as the runner up category of web
vulnerabilities in 2019, and probably one of the dominant categories in 2020.
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The great threat of information safety and economic losses warn us to focus on
XSS attack detection.

Many web attacks are executed by simply clicking a malicious URL from
web browsers, including XSS attacks under discussion. The majority of success-
ful XSS attacks are built by deliberate URLs with malicious code. When victims
click an elaborately constructed URL, an evil request is sent to the web server.
At the same time, the malicious code is executed on victims’ browser, resulting
in information leakage, keylogging, dynamic downloads and other serious conse-
quences [18]. Sometimes the evil input sent to the server side will be stored in
database, threatening more visitors of this webpage.

To detect XSS attack, this paper focuses on distinguishing malicious URLs
with XSS attacks from the benign. In the field of URL detections using artificial
intelligence, actually in all the cyber security areas using machine learning, the
limited malicious database is a serious problem [16,22], leading many approaches
to use not real representative or intentionally generated dataset. Thus, these
approaches are lack of empirical evidence against real-world scenarios. Some
studies use the semi-supervised learning method to take more advantage of exist-
ing labeled data. However, the problems of mislabeling and overfitting in the
developed model still need to be solved [12].

In face of the issues above, this paper develops a novel classification model for
automatically detecting XSS attacks in malicious URL requests based on a semi-
supervised algorithm using weighted neighbor purity. Machine learning method
can greatly improve the classification accuracy [20], especially a semi-supervised
method based on ensemble learning can eliminate the lack of labeled data. To
address mislabeling and overfitting problems in semi-supervised learning, we add
two novel restrictions on a well-known algorithm. Also, real-world scenarios are
considered by using the real data flows in both training and testing data set.

The main contributions of this paper are summarized as follows:

(1) To improve the classification accuracy of semi-supervised learning algorithm,
we ameliorate traditional Co-Training algorithm [1] by calculating weighted
neighbor purity as a threshold to reduce mislabeled data, and introducing
an excess ratio to address the overfitting problem.

(2) Considering the practical use of real-world application, we train our model
by captured URLs from HTTP requests in CERNET and feasible attacks
that have caused loss collected by XSSed [4]. To achieve the usability of our
detection model, practical data cleaning method is also introduced.

(3) Finally, comparison experiments are conducted to compare our improved
method with the original algorithm and another ensemble learning approach
published last year, showing that the proposed method outperforms the
other two methods.

The rest of this paper is structured as follows: Sect. 2 summarizes the related
work about URL detection and semi-supervised learning algorithm. Section 3
explains the overview of proposed detecting model. Section 4 describes the
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improved semi-supervised algorithm in detail. Section 5 represents the imple-
mentation and experimental result of three methods. Section 6 concludes this
paper.

2 Related Work

In this section, we introduce the studies of URL attack detection w ith machine
learning and semi-supervised learning algorithm. The knowledge in these two
respects mostly supports our research.

2.1 Research on URL Attack Detection with Machine Learning

Many web attacks can be simply constructed by embedding or injecting malicious
code in URLs [27], and XSS attack is the dominant type among them [19]. Using
a machine learning algorithm, we can extract representative static features from
URL [20] and train a prediction model to classify benign and malicious samples.
Thus, the performance of machine learning depends largely on features. Machine
learning methods can detect unknown malicious code, unlike universally used
methods based on blacklists. Furthermore, a classifier built by machine learning
method consumes little time to predict whether an URL is malicious, that is the
reason why more and more web servers choose to use machine learning method
for security issues.

Cui et al. [2] designed a feasible feature process procedure. They used gradient
learning to perform statistical analysis and their feature extraction is conducted
based on a sigmoidal threshold level. Yang [26] created a multi-classifier model
for URL with syntax and domain features, indicating that the best performance
is achieved by random forest algorithm. Joshi et al. [10] proposed an ensemble
classification method with lexical static features to detect malicious URLs, which
is currently being used in the FireEye Advanced URL Detection Engine. Zhou
et al. [28] also used an ensemble learning method which is based on Bayesian
networks, but they combined domain knowledge and threat intelligence with the
traditional lexical features, achieving a good result.

The current studies paid more attention to feature extraction, but few of
them believes the balanced dataset should be manually checked, though it could
consume a large amount of manpower. Instead of using real-world data, most of
these studies used generated data. These data could have high-level of identity
for training their models, which reduces the reliability of their methods to some
extent.

2.2 Research on Semi-supervised Algorithm

In traditional supervised learning, although it’s easy to obtain plenty of unla-
beled URL samples, it takes a lot of manually labeling time and cost to provide
labels for them. To address this challenge, semi-supervised learning is proposed
to improve learning performance with mostly unlabeled data. Disagreement-
based semi-supervised learning using ensemble learning method is one of the
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mainstream paradigms in this field [31]. It applies multiple classifiers to utilize
unlabeled data, and the disagreement between learners is critical to learning
effectiveness. Research on disagreement-based semi-supervised learning began
with the work of Blum and Mitchell on Co-Training [1].

There have been many studies on improving Co-Training. Zhou and his col-
laborators proposed Tri-training [32], which can be seen as an extension of the
binary classifier cooperative training. It generated three classifiers from a single-
view training set and then used these three classifiers by the rule of majority to
generate pseudo-labeled samples and solved the confidence evaluation problem
of pseudo-labeled samples. After training, the three classifiers were used as one
classifier through a voting mechanism. Li et al. proposed Co-Forest that puts
emphasis on the importance of ensemble learning [11]. Gu et al. proposed an
ensemble multi-train method of heteromorphic multi-classifiers [7]. The training
process of this method is similar to that of Co-Forest but required each base
classifier to use a different learning algorithm, and at the same time use different
attribute reduction strategies. In this paper, the random forest algorithm is inte-
grated into the semi-supervised learning framework, which can further improve
the learning performance of the classifier, and the introduction of multiple clas-
sifiers simplifies the calculation of the pseudo-labeled confidence.

In Co-Training, mislabeled data can accumulate during training, which influ-
ences diversity and accuracy of the combined classifier. Xiang et al. [24] devel-
oped a visual analysis method, which could improve the quality of labeled sam-
ples interactively. The quality improvement was achieved through the use of
user-selected trusted items and much manual work was required. The study in
[12] used data editing in Tri-training [32], which significantly improved the clas-
sification performance. Li et al. proposed an improved naive Bayes self-training
algorithm based on weighted K-nearest neighbors. Selecting the samples with
the similar spatial structure of the labeled samples, the naive Bayes classifier
assorted unlabeled samples on a better spatial structure and reduced mislabeled
samples effectively [21]. In this paper, the weighted K-nearest neighbor rule is
used to rectify the mislabeled data more accurately.

Based on these existing studies, we combine the wisdom of URL attacks
detection method and machine learning with a semi-supervised algorithm, for
designing a novel detection model of XSS attacks in URL. The lack of labeled
data is solved by machine learning, in which real scene and data are considered.
Furthermore, to solve the mislabeling problem in semi-supervised learning, we
propose a weighted neighbor purity method to rectify pseudo-labeled samples.

3 XSS Attack Detection Model Based on Improved
Semi-supervised Learning

This section describes the proposed detection model, as shown in Fig. 1. Fol-
lowing the process lines, raw URL data collected from real world are divided
into training set and testing set, and then they are sent into URL processing
procedure. The URL processing procedure transfers raw data in training set and
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testing set, respectively, into practicable feature vectors. Particularly in training
process, we add a data cleaning step to eliminate noise in features. After URL
processing, the refined data represented as feature vectors from training set are
sent to learning process to train a detection model. The detection model is then
evaluated by classifying the feature vectors generated from the testing set. If the
evaluation result is good enough, the generated detection model can be put into
application. Otherwise the control flow goes back to URL processing procedure,
trying to extract more representative features.

Fig. 1. XSS attack detection model based on improved semi-supervised learning

3.1 URL Processing Procedure

Preprocessing. URLs in HTTP request are often encoded, leading to confusion
of both human and artificial intelligence. Many attacks also use encoding method
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to bypass traditional attack detectors. That is why we need a preprocessing step
to check possible attacks. Figure 2 shows the preprocessing procedure, trans-
forming encoded data into human-readable strings. We firstly pick out the URL
query section from normal data packet shown in the first box. In the second box,
we get the extracted URL query. After URL decoding, HTML entity decoding
and lowercasing, URL query is transferred into apprehensible string in the third
box.

Fig. 2. Preprocessing procedure

Feature Extraction. Feature extraction is conducted on the decoded URL
query strings of the last step. According to the previous researches [15,25], we
use 70 URL static features as the original attributes. To eliminate the deviation
of redundant attributes, we carry out a feature selection algorithm, which is
based on correlation between features and its category. After the selection, 14
effective features are selected. These useful features consist of 5 URL structural
features, 1 XSS risk level feature, 7 evil char features, and 2 evil keyword features.
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Data Cleaning. Considering the adaptation of different practical scenarios,
data cleaning is necessary to filter out outliers in training process. The outliers
in training set can be regarded as noise, which badly affects the universality
of the model to be trained. Feature vectors in training set are projected into a
plane space by a dimensionality reduction method t-SNE [14]. Then a density-
based clustering algorithm DBSCAN [5] can easily find out the outliers. For test
process, as it will omit some real attacks in test data, we do not conduct data
cleaning method.

3.2 Improved Semi-supervised Learning

The core algorithm in detection model is a semi-supervised machine learning
method improved by weighted neighbor purity. We can describe the target of
detecting XSS attacks as a binary classification issue, where positive samples are
malicious and negative samples are benign [2]. As for classification, the funda-
mental assumption is that malicious attacks and benign requests have different
features. In this way, the classification model can learn how to predict a new
feature vector by adjusting itself according to labeled feature vectors.

Unlike supervised learning method, semi-supervised machine learning can
learn from both labeled and unlabeled data, saving a large amount of manpower
for labeling. We improve the existing method by introducing weighted neighbor
purity and an excess ratio, to ameliorate the accumulating mislabeled error prob-
lem and the overfitting problem caused by imbalanced training data. Section 4
describes the improved machine learning algorithm in detail.

3.3 Detection with Real-World Attacks

As attackers usually use attack tools to automatically build XSS attacks, our
model is intended to detect newly constructed attacks from normal requests.
Therefore, the test set is mixed with XSS attacks generated by attack tools and
benign URL requests from life scene in the training set. Although the evil data
in training set is collected from real-world XSS attack in website XSSed [4],
which is not similar with the test set, our model performs well according to the
experiment result.

To evaluate the performance of the detection result, we use classification
accuracy as the metric. Classification accuracy is the proportion of correct pre-
dictions to all predictions. Equation 1 defines the accuracy, where P and N is
the number of positive and negative predictive value respectively, TP + TN is
the number of correctly predicted samples, and P + N is the total number of
predictions.

Accuracy =
TP + TN

P + N
(1)

4 Improved Semi-supervised Algorithm

This section describes the core algorithm in our detection model. An improved
semi-supervised algorithm is proposed similar to Co-Forest [11] for binary classi-
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fication problems. In the following discussion, we use L to denote labeled samples
and U to denote unlabeled samples. C = {C1, C2, ..., Cn} represents the classifi-
cation space of labeled samples. First, a labeled training set L is used to build
a random forest composed of N base classifiers H = {H(1),H(2), ...,H(N)}.
H(i)(i = 1, ..., N) represents a base classifier in H, and a new ensemble classifier
composed of the remaining N − 1 classifiers is called the companion classifier of
H(i), denoted by H∗(i). During iterations, each companion classifier provides
its most confident pseudo label to its base classifier and expand the training set
of base classifiers.

4.1 Solution for Overfitting

When building a model for detecting malicious URL, there are often far more
samples of normal URL than malicious URL ones. To solve the overfitting prob-
lem resulted by extreme imbalance of positive and negative samples, we propose
a simple processing mechanism. For each iteration, we measure the proportion
of newly added pseudo-labeled samples of different classifications according to
the proportion of initially labeled data in different classifications. Suppose the
initially labeled samples have Np positive samples and Nn negative samples, and
the ratio of positive and negative samples is r, which is defined in Eq. 2. The
allocation of pseudo-labeled samples added to each classifier in each iteration
should follow the ratio r, and the excess samples will be put back in U .

r =
Np

Nn
(2)

4.2 Rectification for Mislabeled Data

To reduce the number of mislabeled samples and to improve the performance of
the classifier, this paper treats the samples differently according to the marginal-
ity of the samples. If the nearest neighbors of a sample mostly belong to the
same category, then it has a higher probability of belonging to this category. On
the contrary, if the categories of the nearest neighbors are more uniformly dis-
tributed, it will be difficult to determine the category according to the neighbors.
For each unlabeled sample x(x ∈ U), we construct a neighbor set neighbor(x)
composed of labeled samples. The purity of the neighbors [13] can describe the
distribution of neighbor sample categories. This paper proposes weighted neigh-
bor purity, which can more accurately describe the distribution of the neighbors.
In order to avoid calculation errors caused of value interval difference in differ-
ent attributes, it is necessary to normalize each attribute value first. Then, all
samples are mapped into points in a multidimensional space, and the distance
dis(x, z) between the unlabeled samples x and z refers to their Euclidean dis-
tance. The weight of each point wv is the confidence of the sample, which is
defined in Eq. 3. And the weight of each edge we(x, z) is defined in Eq. 4.

wv(x) = confidence(x) =
max{N1, N2}

N − 1
(3)



206 X. Li et al.

we(x, z) = e− dis2(x,z)
8 (4)

Where N1, N2 denotes the number of y1, y2 labeled by H∗(x) respectively. We
use k to denote the number of the nearest neighbors. Then, the weight of the
negative samples in k neighbors Wn(x) is defined in Eq. 5. The weight of the
positive samples in k neighbors Wp(x) is defined in Eq. 6, where ni denotes the
ith nearest neighbor of x. The weighted neighbor purity is defined in Eq. 7.

Wn(x) =
k∑

i=1

wv(x) ∗ we(x, ni), y(ni) = y1 (5)

Wp(x) =
k∑

i=1

wv(x) ∗ we(x, ni), y(ni) = y2 (6)

wpurity(x) =
Wp(x)

Wp(x) + Wn(x)
ln

Wp(x)
Wn(x)

+ ln
2 ∗ Wn(x)

Wp(x) + Wn(x)
(7)

In this paper, samples with low neighbor purity are called margin samples.
The introduction of margin samples is important to improve the generalization
ability of the classifier and approximate the ideal hypothesis. We add margin
samples that have higher confidence than θh to the set of labeled samples, while
manually label the samples that have lower confidence than θl. For samples
with lower marginality, we combine the idea of weighted K-nearest neighbor
algorithm to rectify pseudo-labeled samples. That is to say, we sample the k
neighbors closest to x, then compare the weights of the positive and negative
samples, and the label of the sample is rectified according to the category with
larger weight.

The main algorithm flow that applies the semi-supervised learning is given
in Algorithm 1. First, N random trees are constructed using labeled samples
to build a random forest. For each classifier, we sample some unlabeled data
and label them with the companion classifier. If the confidence level and the
weighted neighbor purity are high, data editing is employed. On the other hand,
if the confidence level and the weighted neighbor purity are low, the sample is
manually labeled. Excess samples of a classification are put back in U according
to the ratio r. When all classifiers stop updating, training ends.

5 Experiment

This section describes the detailed experiment settings, consisting of data
resources, feature selection method, training parameters and comparison exper-
iment results about our method, and other two competitive methods.



XSS Attack Detection Model 207

Algorithm 1. Improved Semi-supervised Algorithm
Input: L: the labeled set; U : the unlabeled set; θh: the high confidence threshold; θl:

the low confidence threshold; θp: the threshold of the weighted neighbor purity; N :
the number of random trees; K: the number of the nearest neighbors

Output: classifiers H = {H(1), H(2), ..., H(N)};
1: build a random forest consisting N random trees with L
2: for i ∈ {1, ..., N} do
3: êi,0 = 0.5
4: Wi,0 = 0
5: end for
6: t = 1
7: repeat
8: for i ∈ {1, ..., N} do
9: compute the estimated error rate êi,0 = EstimateError(Hi, L)

10: L
′
i,t = φ

11: if êi,t < êi,t−1 then

12: sample some unlabeled data U
′
i,t = SubSampled(U,

êi,t−1Wi,t−1
êi,t

)

13: for each x ∈ U
′
i,t do

14: if confidence(Hi, x) > θh then
15: if wpurity(x) > θp then
16: compare Wp(x) and Wn(x) to correct the mislabeled data
17: end if
18: add x to the labeled dataset L

′
i,t = L

′
i,t ∪ {(x, Hi(x))}

19: Wi,t = Wi,t + confidence(Hi, x)
20: else if confidence(Hi, x) < θl and wpurity(x) < θp then

21: label the data manually and add it to L
′
i,t

22: end if
23: end for
24: put excess samples back in U according to the ratio r
25: end if
26: end for
27: for i ∈ {1, ..., N} do
28: if ei,tWi,t < ei,t−1Wi,t−1 then

29: update the classifier hi = LearnRandomTree(L ∪ L
′
i,t)

30: end if
31: end for
32: t = t + 1
33: until none of the trees in random forest changes

5.1 Dataset

To simulate the practical application of our model, we captured 54.8 MB data
flows from outgoing traffic of Beijing University of Posts and Telecommunications
network as the normal samples. After extracting the investigated URL request
from the flows, we obtain 39596 distinct queries. The majority of these samples
are used as white data in training set, and the remaining 3770 normal samples
are randomly selected into testing set.
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The evil XSS attacks in training set are collected from a well-known security
website XSSed [4], containing 28776 unique attacks in URL requests. The XSS
attacks in testing set are collected from several GitHub repositories, consisting
of 3770 distinct attacks. Because of the difference between training and testing
data, our model cannot completely learn the feature pattern of testing samples
during training procedure, which greatly supports the validity of our evaluation
result.

5.2 Feature Selection

Feature selection is an important procedure that determines the efficiency of
machine learning algorithm. This part is executed after URL decoding, HTML
entity decoding and lowercasing in the preprocessing procedure of training pro-
cess. After roughly selecting 70 static features according to [15,25], we use a
built-in algorithm of Waikato Environment for Knowledge Analysis (WEKA)
[23], and finally pick out 14 useful features shown in Table 1, where URL struc-
tural features are statistical features for the whole clean strings; XSS risk level
feature is calculated by the cumulative number of the XSS keywords occurrence.
The evil char and evil keyword features are the respective numbers of certain
char and keyword occurrence.

The selection algorithm named CfsSubsetEval [8] calculates the individual
predictive ability of each feature in a subset of attributes, the degree of redun-
dancy is evaluated as well. Searched by greedy algorithm, subsets of features
having low intercorrelation and high correlation with the category will be rec-
ommended.

5.3 Training Parameters

This subsection explains the detailed parameters in our comparison experiments
of improved semi-supervised method, original Co-Forest algorithm and the repro-
duction of an ensemble learning method published last year [28].

In the proposed semi-supervised method, the algorithm benefits from ensem-
ble learning, using Random Tree algorithm as the base classifier, and the N value
is set to 10. The other parameters use the default parameters of the random for-
est package in WEKA. The high confidence threshold θh is 0.75 and the low
confidence threshold θl is set to 0.65. The weighted neighbor purity threshold
is set to 0.02. The size of the nearest neighbor set is related to the confidence
of the pseudo-label samples and the number of iterations and has no significant
impact on the accuracy of classifiers. The nearest neighbor set size is set to 5 in
this experiment.

The original Co-Forest [11] algorithm in comparison uses consistent con-
figuration for base classifier with the improved algorithm. Its only confidence
threshold of the labeled samples is set to 0.75, as high as our high confidence
threshold.
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Table 1. Selected features

Category Feature name Description

URL structural URL length the total length of a URL
query

digit percentage the percentage of digit in a
URL query

letter percentage the percentage of letter in a
URL query

parameter number number of parameters in a
URL query

XSS risk level XSS count accumulative number of XSS
keywords occurrence

evil char “ existence of char “

< existence of char <

\ existence of char \
, existence of char ,

% existence of char %

evil keyword img existence of word img

eval existence of word eval

In the reproduction of another ensemble learning method using Bayesian
network as base classifier, we exactly use the same parameters as the paper
mentioned [28]. For ensemble learning, bagging and majority voting methods
are used to generate different training subsets and predict results. The number
of distinguishing base learners is 5. For each base classifier, Tabu [6] search
algorithm and BDeu [9] scoring function are applied.

All the approaches are conducted with different initial rates of labeled train-
ing sets, which are respectively labeled as 5%, 10%, 20%, and 30%. The average
classification accuracy of five tests is finally used for comparison.

5.4 Experiment Result

Figure 3 shows the improved algorithm classification accuracy of different ini-
tially labeled proportions. From this figure, it can be seen that in each initially
labeled proportion of 5%, 10%, 20%, and 30%, the accuracy increases as the
number of iterations increases. Table 2 shows the number of samples that need
to be manually labeled as well as exercise classification accuracy for each iter-
ation. Only a few samples need to be manually labeled each iteration, which
meets the actual production requirements.
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Table 2. The accuracy and manually labeled number of each iteration under different
initially labeled proportions. Nmanual denotes the manually labeled number.

5% 10% 20% 30%

Accuracy Nmanual Accuracy Nmanual Accuracy Nmanual Accuracy Nmanual

1 0.875 53 0.901 36 0.933 18 0.942 28

2 0.906 39 0.938 18 0.942 14 0.956 19

3 0.925 48 0.945 61 0.945 27 0.958 20

4 0.936 27 0.953 46 0.956 23 0.965 13

5 0.943 18 0.957 24 0.962 10 0.973 06

(a) Initially labeled proportion = 5%. (b) Initially labeled proportion = 10%.

(c) Initially labeled proportion = 20%. (d) Initially labeled proportion = 30%.

Fig. 3. The improved algorithm classification accuracy of different initially labeled
proportions.

Moreover, we compare our work with the Co-Forest algorithm and another
ensemble learning algorithm. Table 3 shows the comparison of the accuracy
of three algorithms under different initially labeled proportions. As can be seen
from the Fig. 4, the improved semi-supervised algorithm has the highest accuracy
among the three methods in each initially labeled proportion. The fewer labeled
samples, the more obvious the advantages of the proposed algorithm.



XSS Attack Detection Model 211

Table 3. Algorithm classification accuracy comparison.

Labeled proportion Improved algorithm Co-Forest Ensemble Bayesian Network

5% 94.3% 88.2% 57.6%

10% 95.7% 92.3% 75.7%

20% 96.5% 94.0% 68.9%

30% 97.3% 95.2% 77.5%

Fig. 4. Algorithm classification accuracy comparison.

Although all of the methods use ensemble learning, the ensemble Bayesian
network performs worst in low labeling rates. That is because it does not apply
semi-supervised learning to gain more knowledge from limited data, though it
actually performs well when learning a fully labeled data set with the classifica-
tion accuracy of 0.96. In the comparison of two semi-supervised algorithms, the
improved one takes the importance of margin samples into account and rectifies
mislabeled samples, thereby improving the performance of our classifier.

In general, applying the proposed algorithm to XSS detection has high accu-
racy and requires little manpower to label the data, proved to have high appli-
cation value.
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6 Conclusion

This paper developed a novel classification model for automatically detect-
ing malevolent URL request with an improved semi-supervised algorithm. To
improve the classification accuracy of semi-supervised algorithm, we introduced
the weighted purity of edge samples to address the problem of accumulating
mislabeled data, and an excess ratio is taken into account for the overfitting
problem. In addition, we collected real network traffic in the CERNET and fea-
sible XSS attacks that had caused loss in history for training, achieving practical
value of real-world scenario. The experiment showed that our method exceeded a
well-known semi-supervised method Co-forest and another competitive ensemble
learning method.

In future work, more precise features and the semantic features of the attack
can be analyzed and they will greatly improve the universalism of the detection.
Furthermore, the proposed method can only detect the evil URLs with XSS
attack, and more malicious behaviors in URLs will be taken into consideration,
such as code injection, filename attack and so on.
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Abstract. The Internet of Things (IoT) is a heterogeneous network of
constrained devices connected both to each other and to the Internet.
Since the significance of IoT has risen remarkably in recent years, a
considerable amount of research has been conducted in this area, and
especially on, new mechanisms and protocols suited to such complex
systems. Routing Procotol for Lower-Power and Lossy Networks (RPL) is
one of the well-accepted routing protocols for IoT. Even though RPL has
defined some specifications for its security, it is still vulnerable to insider
attacks. Moreover, lossy communication links and resource-constraints of
devices introduce a challenge for developing suitable security solutions
for such networks. Therefore, in this study, a new intrusion detection
system based on neural networks is proposed for detecting specific attacks
against RPL. Besides features collected from the routing layer, the effects
of link layer-based features are investigated on intrusion detection. To the
best of our knowledge, this study presents the first cross-layer intrusion
detection system in the literature.

Keywords: Internet of Things · Security · Cross-layer intrusion
detection · Routing attacks · RPL · Neural networks

1 Introduction

With the development of technology, the usage of the Internet and smart devices
together has become a part of our daily lives. Advances in smart sensors, embed-
ded devices, and wireless communication technologies have led to the emergence
of a new concept called the Internet of Things (IoT). The use of IoT has been
growing exponentially in different areas such as smart grid, medical care, and
smart home systems [15,25]. According to the research conducted by the Sta-
tistica Research Department [1], the number of devices connected to IoT will be
over 50 billion in 2023 and 75 billion in 2025. The rapid increase in the number
of IoT devices has also accelerated research in IoT. Due to attracting attackers’
interest, security has become one of the important research areas in IoT.

Many IoT applications collect a large amount of data from various devices.
Besides the heterogeneity of these devices, most of them have constraints related
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to power, communication, and computation capabilities. This also brings a chal-
lenge for developing complex security solutions. Hence, the existing security solu-
tions might not be suitable for such heterogeneous and complex networks. There-
fore, new solutions should be developed, or the existing ones should be adapted
to this new environment, which is the main aim of this current study.

New protocols that are less complex and consume less power are introduced
for IoT. Routing Protocol for Low-Power and Lossy Networks (RPL) is one of
them [4] and designed to provide efficient routing paths especially for resource-
constrained devices. Although some security mechanisms are proposed for exter-
nal attackers in RPL, it is still open to insider attacks such as rank and version
attacks, which could affect the entire network. Hence, suitable IDSs for RPL-
based IoT should be improved to detect such attacks. As it is stated above,
existing IDSs for wired/wireless networks may not be suitable for these net-
works. Hence, new solutions that consider the specific characteristics of RPL
should be proposed.

In this study, a novel cross-layer intrusion detection system based on neural
networks is introduced for RPL. Features from both link layer and network layer
are employed. The following specific attacks against RPL are targeted: version
number, worst parent, and hello flood. The effects of different percentages of
attackers are also explored. The results show that the proposed IDS could detect
attacks effectively for both binary and multi-class classification. The use of link
layer-based features decreased the false positive rate further. The positive effect
of link layer features on the detection of version number attacks are also observed
in the results. The contributions of the study are summarized as follows:

• A novel neural network-based IDS both for binary and multiclass classification
of the version number, worst parent, and hello flood attacks are introduced.

• An attack dataset for RPL-based IoT networks, which covers three attack
types specific to RPL with different attacker densities, is introduced and
shared with the community1.

• To the best of the authors’ knowledge, this study is the first cross-layer intru-
sion detection system for RPL-based networks that explores the effect of
features obtained from both link and routing layers on intrusion detection.

The study is organized as follows. Section 2 discusses the related studies.
Section 3 gives the details of the proposed solution. The targeted attacks and
the neural network-based approach for detecting those are explained. Section 4
gives the details of the simulation environment and discusses the experimental
results thoroughly. The last section is devoted to concluding remarks.

2 Related Work

Researchers have been exploring the development of suitable IDS for RPL.
SVELTE [26] is the first IDS proposed in the literature. It aims to detect sink-
hole and selective forwarding attacks by using a hybrid approach of signature
1 https://wise.cs.hacettepe.edu.tr/projects/rplsec/.

https://wise.cs.hacettepe.edu.tr/projects/rplsec/
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and anomaly-based techniques. There are also recent approaches that take the
advantage of both techniques. An approach that utilizes 6LoWPAN compression
header to detect hello flood, sinkhole, and wormhole attacks are proposed in [20].
The most discriminate features in the header are selected by using a correlation-
based feature selection algorithm. Then, machine learning algorithms are applied
and shown that the selected features (5 out of 77) outperform previous studies
[24,26].

An anomaly-based IDS for detecting version number and hello flood attacks
is given in [29]. They used a small feature set for training a neural network-based
model. Recently, another anomaly-based IDS is proposed for detecting version
number and hello flood attacks [19]. A feature set consisting the number of
topology control messages (DIS/DIO/DAO), the number of different DODAG
versions and the UDP forward ratio are used by Kernel Density Algorithm.
Another IDS [7] is generated by using genetic algorithm on a rich feature set
and located at the root node. The experimental results show that the proposed
IDS has high accuracy and low false positive rate on detection of hello flood and
version number attacks.

A few specification-based IDSs are proposed in the literature. In [11], the
states of RPL and the transitions between these states with corresponding statis-
tics are defined, IDS rules according to them are extracted for detecting rank,
neighbor, and sinkhole attacks. The network is divided into clusters to decrease
the usage of resources. Each cluster member reports information about itself and
its neighbors to the cluster head. Each cluster head runs an IDS agent that ana-
lyzes the reports coming from its members and generates an alarm if a node visits
a state more than a threshold in a unit period of time. Another specification-
based IDS is proposed for sybil attacks. Each node in the network is a monitoring
node that cooperates with its neighbors to detect attacks and report them to
the border router. Since the nodes in the network need to send a message to the
sink node when they detect an inconsistency, it brings extra overhead to the net-
work. Nodes in the network are equipped with a cryptographic co-processor chips
to build hardware support identification, store security parameters, and handle
cryptography calculations. It also requires a trusted entity for authentication.

There are also prevention and mitigation techniques against RPL attacks.
A mitigation method is proposed for version number attacks in [6]. If a version
update is coming from leaf nodes is ignored. Otherwise, if most of the neigh-
bors with better ranks agree upon the validity of the version number update,
it is accepted. Recently, a mitigation method against DIS flooding attacks is
proposed [28]. Here, thresholds for limiting the number of unnecessary trickle
timer resets are defined, and hence the number of control message transmis-
sions caused by the attack is controlled. Secure-RPL [9] is a threshold-based
detection system based on rank updates and uses hash chain authentication to
eliminate illegitimate modification of rank value. SecTrust-RPL [3] is a detection
and isolation mechanism against rank and Sybil attacks. The nodes compute the
trustworthiness of its neighbors based on direct and recommended trust metrics
and each node chooses a parent having higher trust values for routing whereas
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the nodes with lower trust values are marked as malicious. A distributed mon-
itoring strategy for detecting version number attacks and attackers is proposed
in [16]. Monitoring nodes construct a separate network and use it to periodically
forward collected information about the version number of DIO messages coming
from neighbor nodes to the root, which runs IDS.

A recent survey study [27] reviews the existing security mechanisms proposed
for RPL. More than 100 studies are reviewed and shown that there is no cross-
layer security solution. It is also emphasized that there is no effective solution
against flood attacks. Furthermore, most of the studies use a small number of
nodes in their simulation, which can be unscalable and unrealistic for a multi-hop
network. The main contribution of this study is to fill this gap in the literature
by proposing a cross-layer IDS. Link layer features besides routing layer features
are included to distinguish the natural packet losses due to using wireless links
from the packet losses caused by attacks. Moreover, the proposed system is
simulated on large networks with different settings, which are shared with the
community(see footnote 1). Finally, besides developing different algorithms for
detecting each attack separately, one algorithm that distinguishes all attack types
is developed.

3 RPL and Target Attacks

RPL connects nodes to each other and to border router(s) by creating a
destination-oriented directed acyclic graph (DODAG). Three types of nodes can
exist in a DODAG. The first one is low power and lossy border router (LBR),
which is the root of a DODAG and a collection point for the multipoint-to-point
(MP2P) traffic. LBR can create a directed acyclic graph and provides a con-
nection between the Internet and remaining nodes. The second type is routers,
which can generate data traffic and forward packets. They can join an existing
DAG. The last type is hosts which can only generate data traffic as end-devices.
Each node in a DODAG has an ID, a list of its neighbors, a parent node, and a
rank value that shows the position of the node itself with respect to the border
router. Each node calculates its rank according to the rank of its preferred par-
ent by using the objective function (OF). OF determines the route selection by
using different objectives such as ETX, latency.

RPL uses three types of routing control messages namely DAO, DIS, and
DIO. In point-to-point (P2P) and point-to-multipoint (P2MP) traffic scenar-
ios, the root node needs to know the path to the remaining devices. Therefore,
each node announces its routing path to the root node by sending a Destination
Advertisement Object (DAO) messages. DAO propagates upward direction in
the DODAG via the parent of each node and the border router becomes aware of
the path to each node. DIS (DODAG Information Solicitation) helps new nodes
to ask for topology information before joining the network. DIO (DODAG Infor-
mation Object) helps to set and update the topology. DIO message is sent by
each node to inform other nodes about its rank value. RPL uses a trickle algo-
rithm [14] for scheduling DIO message frequency. In this algorithm, to reduce
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the number of routing control messages, each node holds two parameters: trickle
time and DIO counter. Trickle time stands for the time interval that the node
waits before sending the next DIO message. If the parameters which cause a
topology change in the network are not modified in the incoming DIO message,
then the DIO counter will be increased and the trickle timer increases the dura-
tion of the idle state. If there is a change in the DIO message, the node will reset
the DIO counter and minimize its trigger time.

The main focus of this study is to detect specific attacks against RPL. Three
attacks based on their potential effects on RPL are simulated: version number,
worst parent, and hello flood attack, which are given in detail below.

Version Number Attack (VNA). The change of version number is triggered
only by the root node if the global repair of DODAG is required. When the
root node changes the version number, this information is carried with DIO
messages to all nodes in the network and a new DODAG is reconstructed. VNA
results in unnecessary reconstruction of the DODAG graph and creates overhead.
This attack has been analyzed in several studies in the literature [5,17]. In [17],
the attacker has been placed in all possible locations via a grid topology. The
experimental results show that the effect of attack increases while the attacker is
moving away from the root node since the attacker can spread the damage further
[17]. In order to help to localize the attacker, loops and rank inconsistencies can
be used because they are mainly located in the neighborhood of the attacker. In
[5], it is also shown that mobile nodes harm the network with the same impact
of far nodes from the root. In the attack scenario, a malicious node illegally
changes the version number field before it forwards received DIO message to its
neighbors. Here, in the simulations, malicious node increases version number by
one in every minute in order to disrupt the network.

Worst Parent Attack (WPA). Rank Attack aims to change the topology of
a DODAG. It is one of the most dangerous attacks against RPL. A rank value
is calculated by each node in the network and it indicates the quality of a path
between the node itself and the root node. The rank value has important roles
in RPL such as creating an optimal topology, prevention of routing loops, and
managing the overhead of routing control messages. In a rank attack scenario, the
attacker falsifies its rank information and sends a DIO message to its neighbors
which has a different rank value than its genuine. In WPA, the worst parent
(with the highest rank value) is chosen instead of the best one as specified in
RPL. As a result of this attack, a child node could find itself in a non-optimal
routing path and choose an attacker node as its parent. WPA is implemented
for the first time in [12] and the network performance under attack is analyzed
by putting the attacker in every possible location in a grid topology. It is shown
that the attack cannot be detected easily, since child nodes assume that routing
information supplied by their parents via DIO packets are genuine and, they do
not have any mechanism to verify the reliability of the parent nodes according
to the protocol specification. Here, in the simulations, the malicious node selects
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the node which has the worst rank value in its neighborhood as its parent. The
nodes who select the malicious node as a parent node might find themselves in
non-optimal paths.

Hello Flood Attack (HFA). In RPL, a node who wants to join to the net-
work multicasts DIS messages to its neighbors. The new node transmits DIS
messages with a fixed interval of time and waits for a reply from nodes in its
transmission range. However, RFC 6550 [4] does not specify the time interval
for the transmission of DIS messages, and it may vary in different RPL imple-
mentations. When the new node receives DIO message(s) as a reply to its DIS
messages, it stops sending DIS messages and joins to the network. In P2P and
P2MP traffic scenarios, the new node also sends a DAO message to its parent
in order to inform the root node. It is shown that HFA is the most influential
attack that degrades the performance of IoT network [13]. In this attack sce-
nario, a malicious node pretends to be a new node and multicasts DIS messages
periodically to its neighbors. Hence, nodes in the neighborhood of the attacker
are forced to reset the trickle timer or to unicast DIS message to a node that has
to respond with a DIO message. This can overload RPL nodes by increasing the
number of routing control messages and hence might cause network congestion.
Here, in the simulations, malicious node multicasts DIS message to its neighbor
nodes in every 500 ms. In the simulations, it is observed that if DIS messages
are sent more frequently, the network becomes overwhelmed by these messages
and unresponsive to legitimate requests.

4 The Proposed Intrusion Detection System

In this section, the proposed neural network-based IDS for RPL-based IoT net-
works will be given in detail. Firstly, the features used as inputs to the neural
network will be presented. For developing an effective IDS, it is important to
determine suitable features for training a machine learning system. The selected
features should have sufficient information to distinguish malicious activities
from benign ones. Furthermore, they are preferred to have non-redundant infor-
mation, because too many features could negatively affect training. A recent
study [7] uses a set that covers most of the features related to the RPL control
messages and data packets in the network. In addition to this feature set, the
features related to link-layer are employed here, as listed in Table 1.

Data related features include information about data packets received by the
root node in a time interval. These features could show whether each node effec-
tively participates in the periodic reporting process to the root node and hence,
give indirect information about the stability of a network. Topology related fea-
tures include information about routing control messages received by the root
node. These topology messages could give useful insights for detecting different
types of attacks. For example, an abrupt increase in the number of DIS messages
could be an indicator of hello flood attacks. However, this situation should be
effectively discriminated from the natural increase of DIS messages as a result
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Table 1. List of the Features

Feature
group

Explanation Number of
features

Data -Number of data messages 7

-Max/Min/Average length of data messages

-Max/Min/Average time difference between

data messages

Topology -Number of DIO/DIS/DAO messages 16

-Max/Min of version numbers, the difference between

version numbers

-Max/Min of rank values, the difference between

rank values

-Max/Min/Average time difference between

DIO/DIS/DAO messages

Link-layer -Number of dropped packets due to collision
/neighbor allocation/queueing/packeting

4

of a new node(s)’s participation in the network. Similarly, the features collected
about version number and rank value give useful information for detecting ver-
sion number attack and worst parent attack respectively. Link-layer features
give information about the reasons for dropped packets in this layer such as
collisions, neighbor allocation, queuing, and buffer management. These features
are collected from the root node and its one-hop neighbors. It is assumed that
each node periodically forwards these features to the root node. It is shown that
while most of the packets are dropped at the routing layer as a result of version
number attack, the packet drops in normal networks (under no attack) have
mainly resulted from link-layer issues [6]. Therefore, it is believed that link-layer
features could help distinguishing normal cases from malicious activities. Hence
they are employed for the first time in intrusion detection in RPL. These features
are collected periodically at the root node. The time interval for data collection
is chosen experimentally by comparing the detection accuracy of the proposed
system at different time intervals. The results of this evaluation are presented in
Fig. 1. According to these results, the time interval for data collection is set as
5 s to achieve the highest detection rate for the proposed design.

RPL-based IoT networks are generally used for MP2P communication, there-
fore the data (such as data collected from sensor nodes) flows from leaf nodes
to the sink node. The sink node is usually responsible either for forwarding col-
lected data to other applications or analyzing the data locally. Therefore, the
root node is generally a more powerful device than other nodes in the network.
In addition, it has a better view of the network. Based on these assumptions,
a centralized IDS placed in the root node is proposed for applications based on
MP2P communication in this study. Moreover, a centralized IDS can fit better
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Fig. 1. Accuracy of IDS at varying time intervals for data collection

than a distributed one to the resource-constrained structure of IoT. Here, three
attacks are implemented separately on different networks with different percent-
age of attackers (2%, 6%, 10%, 20%). Each attack is simulated on 5 network
topologies for each attacker density. Hence, in total 20 different networks are
constructed for each attack. The same simulations are also run in a larger net-
work area in order to observe the effect of node density on intrusion detection.
Similarly, 20 networks under no-attack are run for generating benign traffic. The
details of simulations are given in Table 2.

As the number of nodes increases, RPL produces lots of routing control mes-
sages which are gathered in the root node. In order to process such a large
amount of data, a neural network-based IDS is proposed. The aim is to differen-
tiate malicious attempts from normal network behavior with the data collected
in the root node. The aim is not only to predict whether there is an attack in
the network or not, but also predict the type of RPL attack with high accu-
racy. Therefore, the problem has been explored as both binary and multiclass
classification.

The proposed neural network architecture is demonstrated in Fig. 2. In order
to calculate the weights of the input set, 4 fully-connected neural network layer
with different output sizes is proposed. As an activation function, the Rectified
Linear Unit (ReLU) function is employed. The number of neurons for hidden
layers are set as 128, 64, 32, and 16 respectively. There are dropout layers between
each fully-connected layer with a 0.5 drop rate to prevent over-fitting. Then,
there is a fully-connected layer with a softmax function. The output size of this
layer depends on the problem type, namely binary and multi-class classification.
So, it has two neurons for binary classification to represent benign and attacked
behaviour of the network, and four neurons for multi-class classification. Before
training the model, data is pre-processed by applying feature scaling using the
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standard scaler function of the scikit library [23]. Other libraries used for neural
network implementation in this study are Pandas [18], Numpy [21], and Keras [8].

Fig. 2. The proposed neural network architecture

5 Experiments and Results

In this chapter, the simulation environment with its parameters and the perfor-
mance metrics used in the analysis of the routing attacks in the experiments are
detailed. Also, the performance of the proposed IDS solution is analyzed and
discussed in this section.

5.1 Experimental Environment

Cooja Contiki Simulator 2.7 [22] is used to simulate IoT networks. Tmote Sky [2]
nodes which are low power wireless modules and typically used in sensor networks
are used as IoT devices. The sink node is a border router that connects the
remaining nodes to the internet. It collects data from other nodes and helps them
to create DODAG. The sender node represents an IoT device that sends periodic
data messages to the sink node via its preferred parent. When the preferred node
has data packets to forward, it sends the packet to its own parent, the packet is
forwarded until it reaches the sink node. A malicious node is also a sender node,
who manipulates the network and decreases the network performance.

Most of the studies in the literature use a single malicious node in their
simulations. Moreover, they are generally simulated with a limited number of
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devices [17,28]. However, as pointed out in [10], at least 25 or 30 devices are
needed to see the multi-hop characteristics of RPL. In these studies, the simula-
tions are also usually run for up to 30 min at most. Considering the time passed
for the network to stabilize, this time can be limited to see the real effects of
attacks. Moreover, the experiments are always carried out on a grid topology to
see the effects of attackers at different locations. However, more realistic scenar-
ios such as the random distribution of nodes and attackers, the partitioning of
networks are not discovered in these studies. Therefore, in this study, simulation
parameters are selected by considering these critical issues and given in Table 2.
As shown in the table, two different networks (small and large) are simulated to
see the effects of node density on intrusion detection. Moreover, each attack is
carried out with different number of attackers.

Table 2. The simulation parameters

Simulation parameters

Simulation run time 60min

Number of nodes 50

Sink node 1

Radio medium Unit disc graph medium: distance loss

Transmission range 50m

Interference range 100m

Seed type Random seed

Positioning Random positioning

Simulation area 125 × 125 m (small), 250 × 250m (large)

MAC protocol IEEE 802.15.4

Objective function MRHOF

Traffic type UDP

Traffic rate Each node sends 1 packet every 60 s

5.2 Experimental Results

The model for binary classification is trained using two different schemes: 10-
fold cross-validation and 60% percentage split. While the percentage split scheme
acquires 96.88% DR and 0.13% FPR, the other scheme has 97.11% DR and 0.34%
FPR. Therefore, the percentage method is used in subsequent evaluations. The
experimental results for each attack type are given in Table 3. It shows that the
proposed IDS could detect each attack effectively. Hello flood becomes the easiest
attack type to detect even when it is carried out by a few attackers. In general,
when the number of attackers increases, their effects on the network become more
observable. Since WPA does not become effective until a considerable amount
of attackers (10%) participate into the network, these cases were not considered
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in training/testing. In the large network, the detection rate of WPA is dropped.
It is observed that small network is obviously affected by this attack and change
parents more frequently. On the other hand, due to low node density in the large
network, the clear effects of this attack on the network are less observed. This
would cause a decrease in the detection rate.

Table 3. The performance of IDS-binary classification

Attack type Node density Small network Large network

Detection rate Detection rate

Version number attack (VNA) 2% Attacker 86.66% 93.99%

6% attacker 92.99% 92.33%

10% attacker 98.58% 94.75%

20% attacker 94.83% 90.99%

Entire dataset 93.20% 92.96%

Worst parent attack (WPA) 10% Attacker 96.91% 76.56%

20% attacker 99.42% 95.75%

Entire dataset 98.17% 86.16%

Hello flood attack (HFA) 2% Attacker 99.83% 99.67%

6% attacker 100% 100%

10% attacker 100% 100%

20% attacker 100% 100%

Entire dataset 99.96% 99.92%

To see the capability of the proposed method on detection of attacks on
networks with different number of attackers, the model is trained only by using
networks under high percentage of attackers (10%–20% for VNA, HFA, and 20%
for WPA), then tested on networks under low percentage of attackers (2%–6%
for VNA, HFA, and 10% for WPA). The results show that the IDS can still
detect attacks with high detection rates (VNA: 88.93% WPA: 86.90%, HFA:
99.87%).

To see the effects of routing layer and link layer features, two models are
trained with different groups of features and compared in Table 4. Link layer
features have caused a decrease in false positive rate since they help to discrim-
inate normal cases from attack case in case of collisions in the link layer. These
features have also slightly increased the detection rate of version number attacks
since this attack is the main cause of packet drops at the routing layer [6].

Finally, a model is trained for detecting all types of attacks and labeling
them. The model has also a high detection rate (97.52%). As shown in the
confusion matrix below, in some cases, VNA is confused with attack-free traffic.
It is observed that this attack needs some time to affect the network. Hence,
at this initial state of the attack, it cannot be distinguished from benign traffic
(Table 5).
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Table 4. The effects of link layer features

Attack type Routing layer features Routing and link layer features

DR FPR DR FPR

Version number attack 91.52% - 93.20% -

Worst parent attack 99.08% - 98.17% -

Hello flood attack 100% - 99.96% -

Entire dataset 97.06% 0.61% 96.88% 0.13%

Table 5. The performance of IDS-multiclass classification

True label\predicted as NA VNA WPA HFA

No attack (NA) 99.7% 0% 0.3% 0%

Version number attack (VNA) 6.94% 92.42% 0.48% 0.17%

Worst parent attack (WPA) 1.42% 0.42% 97.71% 0.46%

Hello flood attack (HFA) 0.04% 0.02% 0.04% 99.9%

6 Conclusion

In this study, a novel neural network-based cross-layer intrusion detection system
for RPL-based IoT networks is introduced. Both binary and multiclass classifi-
cation for the following RPL-specific attacks are covered: version number, worst
parent, and hello flood attacks. To the best of the authors’ knowledge, the pro-
posed IDS is the first cross-layer intrusion detection system in RPL that explores
the effect of features obtained from link-layer on intrusion detection. The exper-
imental results show that the proposed IDS detects each attack type with a high
detection rate and an even lower false positive rate using the link-layer features.
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Abstract. LoRa (Long Range) is a low-power wide-area network tech-
nology well-suited for Internet of Things (IoT) applications. In this
paper, LoRa is used in a cattle monitoring application where an ad-
hoc mesh network is configured to collect GPS and accelerometer data
from cattle-worn sensors and relay the collected data to a base sta-
tion. Free-range cattle monitoring is a challenging application since the
battery-powered sensors must be small and energy efficient, and enable
data communications over long distances from unpredictable locations.
We propose novel changes to the existing LoRa mesh network protocols
that minimize energy consumption by using global time synchronization
enabled by GPS sensors and a concurrent transmission property unique
to LoRa. The mesh routing phase efficiently occurs during every data col-
lection period, making this approach ideal for networking highly mobile
sensors. We integrate efficient authentication and encryption techniques
in the data exchange operations to prevent spoofing and to provide con-
fidentiality in the message exchanges between the sensors and the base
station. The performance of the proposed secure implementation is com-
pared to an equivalent insecure implementation. Multiple cattle distri-
bution scenarios are constructed and compared to evaluate the energy
consumption of the proposed scheme.

Keywords: LoRa · Mesh networks · Cattle monitoring

1 Introduction

In recent years, the Internet of Things (IoT) paradigm has expanded rapidly into
commercial, industrial and consumer applications. This expansion has driven a
corresponding need for energy efficient battery-powered networked devices. The
energy consumed during data communications is a significant fraction of the
total energy consumption, and is a particular concern for IoT applications in
rural areas, where transmission over long distances is necessary due to a lack of
networking infrastructure. Low-power wide-area network (LPWAN) technologies
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such as LoRa (Long Range), Sigfox, and Narrowband IoT (NB-IoT) [1] offer a
distinct advantage for rural IoT by providing enhanced energy efficiency and
long range data communications.

LoRa uses a proprietary spread spectrum modulation similar to chirp spread
spectrum (CSS) modulation to achieve high noise immunity at the expense of
low data rates. LoRa has configurable parameters such as spreading factor (SF),
bandwidth, and error coding rates, which enable trade-offs between range and
noise immunity [2]. LoRa is used as the transport layer for the LoRa Wide Area
Network (LoRaWAN) networking protocol in which LoRa-enabled devices com-
municate directly with LoRa gateways. Given its low cost to build and operate,
LoRa has received a great deal of interest from the academic and amateur radio
communities, and has been used in various IoT applications, such as smart cities,
industrial IoT, agriculture, smart metering, and environmental monitoring [3].

In this paper, we investigate a novel LoRa ad-hoc mesh network architecture
for tracking and monitoring the location and activity of free-range cattle. Within
the proposed system, battery-powered sensors are attached to the cattle and peri-
odically collect and transmit GPS and accelerometer data to a base station. The
long transmission distances and physical obstacles (such as rolling hills, trees and
other cattle) require that the sensor network be configured as a mesh, allowing
collected data to be relayed from sensor to sensor before reaching the base sta-
tion. Data transfer between the base station and the sensors is bi-directional and
must be accomplished with ultra-low energy consumption. The proposed system
introduces a protocol that enables secure and energy-optimized data communi-
cation over distances that exceed those specified for LoRaWAN. The proposed
framework uses GPS to time synchronize all sensors in the network to precise
wake-up times, enabling the configuration of an infrequent, secure, and coherent
data exchange network that minimizes energy consumption. Applications that
use the proposed system will benefit from the increased data transmission range
and improved reliability in packet delivery while experiencing a minimal increase
in energy consumption.

1.1 State of the Art and Motivation

A wireless mesh network (WMN) is a network communication paradigm wherein
client devices can act as message relays and increase the probability of a suc-
cessful packet delivery [4]. Mesh network architectures exist for multiple IoT
standards, including WiFi, Bluetooth, and Zigbee [5]. Reactive and proactive
routing protocols have been proposed within WMNs to define how the system
discovers message routing. In proactive routing protocols, the IoT devices main-
tain routing tables to represent the entire network topology, while in the reactive
protocols, a multi-hop route is created on-demand, thus reducing the routing
overhead [5]. WMNs have a route discovery phase to generate an internal for-
warding table based on the message destination. The routes remain valid until
the IoT device status changes (e.g., changes position or goes offline) which ini-
tiates a maintenance phase. WMNs can consume significant amounts of energy
due to the complexities of maintaining and updating the routing tables.
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Various mesh architectures have been proposed for LoRa. A LoRa mesh net-
work is introduced in [6] to monitor underground infrastructure, and consists of
stationary sensors that are configured as dedicated relay nodes to LoRaWAN
gateways and use GPS time synchronization to minimize energy consumption.
The authors develop a LPWAN based on the LoRa physical layer (LoRa PHY)
and demonstrate that it overcomes the transmission limitations (i.e., medium-
range underground connectivity and time stamping of data packets) of the
LoRaWAN standard in underground applications. The LoRaWAN standard sup-
ports only single-hop communication, which is addressed in [7] where multi-
hop networking between LoRa gateways is proposed as a means of extending
coverage. The proposed multi-hop routing protocol integrates Hybrid Wireless
Mesh Protocol (HWMP) and the Ad-hoc On-Demand Distance Vector Routing
(AODV) technologies into the LoRaWAN specification. Issues related to signal
attenuation, particularly those related to obstacles and non-line-of-sight trans-
mission, are addressed in [8], where a mesh network using the LoRa PHY is
developed and its packet delivery performance is evaluated. The authors demon-
strate that their scheme provides a better packet delivery ratio than an alter-
native star-network topology, although the proposed scheme lacks security and
low power operation.

Concurrent transmissions of IoT devices in multi-hop LoRa mesh networks
are investigated in [9] and [10]. In [10], a scheme is proposed for improving packet
delivery by introducing timing offsets between the packets. In [9], scalability
issues are investigated in large-scale LoRa networks where the authors show that
LoRa networks configured with static settings and a single sink are not scalable.
They propose a scheme which uses multiple sinks and dynamic communication
parameter settings as an alternative. In [11], a network configuration is proposed
wherein a forwarder-node is introduced between the IoT device and the gateway
to improve the range and quality of LoraWAN communications. That work is
extended in [12] using a Destination-Sequenced Distance Vector (DSDV) routing
protocol where IoT devices are configured to transmit packets to intermediate
relay nodes that forward the packets to LoRa gateways.

1.2 Contributions and Outline

The aforementioned work on LoRa mesh networks focuses on performance and
does not address network security within LoRa mesh networks. Moreover, only
limited work exists on extending the effective communication range of LoRa
devices while minimizing energy consumption. Our work addresses these gaps
by introducing a custom ad-hoc network architecture based on the LoRa PHY
that provides ultra-low power operation while maintaining advanced capabilities
within the network infrastructure, including mesh networking and a framework
for authentication and encryption of sensor data using an efficient packet struc-
ture.

This work is motivated by a realistic free-range cattle monitoring application
that uses battery-powered sensors to collect GPS and accelerometer data and
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is transmitted via LoRa to a base station [13]. The challenges associated with
monitoring free-range cattle using IoT devices are summarized as follows:

1. Cattle are highly mobile and travel long distances to unpredictable locations
in rural, off-grid areas, making the communication link unreliable.

2. Cattle act as large dielectrics and can absorb a considerable amount of radio-
frequency transmission energy, making the IoT device communications range
dependent on cattle orientation.

3. The sensor package must be small and lightweight, requiring a small battery,
which creates a highly energy constrained scenario.

We propose a LoRa mesh network that uses adjacent cattle as relays to
transmit sensor data to the LoRa base station. Typical mesh network proto-
cols are unsuitable for our cattle monitoring application because they consume
significant energy, perform poorly with mobility, and are insecure. Our mesh
network architecture overcomes these shortfalls and makes the following novel
contributions:

1. Our system leverages GPS time synchronization and LoRa concurrent trans-
mission capabilities to efficiently collect data from ultra-low power sensors
distributed over a large geographic area.

2. Our system integrates light-weight encryption and authentication security
functions into a LoRa mesh network to prevent packet sniffing, data spoofing,
and intelligent denial of service (DoS) attacks.

3. Our system is applied to a novel free-range cattle monitoring application,
which introduces significant challenges to ensuring reliable packet delivery and
ultra-low energy consumption. The system will be experimentally validated
in a cattle ranch environment in the near future using a sensor prototype
developed by Roper Solutions, Inc. (Fig. 1).

The remainder of this paper is organized as follows: Sect. 2 describes the
mesh network, Sect. 3 provides a detailed performance analysis, Sect. 4 describes
the proposed security features, and Sect. 5 concludes the paper.

2 System Overview

The proposed system will be integrated into a cattle monitoring sensor shown in
Fig. 1. The custom sensor platform includes a GPS receiver, an accelerometer,
and a LoRa module for data communication. The sensor package includes a low
capacity battery that is recharged from a solar panel. The current consump-
tion of the battery-powered sensor with the LoRa receiver enabled can exceed
5 mA, creating a significant power drain over time. The sensors can be config-
ured to remain in an ultra-low power mode, however this makes them unable
to receive messages. To maintain receptivity and ultra-low power consumption,
the sensors are periodically and simultaneously awakened, which requires global
time synchronization among all sensors in the mesh network. We use GPS time
synchronization with guard bands to achieve this goal and avoid techniques that
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Fig. 1. (a) Roper cattle sensor in housing. (b) Graphic of the sensor board PCB.

exclusively maintain time with oscillators as they are prone to error due to drift.
We define an event as a global awakening of all sensors and a complete data
exchange between the LoRa base station and the sensors. Events occur at fixed
time intervals, e.g., once every 1–4 h, and the sensors awaken every 0.25 h to
collect position and health information and re-synchronize with the global clock.

2.1 System Behavior

The physical location of the cattle determines the number of hops required for
the sensor data transmitted during an event to reach the LoRa base station. A
series of R rounds is defined within the time frame of an event, with each round
subdivided into synchronization (synch) frames and data frames. Each round
defines the time interval in which data is collected from a subset of the sensors.
For example, during Round 1, the base station collects data from sensors that
have a direct communication path (Fig. 2). In Rounds 2 and 3, the base station
collects data from sensors that are one and two mesh hops away, respectively.
Each round progresses one hop further from the previous round, until all sensors
have responded.

The base station is responsible for transmitting synch packets to the sensors
in each round, and they respond with data packets that travel back to the
base station. An illustration of a packet sequence consisting of synch packets Sx

and sensor data packets Datax is shown in Fig. 3. The synch packet initiates
the data transmission operation from the sensors and enables the route-finding
algorithm to determine a set of feasible routes. The data frames contain a time
slot for each sensor, enabling each of them to communicate their unique GPS
and accelerometer data to the base station.

The number of rounds required depends on the distribution of the sensors.
For example, if every sensor was within range of the base station, only one round
would be required. If there are C cattle spaced equally at the communication
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Fig. 2. Illustration of communication pathways within the LoRa mesh network in the
context of Events and Rounds.

Fig. 3. Example sequence of synchronization and sensor data packets from multiple
rounds during an event.

range boundaries, C rounds would be required to collect all the data. An excep-
tion occurs when one or more sensors are unable to respond. This scenario can
result in empty rounds unless a stop condition is incorporated. Two possible stop
criteria are limiting the number of rounds to a fixed upper bound or terminating
after a round occurs in which no data is collected.

2.2 Packet Structure

The synch packet formats used in the insecure (top) and secure (bottom) versions
of the proposed LoRa mesh network are shown in Fig. 4. The packet includes
a Base ID to identify the base station that the packet originated from. The
Round field is incremented at the end of each round and the Hop field is incre-
mented at each mesh hop. The Bit−mapped Response field records which cattle
have responded, where one bit is allocated for each cow, making the packet size
dependent on C. A cyclic redundancy check (CRC) code is appended to the
insecure packet to enable detection of packet transmission errors. The secure
version includes a digital signature or message authentication code MAC and
a time stamp field Time, which increase the packet size by 20-bytes over the
insecure version. The digital signature is encrypted using a 128-bit version of
the Advanced Encryption Standard (AES) algorithm, commonly referred to as
AES Cipher-based Message Authentication Code (AES-CMAC). The purpose of
the security related components of the packet are discussed further in Sect. 4.

The insecure and secure data packet formats for individual cattle are shown in
Fig. 5. The Base ID, Hop Count, and CRC serve the same purpose as described
above for the synchronization packet. The Herd ID indicates which cow the
data came from. The payload portion of the data packet consists of 25-bytes
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Fig. 4. Insecure (top) and secure (bottom) synchronization packet formats.

of information related to the cow’s current location and recent activity. The
payload portion of the secure packet is extended to 32-bytes, and includes a
4-byte time stamp and 0-padding as needed, to match the input width of the
encryption algorithm, AES-128.

Fig. 5. Insecure (top) and insecure (bottom) data packet formats.

2.3 Transmit and Receive Logic

The LoRa base station enables ad-hoc mesh networking using the following mes-
sage exchange protocol:

1. Transmit a synch packet containing the bit-mapped response set to 0.
2. Wait for data packets to arrive from the responding cattle sensors.
3. Confirm message authenticity from each data packet (secure version only).
4. Update the bit-mapped response by setting fields to 1 for the cattle sensors

that it has received data from and transmit a new synch packet.
5. Repeat Steps 2 through 4 until the stop condition is met.

The behavior of the sensor protocol is described using the example sequence
of events in Fig. 6a and 6b, where (a) shows behavior by the receiving portion
(Receive logic) and (b) shows the behavior of the transmitting portion (Transmit
logic). The figures are annotated with numbers to indicate the time order in
which the events occur. The following describes the actions taken by a typical
sensor in the network and assumes that the sensor is attached to Cattle 1 which
is located 2 hops away from the base station.
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(a) Receive logic (b) Transmit logic

Fig. 6. Illustrations showing example transmit and receive actions carried out by the
proposed protocol.

1. The sensor listens for synch packets until one is received. It listens in Round
1, designated as S1, but no packet is received so it returns to sleep.

2. The sensor awakens at the beginning of Round 2 and listens for a synch
packet (S1), but again no packet is received. It continues to listen for all
synch packets in a given round before returning to sleep.

3. The sensor receives a synch packet in the second time slot of Round 2, desig-
nated as S2, which it received from another sensor one hop away.

4. In response, the sensor transmits a data packet containing its GPS and
accelerometer data during the Cattle 1 time slot of Data2 and then returns
to sleep mode.

5. The sensor awakens at the beginning of Round 3, and receives another synch
packet S2. The bit-mapped response within the packet contains a 1 in the
Cattle 1 field, which indicates that the base station received the data packet.
If the bit was not set, indicating a packet loss, it would re-transmit the Cattle
1 sensor data in the Data2 slot. It also acts as a relay node because the round
number is greater than the hop count. The sensor deduces the process has
not terminated because the bit-mapped fields are not all set to 1.

6. When acting as a relay, the sensor must broadcast the synch packet during
Sh+1. Figure 6b shows the sensor re-broadcasting the synch packet during S3.

7. The sensor then listens for broadcasts from other sensors during Datah+1

(Data3 in this case) and will act as a relay if it receives any data.
8. If another sensor transmits during Data3, e.g., Cattle 2, it will broadcast this

in Data2, during Cattle 2’s time slot, which will move the data from Cattle 2’s
sensor one hop closer to the base station. Note that it is possible for multiple
cattle to engage in a (re)transmission operation simultaneously during any
given time interval. This condition is referred to as a concurrent transmission
which is acceptable because LoRa receivers lock onto the strongest signal.

9. The sensor repeats this process until the synch packet indicates that the data
collection process has completed, either because all bit-mapped fields are set
to 1 or a stop condition has been met.

3 Analysis

LoRa settings can be changed to increase or decrease communication range with
a corresponding penalty or benefit to transmission time. Figure 7a plots the
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transmission time (TSynch) as a function of the SF and bandwidth to send an
insecure and secure synch packet, illustrating the modest overhead associated
with the proposed security extension. As discussed earlier, the security extension
adds to the length of the network packets and corresponding transmission time,
as shown here. Similarly, Fig. 7b shows the time for all C cattle to transmit one
data packet (TData), as a function of herd size, C, under different LoRa settings,
with and without the security extension.
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Fig. 7. (a) Transmission time for a synch packet over various LoRa settings, (b) Trans-
mission time for a data window dependent on the number of cattle.

The energy consumption for a sensor to carry out the protocol operations
over the time interval defined by a single event is given by Eq. 1, where h is the
hop count, R is the total number of rounds, C is the total number of cattle in a
herd, and n is the number of sensors with the same or fewer hop counts. Pt and
Pr are the transmit and receive power respectively.

Edevice(h,R, n) = (Tsynch(R− h) + Tdata(C − n)/C)Pt

+ (Tsynchh(
h + 1

2
+ R− h) + Tdata(R− h))Pr (1)

The best case energy consumption scenario is defined by Eq. 2 and occurs
when all cattle sensors are within range of the base station.

Ebest = TdataPt + 2TsynchPr (2)

The worst case energy consumption (Eq. 3) occurs for the sensor closest to
the base station, in an arrangement where all sensors are spaced equally in a
straight line from the base station. Here, the base station must execute C rounds
to collect the complete data set.

Eworst = C((Tdata + Tsynch)Pt + (Tsynch + (C − 1)Tdata)Pr) (3)

The total energy consumption for all sensor nodes is defined as the sum of
the individual consumption from all the cattle sensors.
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To evaluate the performance of our proposed mesh topology, we created a
custom simulation model with the cattle sensors distributed in a 1-dimensional
space (1-D). Existing simulation tools, such as NS3, could not accurately model
the energy consumption performance due to the different states that the sensors
operate in. The performance in the 1-D distribution scenario represents the worst
case even in an actual 2-dimensional (2-D) scenario. The following parameters are
used in our analysis: average Pt = 330mW and Pr = 15.9mW, C = 128, SF =
9, BW = 250 kHz, and error coding rate 1.25.

We present the energy consumption for the linear distribution of cattle sen-
sors in Fig. 8a, where the number of cows per hop is indicated by the right axis.
The transmit and receive energy is plotted as individual curves along with the
total energy consumed per device at each hop in the mesh (x-axis). The devices
located closer to the base station are tasked with relaying more data and there-
fore consume more energy. From the graph, the peak energy consumption for
sensors located at the first hop is 6 J. This allows for approximately 450 mesh
events before recharging is required, assuming a small 2.7 kJ (200 mAh) recharge-
able lithium-ion battery is used. An alternative uniform distribution is shown
in Fig. 8b where the sensors are distributed equally such that (C/R) cattle are
located at every hop. The linear distribution more closely models a real-world
cattle distribution. This is true because the base station will typically be placed
at the cattle’s water source, a location to which the cattle will cluster.
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Fig. 8. (a) Energy consumption if cattle have linear distribution, (b) Energy consump-
tion if cattle have a uniform distribution.

We now assess how energy consumption scales as a function of herd size and
spreading. Figure 9a shows how the energy consumption scales as the maximum
hop count increases. Here, we assume the size of the herd is fixed at 128 and
examine increasingly wider distributions among the herd. The average and max-
imum power consumption of the sensor is plotted under the linear and uniform
distribution models. These results indicate that the relationship between energy
consumption and hop count is linear, suggesting that a strategy which restricts
maximum hop count could conserve energy, but introduces the risk that some
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sensors may be unable to communicate with the base station. Figure 9b shows
that the average and maximum energy consumption scales linearly with the size
of the herd. The energy load on the sensors at the first hop, indicated by Emax,
scales at a higher rate than the average consumption of the herd (Eavg).
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Fig. 9. (a) Energy consumption per device as a function of the number of hops, (b)
Energy consumption for six hops as a function of herd size.

4 Security

The primary goals of a secure system are to ensure data privacy and to prevent
false impersonation of sensors. The proposed security extension to the cattle
monitoring application utilizes two 128-bit keys including a herd key Kh and
cattle-specific key Kc for use in AES-based encryption and authentication oper-
ations. Kc is unique to every sensor while Kh is common to the entire herd. We
assume the base station is able to securely communicate with a server to gain
access to the keys.

AES is used to encrypt data using Kc before transmission through the LoRa
network. Kc is stored privately in non-volatile memory on each sensor preventing
intermediate sensor nodes from decrypting data that they relay to the base
station. Each encrypted data packet includes a 4-byte time stamp which serves
as a message authentication code (MAC) to enable the base station to detect
malicious modifications to the transmitted data. The MAC prevents malicious
actors from carrying out spoofing attacks by making it nearly impossible for
them to create valid encrypted data packets.

The synch packet is authenticated with a MAC using Kh. Thus, every sensor
in the network can validate the authenticity of the fields in the packet. This
prevents a simple DoS attack where a malicious actor broadcasts a fake synch
packet indicating the base station has received data from all sensors, which in
turn triggers all sensors to enter sleep mode until the next event. The 4-byte
time stamp makes the MAC unique over successive authentication operations,
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thus preventing replay attacks where adversaries capture and attempt to reuse
previously transmitted MACs.

Encryption prevents malicious actors from eavesdropping on cattle-specific
sensor data transmissions if they do not possess the sensor’s encryption key.
However, an adversary can apply invasive techniques or side-channel analysis
methods to extract sensor-specific keys [14,15]. If an adversary is able to extract
Kh and Kc using such methods, they would be able to create valid data packets
and impersonate the base station. However, because Kc is unique to each sensor,
they would be unable to impersonate sensors from other cattle.

In the event that a sensor goes entirely offline because the cow or its sensor
moves out of range (for example, in the case of theft), a key update operation
would be required to maintain security within the network. The ability to period-
ically update sensor keys will prevent adversaries who engage in key extraction
attacks from compromising network security. Secure re-keying involves selec-
tively updating Kh on every sensor. Distributing Kh,new can be accomplished
by sending a packet encrypted by the base station with Kc to each device. The
key update process requires a distinct packet format and message exchange pro-
tocol beyond those defined earlier in this paper.

5 Conclusion

In this work, we propose a novel LoRa secure mesh network architecture designed
for battery-powered, GPS-enabled IoT devices and other ultra-low power appli-
cations. Our architecture is applied to a cattle monitoring sensor network and
addresses unique challenges related to cattle mobility and unpredictability. The
design uses device-level GPS to enable time synchronized ad-hoc mesh routing
operations performed by all networked devices. We define the packet structure
and transmit/receive logic of the proposed protocol, and assess its performance
and energy consumption over a variety of cattle distribution models to illustrate
its suitability for energy constrained IoT applications. Security extensions are
described to provide privacy in data transmissions and authentication between
devices in the network. A prototype cattle sensor has been developed and future
work will evaluate our secure mesh network architecture using data collected
from cattle in a ranch environment.
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Abstract. The ubiquitousness of smartphones, wearables and other
mobile devices, coupled with the increasing number of communications
infrastructure present in smart cities, has led to the rise of location-based
services. Many of these services do not verify the location information
they consume and are vulnerable to spoofing attacks. Location proof
systems aim to solve this by allowing devices to interact with location
specific resources and later prove that they were at the location.

In this paper we describe and evaluate CROSS, a system that per-
forms location verification using techniques compatible with off-the-shelf
Android smartphones. We present three strategies to produce location
proofs with increasing tamper-resistance. We designed our system with
user privacy and security in mind, minimizing the number of connections
between devices. We implemented a prototype application to assess the
feasibility and reliability of the proof strategies. The application allows
rewarding users who complete a touristic route with proofs of visit col-
lected along the way. Our evaluation, which included experiments with
30 users, showed that we can use the system in real-world scenarios,
providing adequate security guarantees for the use case.

Keywords: Location spoofing prevention · Location proof ·
Context-awareness · Security · Internet of Things

1 Introduction

Location is one of the most important pieces of contextual information for Smart-
phone applications, and is at the core of Location-Based Services (LBS) [3].
These services typically do not verify the location information they use, and are
susceptible to location spoofing attacks. Developing the means to certify location
information is, therefore, of high importance. Location proof systems counter
location spoofing by providing verifiable location information. One of the use
cases for location proofs is in Smart Tourism [10]. Tourists can interact with
existing or newly-added infrastructure in emblematic city locations, using their
personal devices, and record information that can later be used to verify location
information.

Wi-Fi can be used as infrastructure for location because most urban environ-
ments in modern cities, or other densely populated areas, contain many Wi-Fi
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networks. The overwhelming majority of these announce their presence and can
be detected using commodity smartphones.

In this paper we describe and evaluate CROSS (loCation pROof techniqueS
for consumer mobile applicationS) with an example application, to ascertain
whether the user completed any tourism circuits from a predefined set of routes,
as represented in Fig. 1. This paper extends a presentation and security assess-
ment made earlier [11], and adds experimental results and their discussion.

Fig. 1. User flow throughout a tourism route with four locations.

The paper contains the following sections: Sect. 2 presents a brief overview
of existing works in the field of location proofs; Sect. 3 gives an overview of
our system and its operation; Sect. 4 presents location proof strategies; Sect. 5
discusses experimental results using the prototype implementation; and Sect. 6
concludes the article.

2 Related Work

Wi-Fi technology is widely used in mobile location systems, usually to comple-
ment GNSS (Global Navigation Satellite Systems), such as GPS, Galileo or Bei-
Dou. Wi-Fi is also used for microlocation, in systems such as Google Indoor [9].
SAIL [12] is an example of a microlocation system which works by combining
the Time-of-Flight of Wi-Fi packets with motion sensor data. SurroundSense [2]
uses fingerprinting techniques encompassing Wi-Fi, motion sensors, microphones
and cameras, to identify the location of the user. Witness-based systems such as
APPLAUS [14], LINK [13] and SureThing [8] typically use peer-to-peer commu-
nication between witnesses. However, this type of communication is increasingly
hampered by mobile operating systems, like iOS and Android, for security rea-
sons. On the other hand, web server communication is usually not restricted. Sys-
tems which rely solely on mobile witnesses, without fixed infrastructure, require
a minimum amount of diverse users at each location to work. The CREPUS-
COLO [4] system solves this problem by introducing trusted witnesses that are
installed on specific locations.

User privacy is a primary concern when dealing with exact and certifiable
location information. Icelus [1] is a system that locates users and models their
movement through IoT devices and uses homomorphic encryption for processing
data on third-party servers, that can process but not learn the location of the
users.
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3 System Overview

The main components of CROSS are represented in Fig. 2: the client application,
the server, the Wi-Fi Access Point (for proof strategy described in Sect. 4.2), and
the Kiosk (for proof strategy described in Sect. 4.3). The system uses a client-
server model with no peer-to-peer communication between clients.

The system operation starts when the tourist installs the smartphone appli-
cation and signs up for an account. Before starting the trip, the application
downloads the catalog of locations. During its use, the application logs visits
to locations. The location sensing relies on Wi-Fi exclusively and leverages the
scans regularly already performed by the mobile operating system. At the end
of the trip, the logging stops, the application submits the collected information
to the server, and rewards will be issued.

Internet
API

Server

Database
Catalog

User information

Client (Android application)

Location proof
producer

Location proof verifier

User interface

API request handler

Cache
Catalog

System operator

Internal storage
Proofs pending

submission

API client / Serializer

Tourist

Reward assigner

Android OS

GNSS receiver

Camera

Bluetooth radio

Wi-Fi radio

Kiosk

Wi-Fi Access Point

Fig. 2. Overview of the architecture of the developed solution.

The catalog stored on the smartphone contains information about the reg-
istered locations, tourism routes and respective rewards. It also contains the
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BSSIDs1 for a subset of the Wi-Fi networks that can be found at each location,
that we call triggers, because they identify at which location it is, and set off
the logging of observations for the location proofs. The ability to operate offline
is important, as the intended users – tourists – may be roaming without a data
plan, or the cellular coverage may not be available. The client communicates
with the server, before and after the trip, through a REST API over HTTPS.

The server is responsible for validating the location proofs submitted by the
client. For each claimed visit to a location, the server computes a strength score
based on the set of proofs backing the visit. This value is calculated differently
from location to location, depending on the proof strategy used. This score is
also modified according to the characteristics of the movement of the user, i.e.,
it checks if the proofs were collected at a human-like pace.

In the definition of a route, each location is associated with a minimum
strength score and a minimum visit duration. The user is eligible to receive the
reward for a given route if the collected proofs match or exceed the minimum
values acceptable for each point in the route. System operators handle these
rewards, and the value of those are dependent of the location proof strategy
used. Stronger proof strategies are then more suited for high value rewards.

4 Location Proof Strategies

We propose three different strategies for location proof production and verifica-
tion, with increasingly stronger guarantees: scavenging, TOTP, and Kiosk.

4.1 Scavenging Strategy

The scavenging strategy, represented in Fig. 3, harnesses the large number of Wi-
Fi networks installed by unrelated third parties in urban environments. Location
proofs are produced simply by storing Wi-Fi scan results with associated times-
tamps. We store the SSIDs of networks in plaintext, since they are broadcasted
by APs and therefore are public domain. If this were not case, an encryption
algorithm would be used before storing the network SSIDs.

On the server side, the set of Wi-Fi networks present in the scan results is
compared with the list of known networks for each location. This list is main-
tained by the system operators. To deal with the volatility of the network list
and assist system operators in curating these lists, the server can analyze past
location proofs to suggest the addition and removal of certain Wi-Fi networks
from the database. The strength score is the fraction of client-presented networks
over the total number of server-known networks.

The scavenging strategy is simple and has a reduced setup cost, as it just
uses existing infrastructure. However, it provides weak guarantee: as soon as the
list of networks at a certain location is known, an attacker can forge trip logs.

1 Basic Service Set Identifiers, normally the address of the radio of the Access Point.
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NEO-39CB21 Go-WiFi-Free

eduroam

Location A

94:CA:1E NEO-39CB21 @ 10:21 (trigger)
E3:21:09 Go-WiFi-Free @ 10:21
44:FA:EE eduroam @ 10:22
48:11:BC John's Home @ 10:34
39:DC:A2 Belem-Free-Net @ 11:12 (trigger)
02:1F:3D AliceFamily @ 11:15
0C:AF:E4 Pasteis de Nata @ 11:15

John's Home

AliceFamily Belem-Free-Net

Pasteis de Nata

Location B

Fig. 3. Representation of the networks and logged information in a visit to two loca-
tions, A and B, where the scavenging strategy is used. At each location, one of the
networks is known beforehand to trigger the identification.

4.2 TOTP Strategy

The TOTP (Time-based One-Time Password) strategy is illustrated in Fig. 4.
This strategy allows for stronger proofs by deploying a customized Wi-Fi access
point that is dynamically changing the broadcast SSID2. The SSID is used as
a low-bandwidth, unidirectional communication channel to transmit a changing
value. This strategy is standards-compliant and compatible with existing devices.
Note that the device is observing the changing SSID values and does not need
to connect to the network.

Time-Based SSID Setting. The SSID should change in a way that is unpre-
dictable to an observer, but which can be verified by the server. We achieve this
by including in the SSID a TOTP, similar to the proposed in RFC 6238. Only
the Wi-Fi AP and the CROSS server know the secret, to produce and validate
the codes. Each AP should use a different secret key, and only the server should
know the keys used by all APs. The APs and server must have synchronized
clocks with minute granularity, but both components do not need to communi-
cate, which means APs can function as stand-alone beacons in locations without
Internet access. Since we are using minute granularity, clock deviation can hap-
pen, but does not impact our solution. We expect users to be in range of the APs
for longer periods of time and therefore observe multiple changes in the SSID
the AP.

We use a time-step size of 120 s, sufficient to provide enough resolution during
proof verification, while still fitting within the constraints of most Wi-Fi Sta-
tions when it comes to updating scan results. We chose SHA-512 HMAC as the
TOTP hash algorithm, with keys as long as the HMAC output, instead of the
typically used SHA-1 HMAC. This allows the use of longer keys. These settings
were selected to make it computationally complex to infer the secret TOTP key
by continuously observing the different SSIDs assumed by the AP. This would
amount to a key-recovery attack, where the key is recovered by observing the
cipher output for known inputs. To the best of our knowledge, such an attack

2 Service Set Identifier, the user-facing name for a Wi-Fi network.
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against SHA-512 HMAC is yet to be conceived [6], unlike HMAC using weaker
hash algorithms [5].

CROSS-C-2393

12:34

CROSS-C-9198

12:36

CROSS-C-1091

12:38

CROSS-D-5527

14:02

CROSS-D-2322

14:04

CROSS-D-9003

14:06

Location C Location D

2C:3E:B6 CROSS-C-2393 @ 12:34
2C:3E:B6 CROSS-C-9198 @ 12:36
2C:3E:B6 CROSS-C-1091 @ 12:38

5F:39:A0 CROSS-D-5527 @ 14:02
5F:39:A0 CROSS-D-2322 @ 14:04
5F:39:A0 CROSS-D-9003 @ 14:06

Fig. 4. Representation of the networks and logged information in a visit to two loca-
tions, C and D, where the TOTP strategy is used. There is one AP at each location.

Proof Collection and Validation. Clients are programmed to log all the
different SSIDs a Wi-Fi network assumes during their visit to a location, along
with the timestamps at which each SSID was observed. Clients do not know
whether each Wi-Fi network is part of the infrastructure for this strategy, as
that is irrelevant to how they collect proofs; only the server needs to know this,
to select the correct proof validation strategy. In other words, as far as the client
implementation is concerned, the scavenging strategy and the TOTP strategy
are the same.

The TOTP strategy, unlike the scavenging one, allows for attesting not just
that the user was present at a certain location, but also that he did so at a certain
point in time. Therefore, this strategy allows for verifying the visit duration.
Here, the strength score corresponds to the fraction of visit time that could be
verified, in relation to the total time the client claims to have been present at
the location.

Validating the authenticity of Wi-Fi and Bluetooth devices is complex as
the hardware identifiers can be trivially spoofed. Because this solution does not
involve bi-directional communication with other devices or networks, as in many
witness-based proof strategies [14], it minimizes user exposure to attacks. This
also protects their privacy, as only the entity operating the CROSS server will
be able to know which locations each user visited.

4.3 Kiosk Strategy

The kiosk strategy counters the possibility of claiming multiple rewards for a
single trip, by preventing variants of Sybil attacks [7], where a malicious visitor
creates multiple user accounts and runs them in parallel using one or more
smartphones. This strategy requires interaction with a kiosk device present at the
location. The device can have other functionality, including showing information
about the location or advertising. Existing tourism information kiosks can be
adapted for this purpose. This approach can be an inconvenience for tourists.
To mitigate that, we can take advantage of existing ticket machines, so that the
process of interaction with a kiosk is done while acquiring tickets for attractions.
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Proof Production and Validation. Similarly to Wi-Fi APs in the TOTP
strategy, kiosks are required to have their clocks synchronized with the server,
also with minute granularity. Each kiosk keeps a private key, which they will use
to sign information. The server has the corresponding public key. Kiosks do not
need to have a connection to the server.

Location proofs are produced as follows. The client application sends the
username of the logged in user to the kiosk, by displaying a QR code3 that is
scanned by the kiosk. The latter, using its private key, signs a message containing
the kiosk ID, the username of the user, the current date and time, and a randomly
generated large number (a nonce). This message and respective signature is sent
back to the client, again using a QR code, which is scanned by the latter.

The smartphone stores this data as a visit proof, part of the trip log. When
the trip log is submitted to the server, it verifies this proof by checking the
signed message using the public key associated with the kiosk and also that the
kiosk ID matches that of a kiosk available at the visit location; the username
matches the user account submitting the proof; the date and time is contained
within the period of the visit; the nonce was not reused from any other visit
proof submitted in the past.

By eliminating the remote network connection to the kiosk, an attacker must
be physically present at the location to interact with it. Using QR codes for
communication between the kiosk and the smartphone requires physical inter-
action. This physical interaction can also be inspected by a bystander, e.g., a
tourist attraction staff member, to check for suspicious activity like attempting
to check-in with more than one device.

This strategy is more inconvenient for the user but it boosts security. It
should be used where there are already tourist support kiosks in place, and use
the previous strategies in other locations.

5 Evaluation

To validate our solution, we developed prototypes of the client, server and Wi-Fi
AP components. This allowed us to evaluate the scavenging and TOTP strate-
gies.

The client prototype is an Android application written in Java, compatible
with off-the-shelf smartphones running Android 4.4 and up. The client uses a
SQLite database to store the catalog for offline operation, and to store trip logs
and respective location proofs. The server exposes a REST API, with JSON
payloads, which the client uses to obtain the catalog, and to submit trip logs.
The server is written in Go and uses a PostgreSQL database to store information
about locations, tourism routes, rewards, and the Wi-Fi networks present at
each location, including TOTP secrets. The database is also used to store user
credentials and trip logs including the respective location proofs, for auditing.
The Wi-Fi AP component for TOTP was implemented using a ESP8266 board,
3 A QR (Quick Response) code is a type of barcode that can be scanned by a smart-

phone built-in camera.
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a low-cost Wi-Fi microchip with full TCP/IP stack. The firmware was written
in C++ using the Arduino environment for this microchip.

Fig. 5. Campus route used in the experiments.

An evaluation scenario was set up in the Alameda campus of Instituto Supe-
rior Técnico, where voluntary participants completed a simulated tourism route,
shown in Fig. 5, composed of three locations A, B and C. Additionally, a control
location, N, was selected to serve as off-limits, and the participants were asked
not to visit it.

The simulated route made use of both the scavenging and TOTP strategies.
Participants brought their own personal Android phones, which let us reach a
large and diverse sample size. A total of 34 Android smartphones were used in
the experiment.

5.1 Location Detection Performance

Some factors that reduce the accuracy of the system include: AP transmit power,
receiver sensitivity, number of networks and interference sources in an area, and
signal propagation patterns. Despite these factors, the expected result in this
experiment is that each device should be able to detect all locations except N.
The results presented in Table 1 correspond to the results after the devices were
present for three minutes at each location, except for location N, near which
every device passed on the way between A and B.

As expected, no devices detected control location N. For other locations,
results are satisfactory as well. The lower detection rate of location A in com-
parison with B may be explained by the lower number of trigger networks con-
figured for A. All devices detected location C within three minutes, which may
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Table 1. Location detection performance after three minutes at each location (except
for N, not visited).

Location Total visits Total detections Success rate

A 34 30 88%

B 34 33 97%

C 34 34 100%

N 0 0 100%

be explained by the fact that the single AP was in the same room as the par-
ticipants, therefore its signal was much stronger and easier to detect than the
signals of the APs at A and B, which were installed in the nearby buildings, at
distances between 20 and 80 m from the users.

5.2 Location Proof Performance

In locations A and B, the Scavenging strategy was used. In this strategy, the
confidence score corresponds to the percentage of networks found by the client,
compared to the total number of APs registered in the server for each location.
In this experiment, we previously registered 21 known APs for location A, and
17 known APs for location B.

Fig. 6. Percentage of accepted visits in function of the confidence score threshold con-
figured at locations A and B. (Color figure online)

Figure 6 shows the percentage of accepted visits for locations A and B, as a
function of the confidence score threshold that is set for those locations. When
deciding whether to reward an user, all visits must be accepted for the trip
to count, but here, each location is being analyzed individually. The vertical
orange line in the charts corresponds to the percentage of known networks that
are triggers, at each location. We consider that it represents the minimum con-
fidence score threshold acceptable, as only visits proofs with a higher score are
guaranteed to contain a non-trigger (secret) network.
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Results for this strategy fell short of expectations, as the confidence score
threshold has to be set very low – lower than recommended – for a large per-
centage of visits to be accepted. These results show that most devices did not
see a majority of the networks associated to each location, in part certainly due
to the short visit duration (three minutes) and the weak network signal levels,
whose APs were relatively distant.

In location C, the TOTP strategy was used. In this strategy, the confidence
score corresponds to the percentage of visit time that could be verified by the
TOTP codes present in the scan results collected by the client. Figure 7 shows
the relation between the threshold and the accepted visits, for this location.

Results for this strategy were positive. Most devices successfully captured the
SSID changes every two minutes; 24 devices (75%) were even able to capture
TOTP codes attesting the entirety of the visit period (10 min).

Fig. 7. Percentage of accepted visits in function of the confidence score threshold con-
figured at location C.

5.3 Power Consumption

To assess the power consumption of our techniques and compare their consump-
tion with that of alternative solutions, we collected battery usage data on a LG
V40 ThinQ smartphone, running Android 9.0.

We compared three different situations: location using both Wi-Fi and GNSS,
location using exclusively Wi-Fi scanning, and no location collection at all. For
the first case, a modified CROSS application, that also used GNSS to collect loca-
tion information, was used. In the second case, the unmodified CROSS appli-
cation was used. In both cases, data was requested every 30 seconds. In the
third case, no applications were used - the phone was left turned on, with Wi-Fi
enabled, without explicitly using any applications. Table 2 presents the results.
p.p. stands for percentage points. p.p. stands for percentage points.
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Table 2. Battery drain depending on the location collection method.

Method Polling rate Total test duration Average battery drain

No collection N/A 29 h 05 min 0.58 p.p. / hour

Collection using Wi-Fi 30 s 39 h 30 min 0.61 p.p. / hour

Collection using GNSS and Wi-Fi 30 s 08 h 00 min 1.25 p.p. / hour

CROSS, which exclusively uses Wi-Fi, presents a negligible increase in power
consumption relative to no location collection.

5.4 Scavenging Feasibility

One of the concerns with the scavenging strategy, presented in Sect. 4.2, is the
need to maintain the lists of Wi-Fi networks for each location where this strategy
is used. As time passes, some of the networks may disappear, and new, different
networks may appear. Even though the server suggests the addition and removal
of networks based on the submitted visit proofs, these suggestions need to be
manually vetted. Therefore, it is important to understand how frequently Wi-Fi
networks appear and disappear in the real world, to assess whether the current
implementation is adequate.

We collected data on the Wi-Fi networks in range, at six locations in Lisbon,
in three dates. The second date was ten days after the first, and the third date was
31 days after the first. Five of the locations are well-known tourist attractions
and one is a residential area, for comparison with a less busy location. The
results, presented in Table 3, correspond to the duplicated network counts after
merging the data from the three devices. Across devices and visits, APs were
identified by their BSSID to avoid counting renamed networks (such as in our
own TOTP strategy) as separate networks. Values for both periods are always
relative to the first visit.

Table 3. Wi-Fi networks present at each tourist attraction.

Location Initial total After ten days After one month

Present New Present New

Alvalade 86 74 (86%) 13 73 (85%) 31

Comércio 133 8 (6%) 60 7 (5%) 43

Gulbenkian 80 54 (68%) 92 54 (68%) 55

Jerónimos 148 34 (23%) 100 24 (16%) 62

Oceanário 39 22 (56%) 41 24 (62%) 40

Sé 61 25 (41%) 43 22 (36%) 44

The number of networks still present ten days after the first visit is a good
indicator of the number of networks that can be considered in the scavenging
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technique, at each location. Most locations have a sufficiently large set of usable
networks, with the notable exception of Comércio, where just 8 APs appear to
be permanently installed.

To assess the frequency at which the lists of networks must be updated, we
can look at the number of permanent networks that disappeared between the
second visit (after ten days) and the third visit (after one month). In most cases,
there is only a minor reduction from one visit to another, with Jerónimos being
the worst case, but still with a sufficient number of permanent networks.

6 Conclusion

In this paper we presented CROSS, a system that implements location proof
techniques for consumer mobile applications. We used smart tourism as a use
case, developing a smartphone application where location proofs are used to
implement a reward scheme. CROSS includes three different location proof
strategies, with trade-offs between strong security guarantees and easier user
experience. The system was evaluated in a realistic setting using a diverse sam-
ple of devices. The results show the feasibility of location proofs running in
current mobile operating systems and hardware without special privileges or
configurations.
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Abstract. We consider a relay based full-duplex wireless powered coop-
erative communication network which consists of a hybrid access point
(HAP), N users and K decode-and-forward relays with energy harvesting
capability. We propose an optimization framework for relay selection with
the objective of minimizing the total transmission time subject to energy
causality and user traffic demand constraints. The formulated optimiza-
tion problem is a mixed integer non-linear programming problem, which
is difficult to solve for the global optimal solution in polynomial-time.
As a solution strategy, we decompose the proposed optimization problem
into two sub-problems: time allocation problem and relay selection prob-
lem. We derive the optimal solution of the time allocation problem by
using convex optimization techniques. For the relay selection problem,
based on the optimality analysis, we propose a polynomial-time heuris-
tic algorithm, which minimizes the total transmission time by allocating
the best relay to each user. Through simulations, we illustrate that the
proposed algorithm outperforms the conventional predetermined relay
allocation scheme and performs very close to the optimal solution for
different network densities, HAP power values, and initial battery levels.

Keywords: Wireless powered cooperative communication network ·
Full-duplex communication · RF energy harvesting · Relay selection

1 Introduction

In conventional wireless networks, the network lifetime is limited since the wire-
less devices in the network are powered by replaceable or rechargeable batteries.
Energy harvesting (EH) from various renewable sources, such as wind, solar,
and radio frequency (RF), has been proposed as a promising solution to pro-
long the lifetime of such networks. Among these renewable sources, RF-EH is
the most suitable option for future wireless systems due to its controllability,
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reliability, and lower cost. In the literature, two main RF-EH network models
are proposed: Simultaneous Wireless Information and Power Transfer (SWIPT),
and Wireless Powered Communication Networks (WPCN). In SWIPT, informa-
tion and energy are transmitted simultaneously from the access point (AP) to
multiple users, whereas in WPCN, only energy flows in the downlink (DL), and
users harvest this energy to transmit their information in the uplink (UL).

Relay nodes are incorporated into the RF-EH networks with the goal of
enhancing the throughput and network coverage by assisting the end users in
their information transmission [1]. There are two main categories of the relays:
decode-and-forward (DF), where a relay node first decodes the received signal
and then forwards it to the destination; and amplify-and-forward (AF), in which
a relay node amplifies the received signal from the source and forwards it to
the destination. Initially, relay selection has been studied in SWIPT systems
considering a single source, a destination and multiple EH relays [2–6]. The relay
selection is proposed based on the available channel state information (CSI) of
the single hop, either of the hop from source to relay or from relay to destination
(known as partial relay selection (PRS)), or for both the hops, from source to
relay and relay to destination, (known as opportunistic relaying (OR)) [2–4].
[5] and [6] consider EH relays, which are equipped with batteries, and present
a relay selection problem based on the available energy level of the relays. All
the aforementioned relay based SWIPT systems incorporate half-duplex (HD)
transmission mode, in which information transmission and reception takes place
in non-overlapping time slots. [7] considers the full-duplex (FD) relay based
SWIPT system, where a single or multiple relays can be selected based on the
greedy RS method that achieves the maximum capacity, whereas [8] studies a
two-way FD SWIPT system, where two relay selection schemes to select a single
best relay, to minimize the outage probability and maximize the sum capacity
respectively are proposed. [9] extends the work of [8], by incorporating both
single relay and multiple relays selection schemes in two-way SWIPT system.

In the context of WPCN, initially researchers analyzed the three node model
for the relay based system which consists of a source, a relay and a destina-
tion, also referred as the wireless powered cooperative communication network
(WPCCN). [10] studies this WPCCN, in which both source and relay need to
harvest energy from the HAP in the DL, and work cooperatively in the UL.
Authors incorporate the AF relaying scheme and present the closed-form expres-
sion of the average throughput. The analysis is also extended to multi-relay sce-
nario and CSI based relay selection. [11] derives an approximate closed-form
expression for the average throughput of the proposed adaptive transmission
(AT) protocol of the three node WPCCN. In the proposed AT protocol, at the
beginning of each transmission block, the HAP transfers energy to the source,
and HAP and then, the source performs channel estimation to acquire the CSI.
Based on the CSI estimation, the HAP adaptively chooses the source to perform
UL information transmission either directly or cooperatively through relay. [12]
extends the three node WPCCN model to multiple source/user multiple relay
network model and presents a joint relay selection, scheduling and power control
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problem with the objective of minimizing the total duration of wireless power
and information transfer for an HD system. To the best of our knowledge, [10]
and [12] are the only works in WPCCN, where the relay selection problem is
addressed, but they are limited to HD transmission.

In this paper, we study the multiple relay, multiple users FD-WPCCN, where
relays and users are the energy harvesting components and harvest energy from
the HAP in the DL. Both the users and the relays incorporate a practical non-
linear EH model based on logistic function, whereas all the previous studies
incorporated an easy and impractical linear EH model in WPCCN systems. We
determine the time allocation and relay selection with the objective of minimizing
the total transmission time. The main contributions of our work are as follows:

– We present a new optimization framework for an FD-WPCCN system, incor-
porating the energy causality and traffic demand constraints by using a non-
linear EH model for the first time in the literature.

– We formulate the optimization problem to determine the time allocation and
relay selection with the objective of minimizing the total transmission time.
The formulated problem is a mixed integer non-linear programming problem
(MINLP), which is difficult to solve for global optimal solution.

– We decompose the problem into two sub-problems. First, we formulate a
time allocation sub-problem for a given relay selection and after proving its
convexity, we propose the optimal solution. Then, we extend the problem
to the best relay selection problem and propose a polynomial time heuristic
algorithm for the relay selection.

2 System Model and Assumptions

We consider a cooperative WPCN which consists of a HAP, K DF relays and N
users, as depicted in Fig. 1. The HAP is operating in an FD mode, whereas the
relays and users are operating in HD mode. The HAP is equipped with an FD
antenna, which is used for simultaneous wireless energy transfer (WET) in the
DL to the relays and users, and wireless information transmission (WIT) in the
UL from the users to the HAP via relays. The transmission power of the HAP
is assumed to be constant and denoted by Ph. We assume that the channels
are block fading and different, i.e., channel gains remain constant during the
transmission time and may change independently in the other blocks. DL channel
gains from HAP to user i and relay k are denoted by hi and hk, respectively.
UL channel gains from user i to relay k and from relay k to HAP are denoted
by gi,k and gk, respectively. We assume a practical non-linear energy harvesting
model, based on logistic function. The energy harvesting rate of user i is given
by

Ci =
Ps

(
Ψi − 1

1+eaibi

)

(
1 − 1

1+eaibi

) , (1)
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HAPHAP

Energy Transfer

Informa�on Transfer

β

Fig. 1. Architecture for wireless powered cooperative communication network

where Ψi = (1 + e−ai(Phhi−bi))−1, and EH rate for relay k is given by

Ck =
Ps

(
Ψk − 1

1+eakbk

)

(
1 − 1

1+eakbk

) , (2)

where Ψk = (1 + e−ak(Phhk−bk))−1, Ps represents the maximal power that
energy harvester can harvest, a and b are the positive constants related to the
non-linear charging rate with respect to the input power and turn-on threshold,
respectively.

We consider time division multiple access as medium access protocol for the
UL data transmission from the users to the HAP via relays. The total time is
partitioned into scheduling frames, which are further divided into variable-length
slots, each allocated to a particular user and its selected relay, as depicted in
Fig. 2. We assume that the transmission order of the users is predetermined and
the relays and users can harvest energy throughout the frame except during
information transmission/reception time. The energy harvested after the infor-
mation transmission can be stored in the battery, resulting in the initial battery
level Bi, i ∈ {1, ..., N} and Bk, k ∈ {1, ...,K} for users and relays respectively.
We assume that user i and the corresponding relay are transmitting information
during time slot i. The transmission time of user i by using relay k is denoted by
τi,k and transmission time of relay k, to transmit information of user i to HAP,
is denoted by τk. Therefore, the energy harvesting time of user i till the end
of its transmission is given by

∑i−1
j=1

∑K
k=1 sj,k(τj,k + τk), where sj,k is a binary

variable, which takes value 1 if user j transmits information using relay k and
zero otherwise. Then the total available energy for user i is given by



Transmission Time Minimization Through Relay Selection for FD-WPCCNs 261

1 3

WET WIT WET

WITWET WET
User 3

User 2

,

User -> R R -> HAP

T

WET WIT
User N

(WIT)

Fig. 2. A time-slotted transmission block for downlink WET and uplink WIT

Ei = Bi + Ci

i−1∑

j=1

K∑

k=1

sj,k(τj,k + τk) (3)

Similarly, the energy harvesting time before the information transmission of
relay k is

∑
j∈U

∑K
k=1 sj,k(τj,k + τk), where the set U is the set of users, which

are scheduled before user i using their corresponding relays. Note that the set U
does not contain the users who have selected the same kth relay to communicate
to the HAP. The total available energy of the relay k, Ek is given by

Ek = Bk + Ck

∑

j∈U

K∑

k=1

sj,k(τj,k + τk) (4)

We assume that user i and relay k must consume all of its available energy in the
allocated transmission slot τi,k and τk, respectively. Then the average transmit
power of user i by using relay k is given by

Pi,k =
Ei

τi,k

∀i ∈ {1, 2, · · · , N},∀k ∈ {1, 2, · · · ,K} (5)

Similarly, the average transmit power of the relay k is given by

Pk =
Ek

τk

∀k ∈ {1, 2, · · · ,K} (6)

We assume that user i has traffic demand Di bits to be transmitted over the
scheduling frame. We use continuous transmission rate model and Shannon’s
channel capacity formula to determine the maximum achievable rate. The instan-
taneous UL transmission rates from user i to relay k, denoted by Ri,k and from
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relay k to HAP, denoted by Rk, are given by

Ri,k = τi,kWlog2

(
1 +

Eigi,k

τi,kWN0

)
(7)

Rk = τkWlog2

(
1 +

Ekgk

τk(βPh + N0W )

)
(8)

where βPh is the power of self-interference at the HAP, arises due to FD mode
and N0W is the noise power, where W is the bandwidth.

The objective of the optimization is to minimize the total transmission time
for an FD WPCCN subject to energy causality constraint and users traffic
demand. In the following section, we formulate the optimization problem.

3 Problem Formulation

In this section, we formulate the optimization problem of the relay selection for
total time minimization, denoted by RS − T T M, as follows:

RS − T T M

minimize
N∑

i=1

K∑

k=1

τi,k +
K∑

k=1

τk (9a)

subject to
K∑

k=1

si,kτi,kWlog2

(
1 +

Eigi,k

τi,kWN0

)
≥ Di;∀i ∈ {1, ..., N}, (9b)

τkWlog2

(
1 +

Ekgk

τk(βPh + WN0)

)
≥

N∑

i=1

Disi,k;∀k ∈ {1, ...,K}, (9c)

K∑

k=1

si,k = 1;∀i ∈ {1, ..., N}, (9d)

variables
si,k ∈ {0, 1}; τi,k, τk,≥ 0;∀i ∈ {1, ..., N}, k ∈ {1, ...,K}. (9e)

The variables of the RS − T T M optimization problem are si,k, the relay selec-
tion variable, which is a binary variable taking value 1 if user i transmits infor-
mation by using relay k and zero otherwise for i ∈ {1, ...N}, k ∈ {1, ...,K}; τi,k

transmission time of user i by using the relay k, for i ∈ {1, ...N}, k ∈ {1, ...,K};
and τk, the transmission time of relay k to the HAP for k ∈ {1, ...,K}.

The objective of the optimization problem is to minimize the total trans-
mission time duration. Equations (9b) and (9c) represent the constraints on
satisfying the traffic demand of the users. Equation (9d) guarantees that only
one relay is selected for each user.

The RS − T T M is MINLP, which is generally hard to solve for the optimal
solution. To solve the problem optimally, we decompose the RS − T T M into
two sub-problems, namely, time allocation problem and relay selection problem.
Next, we formulate the time-allocation problem.
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4 Time Allocation Problem

In this section, we discuss the time allocation problem, denoted by T AP. In the
T AP the users are already allocated the relay, i.e., si,k are known. The T AP is
formulated as follows:

T AP

minimize
N∑

i=1

K∑

k=1

τi,k +
K∑

k=1

τk (10a)

subject to

Di − τi,kWlog2

(
1 +

Eigi,k

τi,kN0W

)
≤ 0;∀i,∀k, (10b)

Di − τkWlog2

(
1 +

Ekgk

τk(βPh + N0W )

)
≤ 0;∀i,∀k, (10c)

τi,k, τk ≥ 0;∀i,∀k. (10d)

The variables of the problem are τi,k, the transmission time of the first hop,
from user i to relay k, for i ∈ {1, ...N}, k ∈ {1, ...,K} and τk, the transmission
time of the relay k to HAP, for k ∈ {1, ...,K}.

Lemma 1. T AP is a convex optimization problem.

Proof. The objective function of T AP is a linear function of τi,k and τk. The
constraints in Eqs. (10b) and (10c) are convex functions as the hessian of both
functions are positive semi-definite. Therefore, T AP is a convex optimization
problem.

Since T AP is a convex optimization problem, there is a unique optimal solution
for the problem. In the following, we provide the optimality conditions of the
optimization problem.

Lemma 2. In the optimal solution of T AP, the constraints in Eqs. (10b) and
(10c) should hold with equality.

Proof. The proof is by contradiction. Suppose that in an optimal solution
τ = {τ∗

1,k, τ∗
2,k, · · · , τ∗

N,k} are the allocated transmission times of users such that

τ∗
i,kWlog2

(
1 + gi,kEi

τ∗
i,kWN0

)
> Di. The function f(x) � xlog(1 + z/x), where z is

a constant, is a monotonically increasing function of x for x > 0. Therefore, for

any user i, we can always find a τ
′
i,k such that τ

′
i,kWlog2

(
1 + gi,kEi

τ
′
i,kWN0

)
= Di

and it is clear that τ
′
i,k < τ∗

i,k. This is a contradiction. In a similar way, we can
prove that Eq. (10c) should hold with equality.

Based on Lemma 2, the problem T AP can be solved for a unique set of trans-
mission times and the solution is presented in Theorem 1.
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Theorem 1. In the optimal solution of T AP, the transmission time of user i
is given by

τi,k =
1

−W
Di ln(2)

W
(−Di ln(2)

Wγi,k
exp(−Di ln(2)

Wγi,k
)
)

+ 1
γi,k

, (11)

where W(.) is a well known Lambert function [13], and γi,k is given by

γi,k =
gi,kEi

N0W
. (12)

Proof. As per Lemma 2, the constraint given in Eq. (10b) should hold with
equality, i.e.,

Di − τi,kWlog2

(
1 +

gi,kγi,k

τi,k

)
= 0. (13)

Equation (13) can then be rearranged as follows:

1 =
(
1 +

γi,k

τi,k

)
exp

(
−Di ln(2)

Wτi,k

)
. (14)

We rewrite the Eq. (14) in the form of Y = XeX as

−Di ln(2)
Wγi,k

exp
(

−Di ln(2)
Wγi,k

)

=
(

−Di ln(2)
Wγi,k

− −Di ln(2)
Wτi,k

)
exp

(
−Di ln(2)

Wγi,k

− −Di ln(2)
Wτi,k

)
. (15)

Equation (15) is a standard form for Y = XeX and its solution is X = W (Y ),
Then after some simple mathematics, τi,k is obtained as given in Eq. (11).

Since, in the decode-and-forward relay network, user and relay transmit their
information in non-overlapping transmission times, we can treat both entities
separately. The transmission time of the relays is given as presented in the fol-
lowing theorem.

Theorem 2. In the optimal solution of T AP, the transmission time of relay k
is given by

τk =
1

−W
Di ln(2)

W
(−Di ln(2)

Wγk
exp(−Di ln(2)

Wγk
)
)

+ 1
γk

, (16)

where,

γk =
gkEk

βPh + N0W
. (17)

Proof. Theorem 2 can be proved in a similar way as Theorem 1 by solving Eq.
(10c) and proof is skipped for brevity.

Now, as we have solved the T AP problem, the relay selection problem is
presented in the following section.
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5 Relay Selection

The goal of this section is to determine the relay selection for each user such that
the total transmission time is minimized. In Sect. 4, we presented the optimal
transmission time allocation for a given relay allocation, i.e., si,k were known
for i ∈ {1, ...N}, k ∈ {1, ...,K}. On the other hand, the total transmission
time can be further minimized by optimizing the relay selection for each user.
For instance, allocating a relay to the user with better channel conditions and
smaller distance over any random relay will significantly reduce the transmission
time of the users. A straightforward approach to this problem can be brute-
force search, i.e., enumerate all the possible relay combinations and then pick
the combination with minimum transmission time. However, the computational
complexity of this approach is exponential due to KN possible combinations of
the relays. Therefore, we propose a polynomial time heuristic algorithm based
on the minimization of the total transmission time through the allocation of the
best relay to each user. For a single user i, let τi,k be the transmission time of the
first hop, from user to relay k and τk be the transmission time from relay k to
HAP. Then argmink∈{1,2,··· ,K}(τi,k +τk) will be the optimal relay that gives the
minimum transmission time for the single user. As the users are transmitting
data in a sequence, the relay selection is updated online for each user as due
to different energy harvesting rates, users may select different relay at different
decision times. Based on this we propose the following heuristic algorithm.

Algorithm 1. Minimum Length Relay Selection Algorithm (MLRSA)
1: input: set of users N and relays K
2: output: Relay selection R, set of user transmission times τi,k, set of relay trans-

mission times τk, schedule length t(N )
3: R ← ∅, τi,k(R) ← 0, τk(R) ← 0, t(N ) ← 0
4: for i = 1 : |N | do
5: Calculate τi,k, τk, ∀k ∈ {1, ..., K}
6: m ← argmink∈K (τi,k + τk),
7: R ← R + {m},
8: τi,k ← τi,k + {τi,m},
9: τk ← τk + {τm},

10: t(N ) ← t(N ) + τi,m + τm,
11: end for

The Minimum Length Relay Selection Algorithm (MLRSA), as given in
Algorithm 1, is described in detail next. The algorithm starts by initializing R,
τi,k(R), τk(R), t(N ) to an empty set (Line 3). For each user i of the system,
the relay that offers the minimum transmission time is selected (Line 6). Then,
the set R is updated with the selected relay (Line 7). τi,k(R) is updated by
adding the transmission time of the user i to the selected relay m (Line 8) and
τk(R) by adding the transmission time of relay m to HAP (Line 9). Finally,
t(N ) is updated by adding the transmission times of both the hops i.e, τi,m
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Fig. 3. Total transmission time vs. HAP transmit power Ph

and τm (Line 10). Algorithm terminates when all the users in the system are
being assigned to the best relays. The computational complexity of MLRSA is
O(N × K).

6 Performance Analysis

In this section, we evaluate the performance of the proposed algorithm. Simu-
lations are carried out in MATLAB, averaged over 1000 independent random
network realizations. The attenuation in the channel is calculated by using both
large scale and small scale fading. To model the large scale fading, we used
PL(d, dB) = PL(d0, dB) + 10αlog10(d/d0) + Z where, PL(d, dB) is the path
loss at distance d in dB, d0 is the reference distance and path loss at reference
distance d0 = 1 m is taken as 30 dB, the term α is the path loss exponent and is
taken as 2.76. Z is a zero mean Gaussian random variable with standard devia-
tion σ = 4. The parameters used in the simulations are W=1 MHz; Di is 100 bits
for i ∈ {1, ...N} and β = −80 dB [14]. For the non-linear EH model, Ps = 7 mW,
a = 1500 and b = .0022.

Figure 3 illustrates the total transmission time for different values of HAP
transmit power Ph. The total transmission time duration decreases with the
increasing transmit power since higher HAP power allows the relays and the
users to harvest more energy and complete their transmission in shorter time as
long as they can transmit with higher transmit powers. After a certain value of
Ph, the total transmission time becomes almost constant due to the saturation
region of all the users and relays and any further increase in the HAP power
will not improve the energy harvesting rate. The proposed MLRSA outperforms
the predetermined relay selection scheme (TAP) and performs very close to the
optimal solution (BFA).

Figure 4 illustrates the effect of the network size on the total transmission
time. As the number of users increase in the system, the total transmission time
increases. When the network size keeps increasing, any further addition of a user
results in very small increase in the total transmission time.
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Fig. 5. Total transmission time vs. the initial battery level of the relays and the users

Figure 5 shows the total transmission time for different values of battery levels
of the relays and the users. Total transmission time decreases as the energy in
the battery of the nodes increases. It is because of the fact that higher initial
battery level helps the users to complete their transmissions in shorter time. The
MLRSA outperforms the conventional predetermined relay selection (TAP) and
performs close to the optimal BFA.

7 Conclusion and Future Work

In this paper, we have investigated the total transmission time minimization of
the FD-WPCCN system through relay selection. We formulate an MINLP prob-
lem for the subject. To solve the problem efficiently, we decompose the problem
into two sub-problems, namely, time allocation and relay selection problem. We
derive the optimal solution of the time allocation problem by using convex opti-
mization techniques and present the polynomial-time heuristic algorithm for
the relay selection problem. Through simulations, we show that the proposed
algorithm performs very close to the optimal solution. We aim to incorporate
multi-antenna system in the future.
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Abstract. This paper presents a novel data dissemination strategy called Geo-
graphic Energy-aware Epidemic Routing (GEER) for Mobile Opportunistic Net-
works. This routing scheme considers the residual node energy and the node
degree to dynamically decide if forwarding or not data to encountered mobile
nodes. Moreover, a buffer management policy is applied to preserve buffer space
reducing the Time To Live (TTL) of data sent on nodes with higher degree central-
ity. A node density estimation differentiated for geo-graphic area is proposed to
improve the data forwarding and a buffer data discarding policy has been applied
to manage packets with different sizes. GEER has been compared with others
schemes such as Energy Aware Epidemic Routing (EAER) and EpSoc routing
scheme in terms of Data Packet delivery ratio, overhead and energy consumption.

Keywords: DTN · Opportunistic networks · Epidemic routing · Energy

1 Introduction

Delay Tolerant Networks (DTNs) gained a lot of attention in these last years due to
its capability to support communication opportunistically also under different mobil-
ity conditions and in cases where communication can be intermittent. In distributed
wireless systems where mobile phones or IoT devices want to distribute data also in
no delay-sensitive way but supporting an hop-by-hop paradigm, DTNs could be a good
candidate solution that can differ by the classical network systems supporting end-to-end
paradigm. Through the bundle layer and exploiting the contact opportunity of mobile
nodes or things, it is possible to design efficient data dissemination strategies that could
be useful for many purposes such as the data advertising, the node configurations, viral
marketing and so on [1–5]. The opportunistic communication supported by DTN has
been extensively studied in these last years and many models related to the social struc-
ture of the network, social ties, data replication strategies and data propagation similar to
viral infectious have been proposed [6–13]. Considering the last studies in literature, this
contribution is focused on an aspect that has been just marginally faced by previously
proposed strategies. It is the energy evaluation in the opportunistic networks based on the
DTN paradigm. The energy consumption can be a real problem and many performance
of classical data dissemination strategies designed for DTN can severely degrade their
performance if the energy consumption is not accounted.
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Unfortunately, in real environments, where nodes consume energy in the activation,
transmission and reception phases, also very well-known strategies such as Epidemic
routing, Prophet, Spray&Wait and so on do not maintain the same performance as in
the ideal case, because its “modus operandi” causes excessive energy consumption and,
thus, a more frequent death of nodes within the network (a large number of deactivated
nodes causes the lowering of the delivery probability) can be observed [14, 15].

In this work we focused on the well-known Epidemic Routing (ER) strategies, that
have been extensively studied in literature and proposed as benchmarks in many DTN
routing approaches [11]. It is well known that ER can improve the data packet delivery
ratio and also reduce the latency but its overhead and data replication can be excessive.
Other routing strategies has been proposed and compared with ER in order to reduce the
control overhead but preserving the data packet delivery ratio (PDR) [11, 17]. In the past,
we proposed an improvement to the ER considering the energy issues and showing that
when energy is considered as constraints such as buffer, ER performance can severely
degrade [13–15]. To overcome this problem the n-Epidemicmethodology to improve the
ER performance reducing the number of nodes involved in the data dissemination has
been proposed in [16].Moreover, theEnergy- Aware Epidemic Routing (EAER) has been
proposed in [15] with the aim to dynamically manage the n parameter, improving the
performance especially in terms of PDR under energy budget and constraints. However,
EAER does not account for other aspects such as preserving the buffer space, reducing
much more the energy consumption extending the node lifetime and considering some
social properties of the encountered nodes during the movement. At this purpose, it is
proposed a novel protocol based on the ER strategy but combined with social aspects
of nodes, a smart buffer management policy able to consider also the geographical area
where nodes can operate. It is called Geographic and Energy-aware Epidemic Routing
(GEER). The basic idea is to consider parameters of the networks and nodes related to
the geographical area where they operate in order to account about different behaviors
that can be related to nodes during part of the day. Considering geographical areas
can improve the key parameters estimation such as node density and degree centrality
preserving the scalability of the proposed approach.

The paper is organized as follows: Sect. 2 provide a brief description of some related
works on DTN routing strategies; Sect. 3 describes the main features of ER, EAER and
a recent DTN scheme called EpSoc [18]; in Sect. 4 the data dissemination and manage-
ment strategy is introduced; performance evaluation and conclusions are summarized
respectively in Sect. 5 and 6.

2 Related Work

Many routing strategies have been proposed for opportunistic and DTN networks. Epi-
demic routing was proposed as a robust routing scheme for such a network, adopting a
“store-carry-forward” paradigm: every node acts as a relay for other nodes [3]. All mes-
sages are spread in the network to all the nodes including the destination in an epidemic
(like disease) manner producing multiple copies of the same message. Due to a large
number of redundant messages in the network, this protocol has significant demand on
both bandwidth and buffer capacity. Spray and Wait [5] considers a fixed number of
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replicas allowed in the network during message creation. It tries to reduce the number of
replicas to forward in comparison with Epidemic routing. Spray and Wait breaks rout-
ing into two phases: a spray phase, where message replicas are disseminated, and a wait
phase, where nodes with single-copy messages wait until a direct encounter with the
respective destinations. A follow-up protocol called Spray and Focus [6] uses a similar
spray phase, followed by a focus phase, where single copies can be forwarded to help
maximize a utility function. While both Spray and Wait and Spray and Focus succeed
in limiting some of the overhead of flooding-based protocols, their delivery ratios suf-
fer. In PRoPHET [4], each node uses past encounters to predict future best route. Each
node maintains Delivery Predictabilities (DPs) in which it stores number of times it
has encountered other nodes. When a node encounters another node they exchange their
DPs. After receiving DPs, each node updates its DPs and compares themwith DPs of the
encountered node. Node with lower DPs forwards a copy of a message to the node with
higher DPs. Recent approaches tries to get advantage by social relationship that is pos-
sible to detect in nodes. In the Opportunistic Mobile Social Networks (OMSN), mobile
devices are portable by humans so that social features of people can be exploited for
networking purposes [12, 17]. Social-based protocols utilize social properties of mobile
users such as similarity, centrality, and friendship to improve routing efficiency in the
opportunistic mobile social network. This is because social features are more stable and
less changeable than other features like mobility patterns. In ML-SOR [10], node cen-
trality (different types of centralities), the similarity between communities, and social
ties are all exploited to effectively select the forwarding node. In SORSI [20], network
and node overhead is decreased by exploiting social information of mobile users. The
authors consider the social community of nodes and utilize it to predict future behavior
based on contact history. In addition, they proposed a new mechanism to avoid selfish
nodes formore improvements. Social features are utilizedwidely for buffermanagement.
Liu et al. [21] utilized social features and the congestion level to develop the forwarding
strategy that drops the message with the minimum social link rather than random drop-
ping. EpSoc has been proposed in [18] where an improved version of Epidemic able
to combine the robust spreading of Epidemic strategy with also social features such as
degree centrality has been proposed.

Our proposal is based on the combination of some mechanisms inherited by some
protocols such as EAER and EpSoc and some additional features such as explained
below. Concerning the energy threshold, it is inspired by EAER strategy [15]; the buffer
management of EpSoc but with the addition of a data packet discarding policy that prefer
to maintain smaller packets in case of congestion. Moreover, a geographic computation
of degree centrality (DC) is applied. In particular, the main contributions of this paper
are:

• Buffer management to preserve the buffer space adopting a discarding policy that
penalizes larger packets;

• The extension of the EAER protocol through the proposal of a new heuristic based on
the dynamic setting of the n parameter differentiated on the basis of the geographical
area and based on the degree centrality (DC);

• A dynamic TTL value applied to data packet based on degree centrality; it guarantees
a reduction in the data packet propagation.
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3 Data Dissemination Strategies in DTN

Many routing protocols over DTN have been proposed in literature. Many of them
focused on the routing overhead and packet delivery improvement without caring about
energy constraints that can affect the performance in the time. In the last years, one
of the work to account about energy consumption on DTN has been proposed in [13–
15] and [16] and they were focused on ER. Further works have been presented in [18]
where energy considerations have been related also to routing Opportunistic Social
Networks such as Bubble Rap [9]. However, these approaches did not combine multiple
aspects such as buffer space, packet size, robustness of the ER approach and geographical
area knowledge. In the following, some of energy strategies applied to DTN routing
considered as benchmarks for our proposal have been recalled.

3.1 n-Epidemic Routing

Considering mobile nodes and assuming that they are powered by batteries, it is not so
easy to perform battery recharges and, in the considered scenario, the battery level for
each node is a primary and important constraint.

If a node transmits a packet every time it meets another node, battery will be used
frequently and unsuccessfully. For this reason, we tried to optimize the possibility of
sending messages from node to its neighbors (when node enters in the transmission
range of another node, then it can be considered as a neighbor of the latter), taking into
account a new scheme, called n-Epidemic Routing (n-ER) [16], for which it is assumed
that a node can start to transmit only when it has at least n neighbors. The n-ER strategy
is summarized with some snapshots in Fig. 1.

S does not transmit S does not transmit S sends message to nodes D

Fig. 1. - n-Epidemic strategy with threshold n = 4

3.2 Energy-Aware Epidemic Routing (EAER) Strategy

EAER tries to dynamically set n parameter of n-ER such as proposed in [15]. Let THR
be a set of thresholds {thr1, … , thrK} with ||THR|| = K. In this case each thrk ∈ THR
represents a particular energy level. The idea of heuristic H is to choose a value for n,
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on the basis of the Current Energy Level (CEL) for a particular node. That is to say
n is chosen on the basis of the interval that the current value of CEL is belonging to:
CELi < CEL< CELj. In these terms n = fH(CEL). Each node, in a distributed way and
locally, computes the energy level and it can follows the dynamic n-value on the basis
of the tables as explained in [15]. It is possible to use also a mixed strategy where node
density is combined with the nodes’ energy level such as explained in [15] to select how
many nodes need to be met to forward the message towards the neighborhood. In this
last case n = f

(
CELNi ,ANNNi

)
and a message mNi is sent to neighbors if their number

is higher than n. In this case ANN represents the average neighbors nodes number. More
details about the tables’ values to apply for computing n on the basis of CEL and ANN
can be found in [15].

3.3 Epidemic Social-Aware Routing (EpSoc)

In the EpSoc, it is used the idea of the degree centrality to reduce the propagation of
messages in the time among nodes [18]. The TTL of messages can be decreased on the
basis of the degree centrality of the encountered node. It is applied a TTL update as
follows:

TTLN1 = TTLold

DCN2

if
(
DCN2 > DCN1

)
(1)

Where N1 is the node carrying the message mN1 and DCNi is the degree centrality
associated to the node Ni. For more details about degree centrality please refer to [16–
19]. This means that an update to the TTL of messagemN1 is applied only if a nodemeets
another node with higher DC. This avoids to propagate to more nodes the message.
Moreover, in order to preserve the buffer occupancy, authors propose to use a block
register to store the message IDs to not process again the message if it comes again from
other nodes. This block register (BR) is updated with the ID of the new message when
a message is sent to a node with higher centrality according to this rule:

BRN2 = Include
(
mN1 , BRN2

)
if

(
DCN2 > DCN1

)
(2)

where Include(x, y) is a function that insert x in the data structure y and return the
updated data structure y. If a message mN1 has been stored in the BRN2 this means that
if this message will be received again by N2 it will be discarded.

4 GEER for Preserving Buffer Space and Energy Draining

In the following section it is presented the GEER data dissemination and management
policy. It is introduced the buffer management with a differentiated discarding policy
and buffering, the geo-graphic centrality degree computation and the energy-aware data
forwarding.
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4.1 Buffer Management Policy

Data forwarding in DTN needs to be effective in terms of data delivery probability. Con-
sidering that all nodes presentmany constraints such as energy, buffer space, computation
capability etc., in many cases, these constraints can severely affect the performance also
if the data forwarding technique is efficient. This is due to the lack of strategies to apply
in the buffer management that can compromise the storage capability of nodes reducing
the tolerability to the delay of DTN. In this contribution we analyzed a buffer manage-
ment policy that considers different packet sizes to be stored and a discarding policy
in the case of full buffer that differs by the classical last in first discard (LIFD) policy
applied in many DTN context. LIFD policy considers the last packets arrived in a buffer
as the first to be discarded because there is a simple LIFO ordering data packet policy.
In our case, accounting for different packet sizes, the buffer is ordered for increasing
packet size and a discarding policy penalizing the larger packets is applied.

GEER extends the buffer management policy considering packets ordered on the
basis of the packet size and this assures that, in case of congestion, the buffer space is
left to data that consume less energy (smaller packets) This approach tries to preserve
much more the energy in order to maintain more alive nodes supporting a more robust
data propagation in a denser network. Thus, the proposed approach is conservative in the
data forwarding giving importance to the energy levels of nodes and it is conservative
also in the buffer space because the precious data storage resource is preserved for
packets that do not consume too much energy. This approach reduces the double risk of
data dropping and energy draining. Clearly this conservative approach is applied when
critical conditions happen such as congestion and buffer exhaustion or severe energy
draining.

4.2 Geographic-Aware Degree Centrality

GEER computes node centrality for a node I, CCdegree, using a long-term cumulative
estimate of degree centrality. Degree centrality basically quantifies the number of con-
nections a node has. The advantage in using this measure is that it can be easily computed
locally considering only a node’s ego network. More specifically, GEER computes the
number of unique nodes seen throughout a specific time slot and then average this mea-
sure with a set of previous measures. Degree centrality for a node i during a time slot t
is computed as follows:

Cdegree(i, t) =
∑N

j=1
e(i, j, t) (3)

Where

e(i, j, t) =
{
1 if i encounters j during time slot t
0 otherwise

represents an edge between node i and a node j on the DTN graph corresponding to the
time slot considered and N is the number of nodes in i’s range. The cumulative degree,



Energy Aware Epidemic Strategies for Mobile Opportunistic Networks 275

CCdegree, is then computed by averaging the node’s degree values over a set of T time
slots including the most recent time slot and all the previous ones:

CDC = 1

T
·
∑T

t=0
Cdegree(i,T − t) (4)

In that way, GEER provides a fully decentralized approximation for a node’s degree
centrality, which is easy to be computed. In addition to the CDC computation, it is
considered a differentiation of theCDC on the basis of the geographic area where mobile
nodes is moving. This means that if NA areas have been considered in the region, it is
associated a CDC for each area in every node. This assures that in the computation it is
considered the geographic area effect that can affect the transitory evaluation of theCDC .
For example, if a node moves from a high density region, where it met many nodes, to a
zone with very low density, the computation of the CDC could be affected by these zone
changes in the classical approach. In our proposal, it is maintained a different structure
for each considered and pre-defined zone. The extra overhead in the data structure is not
excessive because it is related to the number of zones.

4.3 Energy-Aware Data Forwarding

GEER tries to get advantage of the strongest features of EAER and EpSoc. In particular,
in the data forwarding it is applied a dynamic tuning of n-Epidemic based on the energy
levels and node density such as proposed in EAER. However, it is included also the veri-
fication of the cumulative degree centrality CDC such as proposed in [12] and recalled in
(4) (in order to reduce the data propagation from node with high centrality to many other
nodes. It is supposed that higher degree centrality should assure to meet more nodes
where to spread a message copy and this means that the TTL could be reduced. This
TTL reduction is interesting because it can save buffer space in the time. Moreover, the
threshold based forwarding of EAER included in GEER assures that the data forwarding
is applied considering also the energy conditions of nodes. In the following it is shown
the EAER-like forwarding adopted in GEER but where CDC has been applied rather
than node density (Fig. 2).

where fp (forwarding probability) is a randomly selected number uniformly gen-
erated in the interval [0,1]. This approach probabilistically allows the reduction of the
number of messages forwarded on the network when node residual energy is reduced
under a threshold. SNPS strategy considers a data forwarding based on the node density.
Some details about this technique can be found in subsection IV.B of the paper [15]
(Fig. 3).

In particular, it is applied an association between the average node density computed
by a single node on the basis of its encounters and a threshold that tries to reduce the
number of data replication among encountered nodes. More details about the threshold
values and the mapping with the n parameter for the dynamic tuning of the n-Epidemic
can be found in [15].
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Fig. 2. Pseudo-code for the GEER forwarding strategy

Fig. 3. GEER Pseudo-code for buffer and block register (BR) management
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5 Performance Evaluation

In this section some simulation results obtained by Opportunistic Network Emulator
(ONE) simulator [19] are presented. Simulation settings are similar to those presented
[15] but fixing the observation time T for the CDC to 30 s and considering a number of
nodes equal to 300. Higher observation time T with a fixed time slot t implies an higher
number of samples accounted for computing the CDC such as expressed in (4).

5.1 Simulation Scenario

The Working Day mobility model (WDMM) [19] has been considered and data traffic
considers three different packet sizes generated by nodes: 500 kB, 1 MB and 1.5 MB.
GEER has been compared with EAER and EpSoc in order to evaluate its robustness and
adaptability during the time. Data Delivery percentage, Overhead and Average residual
energy have been considered in order to see how may data are disseminated in the
network and how the energy has been accounted during the data forwarding strategy.
Main simulation setting parameters are listed in Table 1.

Table 1. Simulation parameters

Simulation parameters Value

Transmission rate 2 Mbps

Transmission range 100 m

Buffer size 50 MB

Nodes speed 0.5–1.5 m/s

TTL 300 min

Initial energy 1000–4000 mAh

Activity energy 0.005 mA per minute

Packet transmission energy 0.03 mAh per 10 KB

Radio transmission energy 0.006 mA per meter

Packet receiving energy 0.04 mAh per 4 KB

Packet size 500 kB, 1 MB, 1.5 MB

Observation time T 30 s

Time slot t 5 s

Values reported above have been considered after some simulations where different
values has been considered. We reported here only some values that can represent very
common IEEE 802.11b card parameters such as transmission range and channel capac-
ity, some common low mobility speeds (pedestrian) and an initial energy value of some
battery that could be found on the market. Concerning packet transmission and recep-
tion energy consumption, some values have been achieved by some wireless products
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datasheets. Due to space limitations, other values that could be considered for perfor-
mance evaluation purpose have been omitted. However, the goodness of the proposal is
still maintained. Simulation metrics considered in our evaluation are:

1. Data Delivery: it represents percentage of delivered data at the destinations.
2. Overhead: it indicates the number of replica forwarded on the network in order to

deliver data to destinations.More efficient data dissemination can reduce the number
of replica for delivered data.

3. Average Residual Energy: it represents the average final node energy expressed in
mAh at the end of the simulation. It is useful to see how much energy can be saved
applying a specific data dissemination strategy.

5.2 Simulation Results

It is possible to see as GEER outperforms EpSoc in terms of Data Delivery in Fig. 4. This
means that GEER is able to get advantage of the buffer preserving mechanism of EpSoc
through the TTL update but it is able also to involve a better number of nodes to spread
the data.Moreover, overhead and energy consumption, such as shown in Fig. 5 and Fig. 6
are reduced in GEER during a day because it is able to account the energy consumption
adopting a more conservative data forwarding policy that reduces the number of nodes
involved in the spreading especially when the energy is drained out. EpSoc performs
better than GEER in terms of overhead in the first hours of the day, but it reduces its
performance after because it does not consider a reduction of the data forwarding on the
basis of the energy status.
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Fig. 4. Data Delivery (%) vs time (in hours) for EAER, EpSoc and GEER in a network with 300
nodes.

On the other hand,GEER is able to change dynamically the data forwarding threshold
value used for the spreading and is able also to reduce the spreading when energy levels
are under some thresholds. GEER improves also the data delivery because it is able to
better manage the buffer under different packet size conditions.
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6 Conclusions

In this paper a novel routing strategy GEER for DTN has been proposed. It considers
degree centrality computed per areaswhere nodes canmove.Moreover,GEERmakes use
of an energy aware thresholdmechanism to dynamically choose theminimum number of
nodes to meet for forwarding the data replicated packets. A buffer management policy
is also proposed under different packet sizes forwarding, proposing to discard larger
packet size in case of congestion preserving energy. GEER performs better than other
well know strategies such as EpSoc and EAER in terms of Data Delivery Rate and
Energy Consumption presenting also a good protocol overhead.
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Abstract. In this paper we use a “frugal innovation approach” to pro-
pose an efficient and generic solution to provide support to the deploy-
ment of IoT system in rural areas. Our proposal includes an MQTT
(Message Queuing Telemetry Transport) proxy to integrate generic low-
cost and low-power sensor devices in a messaging system based on LoRa
(Long Range) technology. MQTT allows these data to be provided to
external “data lakes” so that they can be used for tasks such as report-
ing, visualization, advanced analytic, and machine learning. LoRa tech-
nology provides long wireless links that can be used to connect villages
and towns.

Through a REST-based interface and using JSON as a lightweight
data-interchange format, we show how our platform can be used to dis-
tribute generic sensor information from rural communities. Finally, we
demonstrate through experimental evaluation that this solution provides
stable data transfers over links of various kilometers with a minimal uti-
lization of resources.

1 Introduction

According to ITU’s (International Telecommunication Union) latest statistics
[1], the world has reached an important milestone regarding connected people.
At the end of 2018, 51.2% of the global population, or 3.9 billion people, had
access to the Internet; in developing countries, growth has shown an increase
from 7.7% in 2005 to 45.3% at the end of 2018. Despite this, and basically due
to economical reasons, there are still large areas of poorly or not-connected at
all zones, not only in developing countries, but also in the countryside of Europe
and the USA [2].

Community networks are a successful attempt to solve this situation. They
are built by citizens and organizations who join together and share resources and
efforts to build network infrastructures. The employed technologies span a very
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wide range, from low-cost, off-the-shelf wireless (e.g., WiFi) routers to expen-
sive optical fiber equipment. A few examples are: Broadband for Rural North
(B4RN)1, in Lancashire, UK, the Nepal Wireless Networking Project (NWNP)2,
or the GUIFINET in Spain [3].

In a previous work [4], we defined the architecture for a messaging system
that combined very cheap and flexible devices and the LoRa technology to estab-
lish links that can cover wide areas with an easy-to-use interface using the “frugal
innovation approach” [5,6]. This term comes from the initial focus on poorest
socio-economic users in emerging markets, but is nowadays moving away from
the idea of “cheap” innovations to become a more “efficient” approach in terms
of minimal utilization of resources such as electricity, time etc. and sustainable
innovations, where sustainable means developed to be long–lasting and environ-
mentally responsible [7].

Our messaging application could serve, for example, to arrange for a specific
appointment with a remote doctor, or to ask for the price of some goods in a
far away market, thus allowing the user to save time and resources. We centered
our solution on the use of LoRa [8], a promising solution for long range and low
power Internet of Things (IoT) and machine to machine (M2M) communication
application. In mountainous regions one can leverage the terrain topography
to accomplish line-of-sight transmissions at very long distances with really low
power devices.

In this work we propose a solution to ease the deployment of IoT systems
by integrating in this platform the support for ordinary sensing applications,
based on any type of sensors like environmental sensors for weather forecast-
ing, chemical sensors, level sensors, images sensors, and so on. Locating these
devices close to our system’s “hubs”, enables them to send data across long
distances and to be integrated in a Publish–Subscribe (Pub/Sub) system based
on MQTT. MQTT [9] is a machine-to-machine connectivity protocol currently
widely used in the Internet of Things world. It was designed as an extremely
lightweight publish/subscribe messaging transport and it is therefore extremely
useful for connections with remote locations where a small code footprint is
required and/or network bandwidth is at a premium. Finally, the use of JSON
(JavaScript Object Notation) provides a lightweight data-interchange format to
the data.

Summing up, in this paper, we propose a system that can collect data from
remote sensors, transmit this data over long distances using LoRa, and auto-
matically integrate it into a pub/sub system based on MQTT.

The paper is organized as follows. First, Sect. 2 comments some of the related
work in the area. Section 3 presents the overall architecture and functioning of
the messaging system. Section 4 describes the integration of the MQTT proxy in
the messaging system. Section 5 shows the performance evaluation of a prototype
of our proposal. Finally, Sect. 6 presents the conclusions.

1 http://b4rn.org.uk/.
2 http://www.nepalwireless.net/.

http://b4rn.org.uk/
http://www.nepalwireless.net/
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2 Related Works

The general scope of this work is to offer solutions to provide IoT technologies
in poorly or not-connected at all scenarios. A very active Internet Research Task
Force (IRTF) group in this context, the “Global Access to the Internet for All
Research Group (GAIA)” [10] focuses its activities to provide increased visibility
and interest among the wider community on the challenges and opportunities to
enable global Internet access, in terms of technology as well as in the social and
economic drivers for its adoption.

GreenLinks [11] is a platform that provides mobile services reliable and
resilient to intermittent links. It was designed to support applications in rural
contexts in extreme operating environments with little power and no cellular
coverage. The basic element of a GreenLinks network is a so-called Virtual Cell
Node (VCN) that is basically an open cellular base station. The VCNs are sup-
posed to be connected. Each VCN requires access to a core network and operates
in a licensed spectrum band.

Messaging systems like WhatsApp, Telegram, or the “classical” SMS (short
message service) have been and are among the most widely used applications
for mobile devices worldwide since they offer an open communication channel
among people or the members of a community. Clearly, the possibility to offer
this service between villages, and between villages and main cities is highly
demanded either for purely personal use or for commercial purposes in rural
area, too.

For example, Martinez et al. offer [12] an analysis of the communication
needs in rural primary health care in developing countries. They found that
one very simple application originally implemented over HF voice-only radio
communication proved quite successful: scheduling doctor’s appointments for
patients. It was found that patients in isolated areas had to spend significant
time and resources to reach the nearest hospital, and often they could not be
treated immediately, but given an appointment at a time that implied a second
trip from home. In the literature there are already other works that specifically
address the combination of these two technologies, like in [13–19].

In [20] the authors describe the design of an Internet of Things based plat-
form having as main objective the real-time management of energy consumption
in water resource recovery facilities and their integration in a future demand
side management environment. In [21] the authors proposes the design of LoRa-
MQTT gateway device for supporting the sensor-to-cloud data transmission in
smart aquaculture IoT application. In this work the authors focus on the inte-
gration of the collection data from sensor devices and to transmit them to a
cloud based data storage server.

A very interesting solution is presented in [22] where a low-cost remote mon-
itoring system for dangerous areas based on drones is described that again takes
advantage of LoRa and MQTT as the basic technologies. Also, in [23] an open-
source earthquake and weather monitoring system is presented based on a Long
Range (LoRa)-based star topology with a fully energy-autonomous sensor node.
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The goal of this work is to create a frugal smart object that could be used
to provide IoT solutions in challenging scenarios [24]. This paper describe the
efforts and result of integrating MQTT in our platform. We consider that the
combination of LoRa and MQTT adding the flexibility provided by our platform
and the use of a JSON interface provides a powerful and yet flexible architecture
that can adapt to many various scenarios.

Fig. 1. Overall structure of the messaging platform.

3 The LoRa Messaging System

Figure 1 presents the overall architecture proposed in [4]. At the core there are
dedicated devices, called hubs, that create the connectivity spot inside an area.
The hubs must have both a WiFi (IEEE 802.1b/g/), and a LoRa transceiver.

The hubs work as standard WiFi access point to provide connectivity to
closeby devices. The interface with the messaging application is a web based
system. The user can decide whether to send a text message to either a specific
destination or to all reachable users, or to check for incoming messages stored
in the hub. The hubs offer a REST interface to the connected devices to either
send a message, or return previously received and locally stored ones.

Every user needs to “register” before exchanging any message. Registration is
required to allow the system to localize end-points. When a user sends a message,
the local hub “learns” that user is connected through it, and creates an entry
in a table. The first step is to discover where the destination user is located. To
this end, the hub sends a broadcast message to all the surrounding devices and
waits for the searched one to respond. A special broadcast user was included for
messages that are to be delivered to all the registered users.
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At this point, using a reliable unicast protocol, messages are transferred
and stored in the destination hub. Once the user checks for available messages,
he or she will receive the one stored in the local hub. The unicast protocol is
based on a stop-and-wait ARQ (Automatic repeat request) approach with a
dynamic and adaptive value for the re-transmission delay. The protocol ensures
that information is not lost due to dropped packets and that packets are received
in the correct order.

The packet header structure is shown in Fig. 2. We must point out that the
maximum application payload depends on the selected data rate. For example,
assuming the European 863–870 MHz band, the maximum packet size used was
set according to the spreading factor used, i.e. 25 bytes for SF12, and 200 bytes
for SF7, with a fixed 24 bytes header.

Fig. 2. Structure of the header of a packet used by our stop-and-wait ARQ.

Finally, to better integrate our system with standard Internet applications,
we designed a gateway-hub to link it with Telegram3, a widely used messaging
application, using “Bots”. In short, the gateway-hub receives via LoRa messages
directed to a Telegram user, registered through the Bot, and forwards them
to the user’s phone via the Internet. The gateway-hub of our prototype was
implemented using a Raspberry Pi board.

More details of the messaging system can be found here [4].

4 Integration of the MQTT Proxy

Data sensor collection is integrated within our platform through a dedicated
service that is attached to the system as a specific client. The general idea is
that sensors will collect the data, pack them as a structured piece of information,
and send them to this service as a message. The receiving device, where the
service is executing, will then (1) unpack the message, (2) build a proper MQTT
message, and (3) publish it to the broker being used. The set-up required is the
one shown in Fig. 3. The sensor is attached to the hub using the WiFi link, as
any other client. The device that will execute the MQTTproxy service has also
to be connected to a hub using WiFi and must clearly have a connection to the
used broker, either through the Internet or through a direct TCP/IP link.

Sensors are integrated in this platform using the REST interface. The
sequence is basically the same used by regular clients: there is a first register
phase followed by a “Push” phase. Figure 4 graphically describe this operation.
3 https://telegram.org/.

https://telegram.org/
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Fig. 3. The required set-up for the sensors and the MQTTproxy integration.

Fig. 4. The data flow when a sensor data is pushed to a hub.

The transferred data is stored in a JSON object with the structure indicated
in Listing 1.

1

2

3

4

5

6

Listing 1. JSON structure of the sent message.

The data contained in the JSON object can have a variable size limited only
by the slow data rate that we can obtain from a LoRa channel. Topics average
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length can range between 10 to 50 bytes, while values can be anything from a
few bytes, to hundreds of kilobytes, like with photo-pictures (e.g., taken by a
camera supervising a crop) or a short video or audio registration. Multimedia
content has to be previously encoded with anything as simple as the Base64
algorithm. In the evaluation Section we will present the results with messages of
up to 100 kbytes to include all these cases.

The provision of the MQTTproxy is based on an “anycasting” approach. This
means that there can be various MQTTproxys available in the area covered by
any hub. As for regular clients, the hub that received the JSON message will
start the search for an MQTTproxy as if they were regular end users; if multiple
replays are received the first one is selected. Other strategies could be adopted,
based for example on the detected load of a certain MQTTproxy device. The
hub will packetize the JSON message sent to it to the selected MQTTproxy hub
using the standard procedure used by the messaging system. The MQTTproxy,
using the REST interface, will periodically interrogate the hub it is connected
with to obtain the data. Figure 5 graphically describes this operation.

Fig. 5. The MQTTproxy getting data from the hub.

Once the message is obtained, the MQTTproxy will extract the JSON and
create a proper “publish” message to the connected broker.

5 Experimental Results

This Section presents the results obtained with the proposed system by varying
the distance between the hubs and the size of the sent messages; moreover, we
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compared the performance while using two different spreading factors, namely
SF7 and SF12.

The devices we used as hubs were LoPy4 by Pycom4. The LoPy4 are
a quadruple bearer MicroPython enabled development board with: IEEE
802.11b/g/n, Bluetooth v4.2 BR/EDR and BLE, LoRa (Semtech SX1276), and
Sigfox with an Espressif ESP32 chipset (Xtensa dual–core 32–bit LX6), 520 KB
+ 4 MB of RAM, and 8 MB of external flash. It has a dual processor and two
antenna connectors: one for the 868 MHz band used by LoRA and another one for
the 2.4 GHz band used by WiFi and Bluetooth. This allows fitting the antenna
best suited for the application. For instance, high-gain directional antennas can
be used to connect a rural village to a city that could be at a very long distance,
using very small power by leveraging the spread spectrum features of LoRa mod-
ulation. The network processor handles the WiFi connectivity and the IP stack,
while the main processor is entirely free to run the user application.

This device is energetically very efficient, with an average consumption of
30 mA when idle and of 105 mA during a LoRa transmission A prototype of the
complete hub, made of a LoPy node with an omnidirectional antenna, and a 5 W
solar panel, is shown in Fig. 6.

Fig. 6. A prototype of a complete hub.

To execute the MQTTproxy we used a Raspberry Pi 3 Model B+ that has
a 64-bit quad core processor running at 1.4 GHz, dual-band 2.4 GHz and 5 GHz
wireless LAN, Bluetooth 4.2/BLE, and an Ethernet port.

We considered the following distances between the two hubs: 1 m, 100 m,
750 m, and 6000 m. The 1 and 100 m tests where performed in the facilities of
the University. The 750 m tests where performed in Valencia, in the “Ciudad de
las Artes y las Ciencias” area, see Fig. 7, while the 6km test where performed

4 https://pycom.io/.

https://pycom.io/
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between two viewpoints in Chiapas, México. These latter locations are in areas
high enough not to have obstacles in between; Fig. 8 shows the scenario where
we the tests were done; there is a clear line of sight between the two points that
are 6 km away, as shown in Fig. 8b.

(a) View from the right-side hub. (b) View from the left-side hub.

Fig. 7. Location in Valencia for the 750m tests.

(a) Map view of the link trajectory. (Image obtained using

Google Earth, ©2019 DigitalGlobe) (b) Terrain profile between the two locations.

Fig. 8. The 6 km tests location in Chiapas, México.

We measured the performance of the system using a metric called “successful
transfer time (STT)”. It measures the transfer time of a message from the point
of view of the sender, and it is computed from the moment at which the first
fragment of the message is sent, to the moment when the last ACK of the last
fragment of the message is received. All the tests were performed using both a
Spreading factor of 7 (SF7) and a Spreading factor of 12 (SF12).

Bursts of 10 messages were sent to determine the stability of the system.
The system performance was stable and almost identical to that of the tests
at shorter distances. Retransmissions were rare events in the long-range experi-
ments, having a negligible impact on the SST. We have to consider that delays
are in the order of hundreds of seconds, and therefore a few more seconds do not
affect the usability of the system. No effect was detected on message delivery.



Integrating an MQTT Proxy in a LoRa-Based Messaging System 291

Figure 9a allows to better view the evolution of the STT as a function of the
message size using a spreading factor SF7. As we can see, the STT clearly grows
as the message size increases, while it is evident that the impact of distance is
negligible. As expected, the overall throughput that LoRa offers us is quite low,
in the order of 250 bps.

(a) Using SF7 (median values). (b) Using SF12 (median values).

Fig. 9. Behavior of the STT when varying the message size.

The following figures show the behavior of the STT by varying the distance
between the two nodes. The average values are displayed. Figure 10a is obtained
using a spreading factor SF7 and Fig. 10b using a spreading factor SF12, in
both cases messages of 1 kB, 10 kB, 50 kB, and 100 kB are sent. Almost constant
behavior can be observed in the results, although the STT clearly grows as the
message size increases. The system is quite stable at increasing distance and very
few retransmissions were required during the experiments.

From the above results we can conclude that our solution is an effective and
stable solution to integrate data from long distances using LoRa and MQTT.

(a) Using SF7 (b) Using SF12

Fig. 10. Behavior of the STT versus distance between two nodes.
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For example, with messages of 100 kBytes and SF7 the maximum delay obtained
was 457,56 s, and the minimum 451,49 s; with SF12 the maximum delay obtained
was 82,545 min, and the minimum 82,513 min. Clearly, the worst aspect is the
low throughput that we can obtain due to the use of LoRa. We consider, anyway,
that this is compensated by the long range obtained and by the low energetic
cost that these devices requires, thus making this a frugal solution to a clear
problem.

6 Conclusions

In this paper we presented a system that can collect data from remote sen-
sors, transmit this data using LoRa to cover long distances, and automatically
integrates it into a pub/sub system based on MQTT. We consider that the com-
bination of LoRa and MQTT adding the flexibility provided by our platform
and the use of a JSON interface provides a powerful and yet flexible architecture
that can adapt to many various scenarios.

The goal was to provide support for IoT systems in rural areas connecting
any type of sensor, like environmental sensors for weather forecasting, chemical
sensor, level sensors, images sensors and so on. This system is embedded in a
LoRa-based messaging system to conform a novel “frugal” IoT platform. We
focused on the use of “frugal innovation approach” that aims to become a more
“efficient” approach in terms of minimal utilization of resources such as electric-
ity, time etc. and sustainable innovations, where sustainable means developed to
be long–lasting and environmentally responsible.

We evaluated our solution varying the size of the packets and the spreading
factor, and compared the performance over various distances, showing that our
solution is effective and stable, allowing us to integrate data from long distances
using LoRa and MQTT. The current version of the used code is available at:
http://bit.ly/msnlora.
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Abstract. One of the most widely used communication protocol in the
Internet of Things, for collecting information in cities, are LoRa and the
LoRaWAN protocol. Thanks to star topologies, operators can, therefore,
collect electricity, water or gas consumption remotely and automatically.
Unfortunately, some equipment is placed in difficult environments such
as tunnels, cellars or wastewater drains. In this paper, we present the 1st
fault-tolerant LoRa LoRaWAN relay solution working in LoRaWAN class
A and our experimental results that we have been running for almost
1 year on SPOT (https://spot.objenious.com/) and The Things Network
platforms. This solution solves the problem of sensor access to a gateway
with our relay while respecting the LoRaWAN standard. The access to
the medium is managed by our solution in order to avoid collisions.

Keywords: LoRa · LoRaWAN · Uniform relay protocol · Internet of
Things

1 Introduction

Sensors networks are widely used to collect environmental data, to monitor
infrastructures such as buildings, roads or bridges. One of the most wireless
sensor network (WSN) architecture used is Linear Sensor Networks (LSN) or
Semi-Linear (SLSN). This network topology puts sensors in a linear form. The
Linear sensor networks have gained much attraction of the researchers due to
their several positive aspects, including easy deployment for linear structures
and robustness in different environments. But with this architecture, if a node,
which we will call isolated node (IN), is outside the coverage area of the gate-
way, it cannot send its data. We therefore propose to add a node, called a relay,
between the gateway and the isolated node, as shown in Fig. 1. This relay node
will allow the isolated node to exchange with the gateway. In our solution, the

Supported by Objenious and Bouygues Telecom.

c© Springer Nature Switzerland AG 2020
L. A. Grieco et al. (Eds.): ADHOC-NOW 2020, LNCS 12338, pp. 295–302, 2020.
https://doi.org/10.1007/978-3-030-61746-2_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61746-2_22&domain=pdf
http://orcid.org/0000-0001-7260-2519
http://orcid.org/0000-0002-2122-4404
http://orcid.org/0000-0001-7198-2273
https://spot.objenious.com/
https://doi.org/10.1007/978-3-030-61746-2_22


296 O. Flauzac et al.

relay node also has the ability to send its own information and so be considered
as a classic LoRaWAN node.

Our relay communicates in LoRa RAW with the isolated node and in
LoRaWAN class A with the gateway. One of the main problems is to synchronize
the isolated nodes and the relay to respect the duty cycle imposed by the ETSI
EN300.220 and to reduce energy consumption.

Fig. 1. Case of a remote LoRa device

In this paper, we first present the related works, followed by our LoRa-
LoRaWAN uniform relay protocol. In the last part, the experimental results
are explained before the conclusion.

2 Related Works

In [1] the authors propose a communication scheme with relays to improve the
reliability of LoRa sensor network. Simulations show that relaying is very ben-
eficial, even though the nodes are not coordinated and duty cycling limits the
number of sensor measurements that can be forwarded. In [2] the authors pro-
pose a multi-hop communication setup based on LoRa. Results demonstrate
that the multi-hop communication setups can provide up to 13 times higher
packet delivery ratio and up to 60% lower energy consumption compared to the
LoRaWAN communication setup and its recommended communication setting.
Fault tolerance of a system mainly depends on the characteristics and archi-
tecture of the system. The main characteristics of WSN are cross-layer design,
energy harvesting, resilience, mobility, scalability, withstand harsh environment,
ease of use, dynamic network topology, unattended operation, heterogeneity and
homogeneity. The wireless sensor network’s basic characteristics, architectural
specifications, and classifications are presented in this work [6] and summed up
in this Table 1.
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Table 1. Summary of fault-tolerant techniques

Class Method

Time Curative

Preventive

Objective Flow management

Data Management

Coverage/connectivity management

Size For small scale

For large scale

Implementation method Redundancy based

Clustering based

Deployment base

Fault region Link-based

Node based

Malfunction nodes

The management of fault tolerances depends on the duration of the fault,
the impact of the fault on data recovery or the connectivity of the nodes. Fault
management also depends on the size of the network. Fault management also
depends on the size of the network, whether it is small or large. There are
solutions based on redundant or clustered methods. These faults are listed in
3 cases: the link between two nodes is broken, a node does not work properly
anymore (Byzantine) and a node stops working.

In [4], a distributed approach is used to detect the fault of Cluster Heads to
detect fault in a network. FDFC is a proficient algorithm to detect failed Cluster
Heads by using a distributed algorithm and resolves this issue by replacing the
new Cluster Head. Simulation results show that the suggested work is more
efficient than DFCA in terms of energy consumption by the faster recovery of
failed Cluster Head. Simulation is performed on three different networks (small,
medium and large). The details of each simulations performed are in the Table 2.

In [5], the authors studied the energy and time costs to recover failures
depending on the failure density and the surface density in the Multilevel and
EDCR protocols. According to their assessments, they found that the energy
and time costs increase with the increase of failures and surface densities. They
showed that the redundancy of the nodes if it does not increase the failures
recovery time when the number of failures in the path of data transmission is
increased, it can significantly reduce the network lifespan when the number of
the failure is quite significant.
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Table 2. Comparison table of [4]

Type of
network

Initial
energy level
(Joule)

No. of sensor
nodes

No. of clusters Impact

Small 50 100 4 Good

Medium 50 300 12 Better

Large 50 500 20 Best

3 The Fault-Tolerant LoRa-LoRaWAN Uniform Relay
Protocol for LoRaWAN End Node in Class A

It is assumed there is at least one isolated node, a relay node, and a LoRaWAN
gateway, as in Fig. 1 and 2.

With our protocol [3], the relay node only needs to be compatible with
the LoRaWAN protocol and can be reached by the LoRaWAN gateway of the
provider. In our work, the specification version 1.0.3 is respected. The isolated
node only needs to be able to communicate in LoRa and be in the coverage of the
relay node. The relay node communicates in LoRaWAN Class A in Over-The-Air
(OTA). The OTA procedure use 2 type of messages, Join request initiate by any

Fig. 2. Global mechanism
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end nodes and the response from the antenna the Join Accept. Next, the relay
node initializes a local synchronization system with the isolated node. Realized
with different timer provided by the relay and different message integrated in
the system [3]. The drawback of this first version of our relay protocol is energy
consumption. The relay and the isolated node are not synchronized and the
relay node works in class C, i.e. it is always in a waiting state (RX state) of mes-
sages. As a reminder, class A is the class with the lowest energy consumption.
When the equipment has data to sent it does so without control. Class B is a
compromise between energy consumption and the need for bi-directional com-
munication. Class C has the highest power consumption but allows bi-directional
communication that is not programmed. The equipment has a permanent listen-
ing window. So, some times, when the relay node sends data to the gateway, a
message sent by the isolated node can be lost. The isolated node and the relay
node have to be synchronized with each other. When the relay node sends the
information up to the LoRaWAN Gateway, it must be possible to identify the
source of the data. The identity of the sender is included in the payload sent
by the relay node, as illustrated in Fig. 2. A new Join procedure must not be
initiated to limits the calculation of session elements and encryption costs. The
different steps of our algorithm at the relay node are in Table 3.

Table 3. Steps of the algorithm

Relay node Isolated node

Initiate the Join Request procedure Detect its role: whether it is isolated

Listen and transmit in LoRa to
synchronize with an isolated node

Listen and transmit in LoRa to
synchronize with a relay node

Transmit the information collected
via DataRequest procedure by the
isolated node to LoRaWAN

Transmit the information to the
relay when the node is requested

Transmit the information collected
by the relay node

Awake at the next RX window

Start over at the next RX window X

3.1 Fault Tolerance Aspect

Several different faults can occur like a node failure (isolated node or relay node),
a gateway failure or a transmission corruption. We can also have apparitions of
new isolated nodes, new gateways or new relays. Table 4 summarizes all faults
that our protocol takes into account and the solutions proposed. It is possible
to consider the generation of faults from each node present in the Fig. 1. An
isolated node, a relay node as well (l as a gateway can generate faults. The
faults considered here are the disappearances of one of these nodes. It is also
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considered the dynamicity in the system, i.e. the addition of additional nodes
such as isolated nodes, relays or gateway. Here is a Table 4 that summarizes the
possible actions to restore a stable state with respect to a change to a non-stable
state. Each actions proposed was tested in the experimentation part.

Table 4. Fault in the system and solutions proposed

Fault Additional
node

Solution proposed
Isolated Node
side

Solution
Proposed Relay
Node side

IN paired Empty battery/
Physical problem

X X Detect by not
collecting the
node after a
long time

IN not paired Empty battery/
Physical problem

New
deployment

X Detect by not
collecting the
node, after a
long time/No
impact due to
our protocol

RN with
paired IN

Empty battery/
Physical problem

X Not collected
during a long
time

X

RN without
IN paired
(End Device)

Empty battery/
Physical problem

New
deployment

Not collected
during a long
time/No impact
due to our
protocol

X

LoRaWAN
Gateway

Problem with
the Network
Server/Maintain

New
deployment

Make a new Join
Request after a
time. If it’s a
success the IN
signal it to the
RN

X

3.2 Experimentations

Our fault-tolerant LoRa - LoRaWAN uniform relay protocol is implemented on
ST Micro Discovery Kit1. These tests started on July 17, 2019 by first deploying
two isolated nodes and a relay node. The scenario outlined here is as follows: the
relay node started to relay the informations of the two isolated nodes and then
the isolated nodes will be detected a Bouygues Telecom antenna. The number of
messages relayed is shown in the following Figs. 3, 4, 5 for 8 months. Each column
represent a week. The graphs in green are the number of uplink messages. The
nodes are programmed to send a data message every hour. Nodes have detected
their role by the response or lack of response to the Join Request. Phase A in
Fig. 3 represents the number of messages sent by the relay without having an
isolated node. This is the classic behavior of an end device. About 200 messages
per week or about 1 message per hour. Phase B represents the relaying of two
isolated nodes. This explains the increase in the number of messages which is

1 https://www.st.com/en/evaluation-tools/b-l072z-lrwan1.html.

https://www.st.com/en/evaluation-tools/b-l072z-lrwan1.html
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Fig. 3. Messages sent by the relay node (Color figure online)

Fig. 4. Messages sent by the first isolated node (Color figure online)

700 messages. The number of messages is high because message aggregation is
not used. We observe a loss of message possibly due to radio collisions. Phase
C is the moment when an isolated node has successed to become a relay. There
remains one isolated node still paired to the relay. Phase D is a return to phase A
where both isolated nodes have become relay nodes. This explains the significant
drop to about 200 messages per week. These graphs show when an isolated
node become a relay did not impact the operation of the starting relay node.
Convergence is slow due to the fact that the nodes became out of sync as it was
no longer relayed over time. In addition, LoRaWAN coverage is unreliable in the
experimental environment, which is what is wanted.

We also observe that some messages are missing on some weeks in the phase
D. In terms of the number of messages sent from isolated nodes, it is equal to a
classic end-device role as shown in[3]. Indeed this corresponds to data loss due
to a failure on the network server or the LoRaWAN gateway of the operator.
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Fig. 5. Messages sent by the second isolated node (Color figure online)

4 Conclusion

In this paper, a synchronization solution to collect data of multiple isolated nodes
from a LoRaWAN network was presented. To accomplish this, we implemented
a new Fault Tolerant LoRa-LoRaWAN Uniform Relay Protocol. Relay node is
fully LoRaWAN compatible, in spite of the fact it switches to LoRa RAW. The
isolated node has only the ability to receive and transmit in LoRa, without nec-
essarily respecting the LoRaWAN standard and ETSI EN300.220. An industrial
partnership is in progress to implement this version of our solution.
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Abstract. Due to uncontrolled interferences, including the self-induced
multi-path fading, deterministic networking is difficult to achieve on wire-
less links. The radio conditions may change much faster than a central-
ized routing paradigm can adapt and reprogram, in particular when the
controller is distant and connectivity is slow and limited. Reliable and
Available Wireless (RAW) separates the routing time scale at which a
complex path is recomputed from the forwarding time scale at which
the forwarding decision is taken for an individual packet. RAW operates
at the forwarded time scale. The RAW problem is to decide, within the
redundant solutions that are proposed by the routing plane, which will
be used for each individual packet to provide a Deterministic Network-
ing (DetNet) service while minimizing the waste of resources. A solution
would consist of a set of protocols that evaluate the media in real time
and another that controls the use of redundancy and diversity attributes
that are available along the path. In this paper, we first introduce the
motivation behind this approach along with the industrial use cases that
requires RAW characteristics. We then give an overview of the ongoing
related works at the Internet Engineering Task Force (IETF). Finally,
we present the RAW problem statement.

Keywords: Reliable and available wireless · RAW · DetNet · LLNs ·
PAREO functions · Industrial wireless networks

1 Introduction

Wireless networks operate on a shared medium where uncontrolled interference,
including the self-induced multi-path fading, adds another dimension to the sta-
tistical effects that affect the packet delivery. Scheduling transmissions can allevi-
ate those effects by leveraging diversity in the spatial, time, code, and frequency
domains, and provide a Reliable and Available service while preserving energy,
and optimizing the use of the shared spectrum.
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Bringing determinism in a packet network means eliminating the statistical
effects of multiplexing that result in probabilistic jitter and loss. This can be
approached with a tight control of the physical resources to maintain the amount
of traffic within a limited volume of data per unit of time that fits the physical
capabilities of the underlying technology, and the use of time-shared resources
(bandwidth and buffers) per circuit, and/or by shaping and/or scheduling the
packets at every hop.

Deterministic Networking (DetNet) is an attempt to mostly eliminate packet
loss for a committed bandwidth with a guaranteed worst-case end-to-end latency,
even when co-existing with best-effort traffic in a shared network. This innova-
tion is enabled by recent developments in technologies including IEEE 802.1 TSN
(for Ethernet LANs) and IETF DetNet (for wired IP networks). It is getting trac-
tion in various industries including manufacturing, online gaming, professional
A/V, cellular radio and others, making possible many cost and performance
optimizations. The DetNet architecture [9] is composed of three planes: a (User)
Application Plane, a Controller Plane, and a Network Plane. Reliable and Avail-
able Wireless (RAW) [6] extends DetNet to focus on issues that are mostly a
concern on wireless links, and inherits the architecture and the planes. A RAW
Network Plane is thus a Network Plane inherited by RAW from DetNet.

RAW networking aims at providing highly available and reliable end-to-end
performances in a network with scheduled wireless segments. Uncontrolled inter-
ference and transmission obstacles may impede the transmission, while tech-
niques such as beamforming with Multi-user MIMO (MU-MIMO) can only alle-
viate some of those issues. This uncertainty places limits on the computation
of the amount of traffic that can be transmitted on a link while conforming
to a RAW Service Level Agreement (SLA) that may vary rapidly. Moreover,
the wireless and wired media are fundamentally different at the physical level,
and the methods to achieve RAW will differ from those used to support time-
sensitive networking over wires, as a RAW solution will need to address less
consistent transmissions, energy conservation and shared spectrum efficiency.
However, recent efforts at the Electrical and Electronics Engineers (IEEE) and
3GPP indicate that wireless is finally catching up at the lower layer and that it is
now possible for the Internet Engineering Task Force (IETF) to extend DetNet
for wireless segments that are capable of scheduled wireless transmissions.

The intent for RAW is to provide DetNet elements that are specialized for
short range radios. From this inheritance, RAW stays agnostic to the radio layer
underneath though the capability to schedule transmissions is assumed. How the
PHY is programmed to do so, and whether the radio is single-hop or meshed,
are hidden for the IP layer and are not part of the RAW abstraction. Still, in
order to focus on real-world issues and assert the feasibility of the proposed capa-
bilities, RAW will focus on selected technologies that can be scheduled at the
lower layers: IEEE Std. 802.15.4 Time-Slotted Channel Hopping (TSCH), 3GPP
5G Ultra-Reliable Low Latency Communications (URLLC), IEEE 802.11ax/be
where 802.11be is Extreme High Throughput (EHT), and L-band Digital Aero-
nautical Communications System (LDACS) [26].
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The establishment of a path is not in-scope for RAW. It may be the product
of a centralized Controller Plane as described for DetNet. As opposed to wired
networks, the action of installing a path over a set of wireless links may be
very slow relative to the speed at which the radio conditions vary. Moreover, it
makes sense in the wireless case to provide redundant forwarding opportunities
at the IP level. RAW distinguishes the longer time scale at which routes are
computed from the shorter forwarding time scale where per-packet decisions are
made. RAW operates at the forwarding time scale on one flow over one path that
is pre-established and installed by means of techniques which are outside of the
scope of RAW. The scope of the RAW Working Group (WG) comprises Network
plane protocol elements such as Operations, Administration, and Maintenance
(OAM) and in-band control to improve the RAW operation at the Service and
at the forwarding sub-layers, e.g., controlling whether to use packet replication,
Hybrid ARQ and coding, with a constraint to limit the use of redundancy when
it is really needed, e.g., when a spike of loss is observed. This is discussed in
more details in Sect. 4 and the next sections.

This paper is organized as follows. In Sect. 2, we present a number of wireless
use cases that demonstrate the need for RAW capabilities. Then, Sect. 3 exposes
the related work that has been done at the IETF. We describe in Sect. 4 the
terminology that RAW uses. In Sect. 5, we detail the RAW approach, describing
first the difference between the routing and forwarding time scales, and then
exposing the RAW problem statement, i.e., the WG charter. Finally, Sect. 6
concludes the paper.

2 Use Cases

Many Industrial Applications rely on a deterministic industrial network [11].
However, enabling wireless communications also multiplies the possibilities [17].
We detail here a few use cases that may benefit from a RAW solution.

2.1 Industry 4.0 and Robotics

Industry 4.0 represents the next industrial revolution [15]. The objective con-
sists in collecting a huge volume of data in real-time to adapt dynamically the
industrial process. Thus, we need big data tools to handle the huge volume of
data, and to extract interesting features.

However, to enable Cyber Physical Systems (CPS), we need also a network
infrastructure able to forward critical flows, guaranteeing both ultra reliability
and small and bounded end-to-end latencies. The DetNet working group has
provided pioneering piece of work to standardize the communication stack, so
that resources can be allocated end-to-end [10]. It relies mostly on the IEEE
802.1 Time Sensitive Networking (TSN) features [29]. Each switch on the path
is able to pre-reserve a port to a specific flow: periodically, a flow has the full
priority to send its packets through a physical port. This way, TSN removes the
competition, and thus transforms the Ethernet network into a fully deterministic
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infrastructure. While industrial networks are expected to integrate wireless com-
munications in the future, wireless transmissions are known to be time-variant,
and lossy [18–20]. In these conditions, providing ultra high reliability, and a low
latency is particularly challenging.

Fig. 1. Wireless industrial networks.

A typical use case mixes both wired and wireless parts (Fig. 1). While some
sensors on the manufacturing line may be directly connected to the wired infras-
tructure using e.g., DetNet, some wireless devices are also present. For instance,
robotic arms are mobile and wires tend to cause premature wear and malfunc-
tions. In such infrastructure cohabit very different flows: a geofencing application
with an accuracy of a few seconds, or robots with almost real time control. For
instance, human and robotic safe integration needs 15 to 36 ms end-to-end laten-
cies [22].

2.2 Gaming and Multimedia

Current home consoles consist of a single computational device, and a few wire-
less remote controls. However, we face to increasingly complex interactions, that
integrate virtual reality devices, smartphones, other home consoles, headsets,
etc. [14].

While some displays and the gaming server may be connected through a
high bandwidth network (Fig. 2), some devices need wireless communications.
Remote control and virtual reality headsets typically cannot function properly
with cables since they would negatively impact the user experience. Moreover,
multi camera techniques for motion capture [8] generate a huge volume of data
to process in real-time. Last but not least, multiple wireless technologies may
cohabit to fit the different requirements (motion capture vs. remote controls). A
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Fig. 2. Home gaming scenario.

unified way to manage the wireless infrastructure is required to allocate properly
the radio resources, and to limit co-interferences.

Artistic applications that exploit gaming technologies have started to emerge.
By creating installations that react to the audience, modern art tends to now
abolish the frontiers between the real and digital, imaginative worlds. In particu-
lar, digital fulldomes provide a full 360◦ experience [23], where the digital worlds
may react dynamically to the actions of the audience and the artists. For this
purpose, we need wireless communications with a very small latency to provide
natural interactions. Digital walls would represent also a promising futuristic
Human-Computer Interface [12], using partly wireless devices to personalize the
user experience. Using wireless part allow a more flexible reconfiguration, assem-
bling the different blocks very easily.

2.3 Smart Building and Home Automation

Smart buildings pave the way for a reduction of the carbon footprint, and for a
better usage of offices and homes. In particular, energy management seems a key
enabler: the objective is to dynamically adapt the heating or HVAC system to the
building occupancy [7]. A collection of sensors detect the presence of occupants,
or may even identify uniquely each individual bodies to adapt the behavior of
the room to the users. To maximize the reconfigurability, most sensors and actu-
ators may use wireless transmissions. Moreover, deploying kilometers of cables in
existing buildings seems unreasonable, and a clean slate approach is unrealistic
as well.

Many flows may cohabit in the same infrastructure with very different char-
acteristics. Temperature sensors generate small packets periodically, every e.g.,
minute, while Closed-Circuit TeleVision (CCTV) generate multimedia streams
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Fig. 3. Smart building scenario.

toward the video servers. Smart buildings require to interconnect the different
applications (cf. Fig. 3), so that the different sensors send their data to multi-
ple controllers, to make smart decisions. Thus, we need a global solution able
to jointly optimize all the transmissions, with different co-interfering wireless
technologies.

3 Related Work at the IETF

RAW intersects with existing protocols or practices in development at the IETF.
In particular, the Dynamic Link Exchange Protocol (DLEP) [21] from Mobile Ad
Hoc Networks (MANET) [1] can be leveraged at each hop to derive generic radio
metrics (e.g., based on Link Quality Indicator (LQI), Received Signal Strength
Indicator (RSSI), queueing delays and Expected Transmission Counts (ETX))
on individual hops. These metrics are typically useful for RAW since the radio
link quality is time-variant in radio networks, and have to be carefully estimated
to size correctly the amount of bandwidth to reserve for a flow.

In the same way, OAM for DetNet [16] allows to observe the state of the
IP Data Plane. Typically, it monitors MultiProtocol Label Switching (MPLS)
and IPv6 pseudowires [28], in the direction of the traffic. RAW needs feedback
that flows on the reverse path and gathers instantaneous values from the radio
receivers at each hop to inform back the source and replicating relays so they
can make optimized forwarding decisions.

In RAW, we need also to be fault tolerant. In particular, Bidirectional For-
warding Detection (BFD) [2] detects faults in the path between an ingress and
an egress forwarding engines, but is unaware of the complexity of a path with
replication, and expects bidirectionality. BFD considers delivery as success while
RAW has also to consider the end-to-end latency.
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SPRING [5] and BIER [3] define in-band signaling that influences the routing
when decided at the head-end on the path. A draft [27] already addresses this
problem, and more may follow. RAW will need new in-band signaling when the
decision is distributed, e.g., required chances of reliable delivery to destination
within latency. This signaling enables relays to tune retries and replication to
meet the required SLA.

The Common Control and Measurement Plane (CCAMP) [4] defines protocol-
independentmetrics andparameters (measurement attributes) for describing links
and paths that are required for routing and signaling in technology-specific net-
works. RAW would be a source of requirements for CCAMP to define metrics that
are significant to the radios networks.

4 Definitions

RAW defines the following terms:

PAREO (Packet Automatic Repeat reQuest, Replication and Elimination, and
Ordering (PAREO)) [13] is a superset of DetNet’s Packet Replication, Elim-
ination, and Ordering Functions (PREOF) that includes radio-specific tech-
niques such as short range broadcast, MU-MIMO, constructive interference
and overhearing, which can be leveraged separately or combined to increase
the reliability.

Flapping corresponds to a radio link with a very time-variant quality. Typically,
the wireless connectivity drops abruptly for a short period of time, for e.g., a
few hundreds of milliseconds, or even a few seconds.

Reliability measures the probability that an item will perform its intended
function for a specified interval under stated conditions. For RAW, the service
that is expected is delivery within a bounded latency and a failure is when
the packet is either lost or delivered too late. RAW expresses reliability in
terms of Mean Time Between Failure (MTBF) and Maximum Consecutive
Failures (MCF).

Availability measures the relative amount of time where a path operates in
stated condition, in other words (uptime)/(uptime+downtime). Because a
serial wireless path may not be good enough to provide the required avail-
ability, and even two parallel paths may not be over a longer period of time,
the RAW availability implies a path that is a lot more complex than what
DetNet typically envisages (a Track).

a Track abstracts the underlaying technology, and represents a set of resources
along the path from the source to the destination. RAW specifies strict and
loose Tracks depending on whether the path is fully controlled by RAW or
traverses an opaque network where RAW cannot observe and control the
individual hops.

5 RAW Approach

A prerequisite to the RAW work is that an end-to-end routing function computes
a complex sub-topology along which forwarding can happen between a source
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and one or more destinations. This represents a Track, as specified in the 6TiSCH
Architecture [25]. Tracks provide a high degree of redundancy and diversity
and enable DetNet PREOF, end-to-end network coding, and possibly radio-
specific abstracted techniques such as ARQ, overhearing, frequency diversity,
time slotting, and possibly others.

How the routing operation computes the Track is out of scope for RAW. The
scope of the RAW operation is one Track, and the goal of the RAW operation
is to optimize the use of the Track at the forwarding timescale to maintain the
expected service while optimizing the usage of constrained resources such as
energy and spectrum.

Another prerequisite is that an IP link can be established over the radio with
some guarantees in terms of service reliability, e.g., it can be relied upon to trans-
mit a packet within a bounded latency and provides a guaranteed BER/PDR
outside rare but existing transient outage windows that can last from split sec-
onds to minutes. The radio layer can be programmed with abstract parameters,
and can return an abstract view of the state of the Link to help forwarding deci-
sion (think Dynamic Link Exchange Protocol (DLEP) from MANET). In the
layered approach, how the radio manages its PHY layer is out of control and out
of scope. Whether it is single hop or meshed is also unknown and out of scope.

5.1 Routing Time Scale vs. Forwarding Time Scale

With DetNet, the end-to-end routing can be centralized and can reside outside
the network. In wireless, and in particular in a wireless mesh, the path to the
controller is expensive to maintain, consuming both air time and energy. Reach-
ing the routing steady state can also be slow in regards to the speed of events
that affect the forwarding operation at the radio layer. Due to the cost and
latency to perform a route computation, the controller plane is not expected
to be sensitive/reactive to transient changes. The abstraction of a link at the
routing level is expected to use statistical operational metrics that aggregate
the behavior of a link over long periods of time, and represent its availability as
shades of gray as opposed to either up or down.

In the case of wireless, the changes that affect the forwarding decision can
happen frequently and often for short durations, e.g., a mobile object moves
between a transmitter and a receiver, and will cancel the line of sight transmis-
sion for a few seconds, or a radar measures the depth of a pool and interferes on
a particular channel for a split second, see Fig. 4.

There is thus a desire to separate the long term computation of the route
and the short term forwarding decision. In such a model, the routing operation
computes a complex Track that enables multiple Non-Equal Cost Multi-Path
(N-ECMP) forwarding solutions, and leaves it to the forwarding plane to make
the per-packet decision of which of these possibilities should be used.

This concept is already widely used in wired networks, where traffic engi-
neering exploits multiple alternate paths, using e.g. OAM in MPLS-TP or BFD
over a collection of SD-WAN tunnels. RAW brings this concept in the wireless
world, where the forwarding time scale is an order(s) of magnitude shorter than
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Fig. 4. A multi-hop RAW network that may represent potential delays on routing and
forwarding decisions due to the network instabilities.

the controller plane routing time scale. It separates the protocols and metrics
that are used at both scales. Routing can operate on long term statistics such
as delivery ratio over minutes to hours, but as a first approximation can ignore
flapping. On the other hand, the RAW forwarding decision is made at packet
speed, and uses information that must be pertinent at the present time for the
current transmission.

5.2 Problem Statement

Within a large routed topology, the routing operation builds a particular complex
Track with one source and one or more destinations; within the Track, packets
may follow different paths and may be subject to RAW forwarding operations
that include replication, elimination, retries, overhearing and reordering.

The RAW forwarding decisions include the selection of points of replication
and elimination, how many retries can take place, and a limit of validity for
the packet beyond which the packet should be destroyed rather than forwarded
uselessly further down the Track.

The decision to apply the RAW techniques must be done quickly, and depends
on a very recent and precise knowledge of the forwarding conditions within the
complex Track. There is a need for an observation method to provide the RAW
forwarding plane with the specific knowledge of the state of the Track for the
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type of flow of interest (e.g., for a QoS level of interest). To observe the whole
Track in quasi real time, RAW will consider existing tools such as L2-triggers,
DLEP, BFD and in-band and out-of-band OAM [24].

RAW forwarding decisions may be implemented at the ingress and piggy-
backed, in-band, in the packet, which requires new loose or strict Hop-by-hop
signaling. To control the RAW forwarding operation along a Track for the indi-
vidual packets, RAW may leverage and extend known techniques such as Det-
Net tagging, Segment Routing (SRv6) or BIER-TE such as done with BIER-
PREF [27].

An alternate way is to enable each forwarding node to make the RAW for-
warding decisions for a packet on its own, based on its knowledge of the expec-
tation (timeliness and reliability) for that packet and a recent observation of the
rest of the way across the possible paths within the Track. Information about
the service should be placed in the packet and matched with the forwarding
node’s capabilities and policies. In either case, a per-flow state is installed in all
intermediate nodes to recognize the flow and determine the forwarding policy to
be applied.

6 Conclusions

Industrial wireless networks promise to enable reconfigurability while still provid-
ing strict guarantees concerning the reliability and the end-to-end delay. We pre-
sented several use cases, that may benefit from a wireless infrastructure, to send
even critical flows. We presented here the RAW working group, that aims to design
the network protocols able to exploit multiple wireless technologies. Since radio
links are known to be lossy, RAW proposes to separate the routing (long) timescale
from the forwarding (short) timescale.WhileRAWis in charge of constructing end-
to-end redundant paths to cope with packet losses, the lower layers are in charge
of taking the forwarding decisions, so that e.g., temporary link flapping may be
combatted.

In the future, we expect to design the routing algorithms able to construct
accurately the different paths (independency, complementary, load-balancing),
adapted for the wireless forwarding plane. We also plan to explore how existing
OAM tools are adapted for wireless networks, and to propose protocols and
algorithms to cope with their specificities, for instance, to detect flapping links,
or temporary and permanent route breaks.
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