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Abstract. Deep reinforcement learning methods have achieved unprece-
dented success in many high-dimensional and large-scale space sequential
decision-making tasks. In these methods, model-based methods rely on
planning as their primary component, while model-free methods primar-
ily rely on learning. However, the accuracy of the environmental model
has a significant impact on the learned policy. When the model is incor-
rect, the planning process is likely to compute a suboptimal policy. In
order to get a more accurate environmental model, this paper introduces
the GAN-based Planning Model (GBPM) exploiting the strong expres-
sive ability of Generative Adversarial Net (GAN), which can learn to
simulate the environment from experience and construct implicit plan-
ning. The GBPM can be trained using real transfer samples experienced
by the agent. Then, the agent can utilize the GBPM to produce simu-
lated experience or trajectories so as to improve the learned policy. The
GBPM can act as a role for experience replay so that it can be applied to
both model-based and model-free methods, such as Dyna, DQN, ACER,
and so on. Experimental results indicate that the GBPM can improve
the data efficiency and algorithm performance on Maze and Atari 2600
game domain.

Keywords: Deep reinforcement learning + Model-based + Planning -
Generative Adversarial Net

1 Introduction

Reinforcement learning methods [21,22] can be divided into model-based and
model-free methods. The use of deep neural networks [8] combined with model-
free reinforcement learning methods has made great progress in developing effec-
tive agents for a wide range of fields, where the original observations directly map
to values or actions. For example, the Deep Q-Network (DQN) [10,11] has tack-
led many Atari games with complex visual input successfully. However, compared
with model-based methods, a model-free approach fails to exploit the underlying
sequential nature of decision-making [17], and thus it has no planning.
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Model-based methods [5] rely on planning as their primary component, while
model-free methods [4,19] primarily rely on learning. The key idea of model-
based methods is to learn a model of the environment and then plan with this
model. This learned model is used to evaluate and select among possible policies.
As a sequence, model-based methods can support generalization to state samples
that are not previously experienced and help to build the connection between
present actions and future rewards. The most attractive advantage of model-
based methods is that it can improve performance by increasing simulation steps.

In deep reinforcement learning, experience replay (ER) [1,6,10,11] is widely
used to reduce sample correlation. Experience replay stores experience tuples
which are sampled during training. The agent selects several transitions from
the buffer and updates the value function. Experience replay can be viewed
as a model-based RL method [13], where the buffer acts as a model of the
environment. However, ER does not perform multi-step rollouts of hypothetical
trajectories according to a model and it just replays previous agent-environment
transitions. As a result, ER can avoid model errors, but it causes bias in updating.

In this paper, we introduce the GAN-based Planning Model (GBPM) exploit-
ing the strong expressive ability of Generative Adversarial Net (GAN) [7], which
can learn to simulate the environment from experience and construct implicit
planning. The GBPM can get a more accurate model of the environment and it is
data-efficient. During training, the GBPM can be trained by using real transfer
samples the agent experienced and the agent can utilize the GBPM to produce
simulated experiences or trajectories so as to polish the learned policy. An agent
that uses the GBPM to implement two ways of planning: one is using simu-
lated experience by the GBPM to improve policy, the other is using simulated
experience by the GBPM to select an action for the current state.

The main contributions of this paper are: (1) This paper proposes a novel
learnable model-based planning module for simulating the environment in RL.
An agent can learn to construct a plan via the GAN-based Planning Model. (2)
The GBPM can act as a role for experience replay so that it can be applied
to both model-based and model-free methods. This paper integrates the GBPM
into some deep reinforcement learning methods effectively, including Dyna [20,
21], DQN [11], and ACER [24]. (3) In this paper, comprehensive experiments
are conducted to evaluate the algorithms integrated with GBPM, involving a
maze solving problem and Atari 2600 games. The experiment results verify the
improvement of algorithm performance in different state dimensions.

2 Related Work

Many effective work has focused on planning with model-based RL. The classic
“Dyna” algorithm [21] learns a model of the environment, which is then used to
train a policy. Tamar et al proposed the value iteration network (VIN) [23], which
is a fully differentiable neural network with a planning module. It trains a deep
CNN to plan via iterative rollouts implicitly. Similar to this work, David Silver
et al presented the “Predictron” [18], which consists of a fully abstract model,



GAN-Based Planning Model in Deep Reinforcement Learning 325

represented by a Markov reward process, that can be rolled forward multiple
“imagined” planning steps. The closest work to “Predictron” is “QMDP-net”
[9], which is a neural network architecture for planning under partial observabil-
ity. It combines the strengths of model-free learning and model-based planning.
Similarly, Theophane Weber et al introduced Imagination-Augmented Agents
(I2As) [15], which prescribes how a model should be used to arrive at a policy.
It learns to interpret predictions from a learned environment model to construct
implicit plans in arbitrary, by using the predictions as an additional context in
deep policy networks. To prescribe how to construct a plan, Razvan Pascanu et
al introduced the “Imagination-based Planner (IBP)” [14]. The IBP can learn
to construct, evaluate, and execute plans and it can learn when to act versus
when to imagine.

Many model-free reinforcement learning methods rely on experience replay.
Experience replay can be viewed as a model-based RL method, where the buffer
acts as a model of the environment. To improve the utilization of important
samples, Schaul et al proposed a deep reinforcement learning with prioritized
experience replay (PER) algorithm [16]. Wang et al presented an actor-critic
DRL agent with experience replay (ACER) [24] and it adopts three innovations,
including truncated importance sampling with bias correction, stochastic dueling
network architectures, and efficient trust region policy optimization. To provide
some of the benefits of both Dyna-style planning and ER, Pan et al developed
a novel semi-parametric Dyna algorithm [13].

In this paper, with the strong expressive ability of GAN, we aim to propose a
model that can learn to simulate the environment from experience and construct
implicit planning. Furthermore, this model can act as a role for experience replay
so that it can be applied to both model-based and model-free methods.

3 The GBPM Architecture

The GBPM is a model-based agent which learns from previous experience and
can make effective planning about the future. We can get a more accurate model
of the environment from the GBPM and it is data-efficient.

3.1 The GBPM Module

The architecture of the GBPM is shown in Fig. 1. The GBPM module is made
up of GAN and it consists of a deep generative network model called Generator
(G) and a deep discriminative network model called Discriminator (D). The
Generator (G) and the Discriminator (D) are both deep network models.

In our work, the simulated model of the environment which is learned by
the GBPM is used to predict the next state and the reward signals from the
environment. In detail, the transition samples that agent experiences are consid-
ered as the training samples of the GBPM. The form of the transition samples
is (st,as,re, S¢41). The GBPM takes the tuple of (s, a;) of transition samples
as the noise input of the Generator (G). While the input of the Discriminator
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Fig. 1. The architecture of the GBPM.

(D) is the tuple of (7, s¢4+1), that is the true reward and next state. As a result,
the Generator (G) outputs the predicted reward and the next state according
to the state and action in the time step ¢. This process can be described as
G (s¢,at) = 1y, 57, 1. The Discriminator (D) outputs the probability of discrimi-
nating the newly generated transition sample that comes from the real sample.

During training, the generator and the discriminator take constantly con-
frontational training according to the actual transition samples. Thus, the
GBPM can fit the environment better and implicit more accurately planning.
Then the agent can take advantage of it to produce simulated experience or
trajectories with the purpose of improving the learned policy.

The GBPM has an excellent ability for generalization. It can make accurate
predictions of the future of agent. These generative samples may have been expe-
rienced by the agent, or perhaps the agent has never experienced. Therefore, the
GBPM can effectively plan and guide the agent to improve its policy. In addi-
tion, the GBPM can replace the experience replay in some model-free methods.
So it can be applied to both model-based and model-free methods.

3.2 Dyna with GBPM

Dyna is one of the classic model-based reinforcement learning algorithms. It is
an integrated architecture for learning, planning and reacting. It is specifically
designed for the situation in which the agent does not have complete knowledge
of the effects of its actions on the environment.

Within a planning agent, real experience has at least two roles: it can be used
to improve the model (to make it more accurately match the real environment),
it is called model-learning. In our work, we use real experience to improve the
GBPM. Real experience can also be used to directly improve the value function
and policy using different kinds of reinforcement learning methods, such as Q-
learning. In this case, it is called direct reinforcement learning.

DynaQ with the GBPM is a simple architecture integrating the major func-
tions needed in an online planning agent. The overall architecture of Dyna(Q with
the GBPM is shown in Fig. 2. The planning methods and the direct RL meth-
ods are both Q-learning. The agent interacts with the environment and produces
real experience. We use it to train the GBPM and the GBPM can simulate the
experience for planning.
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Fig. 2. The architecture of DynaQ with the GBPM.

3.3 DQN with GBPM

In order to improve the performance of the DQN on some tasks, the GBPM
planning module is embedded to make DQN obtain the ability of planning.

[ Loss function of DQN
2 2

g

Gradient of loss
function O(s,a;0)  |max,, Q(s La' 0’)
argmax, O(s,a;6)

Evaluati Copy
: N valuation ¥
Environment arameter
> network every n time
s steps

(s, a) Simulated
experience

Target
network

Qouanradxd

JLEe)
—

s

2

N

©
—

Experience GBPM
Pool model
-

Fig. 3. The architecture of the DQN with the GBPM.

The complete training process of DQN with the GBPM is shown in Fig. 3.
First of all, traditional DQN uses the experience replay mechanism. In our work,
we replace the experience replay with the GBPM and still retain the use of the
experience pool. We do not use the real experience to train the network but
to learn a model of the environment with GAN, and it can produce simulated
experience to train the network for planning. At each time step, the transferred
samples e; = (8¢, ar, 7t, St4+1) obtained by interacting the agent with the environ-
ment are stored in the experience pool D = {ey,...,e;}. During training, each
time a fixed number of transfer samples (mini-batch) are randomly selected from
the experience pool to train the GBPM. Then the GBPM produces mini-batch
simulated transition samples to update the parameters 6 of the network with
the Stochastic Gradient Descent algorithm.
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3.4 ACER with GBPM

ACER is an actor-critic deep reinforcement learning algorithm with experience
replay. Importance sampling is applied to control the variance and stability in
ACER. It retrieves a trajectory {so, ao, 70, (+|S0) s -, Sk, Qs Ty pt (|Sk) }, Where
the actions have been sampled according to the behavior policy u, from the
memory of experience.

While in our work, ACER with the GBPM first samples a transition trajec-
tory from the experience pool to train the GBPM and then it simulates a new
trajectory according to the behavior policy u. So the importance weighted policy
gradient can be calculated by the simulated trajectory.

The rest of the ACER with the GBPM algorithm is exactly the same as
ACER [24]. It estimates the action value function Q7 (s¢, a;) using Retrace [12]
with multi-step estimation. To avoid high variance, importance weight trunca-
tion with bias correction is adopted in ACER. Moreover, ACER uses an efficient
trust region policy optimization method which maintains an average policy net-
work that represents a running average of past policies. In this paper, we embed a
trainable planning module with GAN which can produce a simulated trajectory
for training the network in the ACER.

4 Experiment

In this section, the performance of DynaQ and DynaQ-GBPM is compared on the
Maze domain which is a simple maze that contains some obstacles [21]. Then the
performance of DQN-GBPM and ACER-GBPM are evaluated on Atari games
domain which is a discrete action domain.

4.1 Results on Maze Domain

Simple Maze. Our first experiment domain is a simple maze with some obsta-
cles shown in Fig. 4. Each square can be considered as a state. The square with
“S” is the start state and the square with “G” is the goal state.

In each state, there are four actions: up, down, right, and left, which take
the agent deterministically to the corresponding neighboring states. When the
agent moves to an obstacle or the edge of the maze, the agent remains where
it is. The reward is zero on all transition, except those into the goal state, on
which it is +1. After reaching the goal state, the agent returns to the start state
to begin a new episode. This is a discounted and episodic task with v = 0.95.

In this section, we first carry out an experiment in which DynaQ and DynaQ-
GBPM agents are applied to the simple maze shown in Fig. 4. The average
learning curves for the simple maze are shown in Fig. 5. The generator and the
discriminator in the GBPM are both deep neural networks. The initial action
values are zero, the step-size parameter is & = 0.1 and the exploration parameter
is € = 0.1. The planning step n of DynaQ and DynaQ-GBPM is 5. The curves
show the number of steps taken by the agent to reach the goal in every episode,
averaged over 30 repetitions of the environment.
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Fig. 4. The simple Maze domain.

Figure 5 shows that DynaQ-GBPM finds the solution to the goal faster than
DynaQ. In Dyna@ and DynaQ-GBPM, learning and planning are accomplished
by exactly the same algorithm, operating on real experience for learning and
on simulated experience for planning. However, the GBPM can simulate more
accurate samples for the agent and can learn to fit the environment better. As the
new experience is gained, the model is updated to match reality better. As the
model changes, the planning process in DynaQ-GBPM will gradually compute
a different way of behaving to match the new model.
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Fig. 5. Comparisons of DynaQ and DynaQ-GBPM for Simple Maze domain.

Blocking Maze. The second experiment domain is a blocking maze, which can
be used to illustrate the existence of model error and then to check whether the
agent can recover from the wrong model. The blocking maze is shown in Fig. 6.
In Fig. 6(a), we can see that there is a short path from “S” to “G”. Then after
1000 time steps, the position of the barrier has changed and the short path is
“blocked”. So we need to take a longer path along the left of the barrier from
“S” to “G” which is shown in Fig. 6(b).

The graph of the average reward for DynaQ and DynaQ-GBPM is shown
in Fig. 7. Both two agents find the short path within 1000 time steps, and the
DynaQ-GBPM agent performs better than the DynaQ agent. After 1000 time
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Fig. 6. The Blocking Maze domain.

steps, the environment has changed. In this period, these two agents obtain no
reward because they are wandering around behind the barrier. After a period
of exploration, they are able to find the shortest path for a new optimal policy.
The DynaQ-GBPM agent still performs better than the DynaQ agent and the
gap between them gradually grows with increasing time step. So we can conclude
that the DynaQ-GBPM agent easily understands the changes in the environment
and can recover from the wrong model.

Blocking Maze
250 T T T T T T

DynaQ
= DynaQ-GBPM ]

200

150 - bl

Average cumulative reward

0 T L L L L L L L L
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
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Fig. 7. Comparisons of DynaQ and DynaQ-GBPM for Blocking Maze domain.

4.2 Results on Atari Games Domain

The second experiment domain is the Atari 2600 game environment in the Ope-
nAI Gym [2]. In this section, We compare the performance of DQN and DQN-
GBPM, ACER and ACER-GBPM on four strategic Atari 2600 games.

DQN and DQN-GBPM. To compare the performance of DQN and DQN-
GBPM, we use the same set of parameters in DQN [11]. The value network
structure of DQN-GBPM is the same as DQN. The value network consists of
three convolutional layers and two fully connected layers. The network architec-
ture of the GBPM in DQN-GBPM is exactly the same as in infoGAN [3]. The
generator consists of two fully connected layers and two convolutional layers. The
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discriminator is made up of two convolutional layers and two fully connected lay-
ers. The experiment conducts 200 independent training periods (Epoch) which
includes 200000 steps parameter updating for each game.

We first compare the rewards of DQN, DQN-PER [16] and DQN-GBPM
during each epoch of training the agent to play Atari 2600 games, including
Seaquest, Amidar, Gravitar, and Alien. These four games have been widely used
in recent related works. The DQN algorithm uses the normal experience replay
which takes the samples from the experience pool with moderate probability.
While the DQN-PER makes use of the prioritized experience replay which uses
the time difference error of each sample as the criterion for evaluating the priority
of samples. Different from these, the DQN-GBPM algorithm applies the GBPM
to produce simulated experience.
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Fig. 8. Comparisons of DQN, DQN-PER and DQN-GBPM for Atari games

The results are shown in Fig. 8. It is indicated that DQN-GBPM outperforms
DQN and DQN-PER on all of four Atari 2600 games. The GBPM can learn the
real model of the environment based on the experience of the agent, so the DQN-
GBPM algorithm gains the ability of planning and it can generalize to many
states that the agent has never experienced. By contrast, the normal experience
replay and the prioritized experience replay cannot express the environment
model well, the performance of the DQN and DQN-PER algorithm is slightly
worse than that of the DQN-GBPM algorithm.

ACER and ACER-GBPM. Most of the parameters used in the ACER and
ACER-GBPM algorithms are identical in the experiment. The parameter set-
tings are consistent with the parameter settings in the ACER algorithm [24].
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When using experience replay, ACER gives each thread an experience pool
with a capacity of 50000 samples. Moreover, ACER just uses real experience in
the replay memory to generate sample trajectories for training. While ACER-
GBPM produces a simulated sample trajectory for training using the GBPM
environment model learned from real sample experience in the experience pool.
The network architecture of the GBPM in ACER-GBPM is exactly the same as
in DQN-GBPM. The experiment conducts 1,000 training periods (Epoch) and
each Epoch includes 80,000 steps. Thus, a total of 80,000,000 steps are trained.
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Fig. 9. Comparisons of ACER and ACER-GBPM for Atari games

We also compared the rewards of ACER and ACER-GBPM during each
epoch of training the agent to play Atari 2600 games, including Seaquest, Ami-
dar, Gravitar, and Alien. The results are shown in Fig. 9. ACER-GBPM out-
performs ACER on all of four Atari 2600 games. Thus, we can conclude that
the GBPM can learn the real model of the environment based on the experience
of the agent and using the GBPM to produce simulated sample trajectories for
training can improve the performance of the ACER algorithm.

5 Conclusion

In this paper, we have introduced the GAN-based Planning Model exploiting the
strong expressive ability of GAN, which can learn to simulate the environment
from experience and construct implicit planning. We have integrated the GBPM
into some deep reinforcement learning methods effectively, like Dyna, DQN and
ACER, endowing them the ability to learn model-based planning from GAN. A
series of experiments on Maze and Atari 2600 game domains are conducted and
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empirical experiment results show that the GBPM does improve the performance
of these algorithms.

In future work, how to improve the GBPM to make it more generalizable
needs to be considered. Furthermore, how to embed the GBPM into other deep
reinforcement learning algorithms based on planning, like Monte Carlo Tree
Search is an interesting topic.
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