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Preface

This volume constitutes the proceedings of the 19th International Conference on
Artificial Intelligence and Soft Computing (ICAISC 2020), held in Zakopane, Poland,
during October 12–14, 2020. The conference was held virtually due to the COVID-19
pandemic and was organized by the Polish Neural Network Society in cooperation with
the University of Social Sciences in Łódź, the Department of Intelligent Computer
Systems at the Częstochowa University of Technology, and the IEEE Computational
Intelligence Society, Poland Chapter. Previous conferences took place in Kule (1994),
Szczyrk (1996), Kule (1997), and Zakopane (1999, 2000, 2002, 2004, 2006, 2008,
2010, 2012, 2013, 2014, 2015, 2016, 2017, 2018, and 2019) and attracted a large
number of papers and internationally recognized speakers: Lotfi A. Zadeh, Hojjat
Adeli, Rafal Angryk, Igor Aizenberg, Cesare Alippi, Shun-ichi Amari, Daniel Amit,
Plamen Angelov, Albert Bifet, Piero P. Bonissone, Jim Bezdek, Zdzisław Bubnicki,
Andrzej Cichocki, Swagatam Das, Ewa Dudek-Dyduch, Włodzisław Duch, Adel S.
Elmaghraby, Pablo A. Estévez, João Gama, Erol Gelenbe, Jerzy Grzymala-Busse,
Martin Hagan, Yoichi Hayashi, Akira Hirose, Kaoru Hirota, Adrian Horzyk, Eyke
Hüllermeier, Hisao Ishibuchi, Er Meng Joo, Janusz Kacprzyk, Jim Keller, Laszlo T.
Koczy, Tomasz Kopacz, Jacek Koronacki, Zdzislaw Kowalczuk, Adam Krzyzak,
Rudolf Kruse, James Tin-Yau Kwok, Soo-Young Lee, Derong Liu, Robert Marks,
Ujjwal Maulik, Zbigniew Michalewicz, Evangelia Micheli-Tzanakou, Kaisa Miettinen,
Krystian Mikołajczyk, Henning Müller, Ngoc Thanh Nguyen, Andrzej Obuchowicz,
Erkki Oja, Witold Pedrycz, Marios M. Polycarpou, José C. Príncipe, Jagath C.
Rajapakse, Šarunas Raudys, Enrique Ruspini, Jörg Siekmann, Andrzej Skowron,
Roman Słowiński, Igor Spiridonov, Boris Stilman, Ponnuthurai Nagaratnam
Suganthan, Ryszard Tadeusiewicz, Ah-Hwee Tan, Dacheng Tao, Shiro Usui, Thomas
Villmann, Fei-Yue Wang, Jun Wang, Bogdan M. Wilamowski, Ronald Y. Yager,
Xin Yao, Syozo Yasui, Gary Yen, Ivan Zelinka, and Jacek Zurada. The aim of this
conference is to build a bridge between traditional artificial intelligence techniques and
so-called soft computing techniques. It was pointed out by Lotfi A. Zadeh that “soft
computing (SC) is a coalition of methodologies which are oriented toward the con-
ception and design of information/intelligent systems. The principal members of the
coalition are: fuzzy logic (FL), neurocomputing (NC), evolutionary computing (EC),
probabilistic computing (PC), chaotic computing (CC), and machine learning (ML).
The constituent methodologies of SC are, for the most part, complementary and syn-
ergistic rather than competitive.” These proceedings present both traditional artificial
intelligence methods and SC techniques. Our goal is to bring together scientists rep-
resenting both areas of research. This volume is divided into four parts:

– Computer Vision, Image and Speech Analysis
– Data Mining



– Various Problems of Artificial Intelligence
– Agent Systems, Robotics and Control

The conference attracted a total of 265 submissions from 32 countries, and after the
review process, 112 papers were accepted for publication.

I would like to thank our participants, invited speakers, and reviewers of the papers
for their scientific and personal contribution to the conference. The following reviewers
were very helpful in reviewing the papers:

M. Baczyński
Z. Boger
R. Burduk
C. Castro
P. Ciskowski
M. Clerc
J. Cytowski
L. Diosan
A. Dockhorn
P. Głomb
Z. Gomółka
G. Gosztolya
D. Grabowski
C. Grosan
J. Grzymala-Busse
F. Hermann
J. Ishikawa
D. Jakóbczak
E. Jamro
M. Jirina
A. Kasperski
E. Kerre
H. Kim

P. Klęsk
J. Kluska
A. Kołakowska
M. Korytkowski
L. Kotulski
Z. Kowalczuk
M. Kretowska
E. Kucharska
P. Kudová
J. Kulikowski
J. Kwiecień
M. Ławryńczuk
A. Marszałek
F. Masulli
R. Matuk Herrera
J. Mazurkiewicz
J. Michalkiewicz
M. Morzy
H. Nakamoto
G. Nalepa
A. Owczarek
E. Ozcan
W. Palacz

G. Papa
A. Parkes
A. Paszyńska
Y. Pei
V. Piuri
Ł. Rauch
S. Rovetta
A. Rusiecki
A. Sashima
R. Scherer
M. Sepesy Maucec
D. Słota
B. Starosta
N. Tsapanos
M. Vajgl
E. Volna
R. Vorobel
J. Wąs
E. Weitschek
J. Yeomans
A. Zamuda
Q. Zhao

Finally, I thank my co-workers Łukasz Bartczuk, Piotr Dziwiński, Marcin Gabryel,
Marcin Korytkowski, and Rafał Scherer, for their enormous efforts in making the
conference a very successful event. Moreover, I would like to acknowledge the work of
Marcin Korytkowski who was responsible for the Internet submission system.

October 2020 Leszek Rutkowski
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Abstract. In data analysis one of the most important problems is to
verify whether data observed or/and collected in time are genuine and
stationary, i.e. the information sources did not change their characteris-
tics. Nowadays, unprecedented amounts of heterogeneous data collections
are stored, processed and transmitted via the Internet. There is a variety
of data types: texts, ordinary numbers, images, audio or video files or
streams, metadata descriptions, etc. All of them change in many ways. If
the change happens then the interesting issue is what is the essence of this
change and when and where the change has occurred. The main focus of
this paper is detection of change in pictures. Many algorithms have been
proposed to detect abnormalities and deviations in the data. We propose
a new approach for abrupt changes detection based on the Parzen kernel
estimation of the partial derivatives of the multivariate regression func-
tions in presence of probabilistic noise. The proposed change detection
algorithm is applied to one- and two-dimensional patterns to detect the
abrupt changes.

Keywords: Edge detection · Nonparametric regression estimation

1 Introduction

There is a variety of data types processed, transmitted and stored in the Inter-
net: texts, images, audio or video files or streams, metadata descriptions or just
ordinary numbers. It is important to be convinced that these collected data are
genuine, or reliable i.e., information sources did not change their characteristics
in time. Let us note that we are not interested in the ordinary distortion of
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data (errors) by impulse noise, for instance. These types of problems are dealt
by error correcting codes and/or digital filtering in telecommunications. We are
interested in determining the essence of the changes if they occurred, and in
knowing where or when they have arisen. The fundamental question is how to
detect such changes automatically, i.e. by the appropriate use of a computer
program.
The popular approaches for detecting abnormalities or deviations in the data are
based on the probabilistic and statistical tests or model building. Such strategies
are motivated by the lack of precise and complete mathematical description of
the process generating the observed data, even if we apply the known physical,
biological or medical principles and mathematical equations.
The following general types of changes may be of interest to us (see: [2]):
- anomalies: accidental, fortuitous, often single, less important aberration or sim-
ply error in observations caused e.g. by transmission channel noise, measurement
inaccuracy or temporary disturbances. Their effect quickly passes away. Gener-
ally they are irrelevant and can be ignored. They can be easily removed from
the data by appropriate filtering or corrections.
- abrupt, narrow changes, also called edges or jumps: significant deviation
from the standard or model observed yet. They are important to the observer.
They may indicate the problem which requires an urgent response. The abrupt
changes in the stock market, abnormalities in physiological parameters of hos-
pital patients, in imaging tomography, changes in geological processes, espe-
cially in seismology, cartography, and in several industrial processes - need the
more attention. Sudden increase of network traffic flow including the web click-
streams, sensor data, phone calls quantities - can indicate possible hacker attack
and general lack of information security and the system threats.
- trends or drifts: subtle shifts that cannot be easily detected manually. They
proceed slowly, are hardly visible in the long period and more difficult to detect
and classify as important. However, such changes can be of great qualitative
importance and may indicate a profound change in the structure of the model.
Examples: the changes in the global temperature of the earth’s surface, the
amount of underground water resources in certain areas, the gradual general
degradation of air quality, changes in the earth magnetic field - all of them, in
the long perspective, threaten the human civilization and even life on Earth.

2 A Short Overview of the Used Methodologies

There are several methods and algorithms developed to detect abnormalities or
deviations in the data. The brief survey of the edge detection techniques in 2d-
image processing one can be found in, e.g., [2,59]. The authors described several
approaches for abrupt changes detection via classical gradient-based methods
using operations involving first order derivatives such as Sobel, Prewitt, Robert’s
[37] and Canny [4] edge detectors at which the distribution of intensity values in
the neighborhood of given pixels determines the probable edges. The algorithms
involving second order derivatives such as the Laplacian and Gaussian filtering
used for detecting of zero-crossings also allow edge detection in images [34].
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The common methodology relies on phenomena analysis by modelling the
problems by multidimensional probability density functions in continuous d-
dimensional spaces, and distributions in case of discrete series of random numbers
representing statistical multidimensional processes. The natural approach is to
model the data via densities or distributions [8]. The significant features could
be compared using different sample sets by using mathematical statistics and the
representative templates like means and simple models (e.g. linear regression).
This comparison may result in the detection of a change in some parameters.
More general criteria like mean square error can be also used to detect change.
When a parameter of the process is estimated the so-called parametric approach
is applied. The nonparametric approach is used when no assumptions on the
functional form of data distributions have been made. Many statistical tests like
the Kolmogorov-Smirnov test or Wilcoxon test have been applied in this prob-
lem, for instance (see [6]). The main approach is to compute a scalar function of
the data (so-called test statistics) and compare the values to determine whether
a significant change (defined before) has occurred. The relative entropy known
as the Kullback-Leibler distance [30] is one of the most common distribution
distance measures.

The methods cited above are effective when the data volumes are not very
large, and they are usable off-line. So, for data streams, they are not applicable
directly. The interesting results on various regression models for stream data
mining are discussed in [12–14,27,36,50–53].

The objects and/or processes in general can be described mathematically
as a function R(.) of the d-dimensional vector of random variable X. Then the
methods based on regression function analysis can be applied. An abrupt change
of the function R(.) value at point p may be recognized as a jump discontinu-
ity of the function. In one dimensional case (d = 1) it may be observed as a
steep change in function value. The main problem is to determine the point p
at which this occurs. In case d > 1 the change location (edge) takes form of
a curve in d-dimensional space (across which R has jump discontinuity). It is
more difficult to establish it and the calculation requires much more computa-
tional effort. One way of detecting change is to compare likelihood between the
subsequent examples using adjacent sliding time-windows, for previous elements
in the stream and the further ones. The point p could be estimated when we
observe a decreasing likelihood.

The application of the Kulback-Leibler divergence one may find in e.g. [16].
The data in consecutive time-windows are clustered using k-means into K clus-
ters. The discrete distribution is calculated where each cluster has a probability
proportional to the number of examples it holds. If two distributions are iden-
tical the Kulback-Leibler divergence is 0, when they are substantially different
the Kulback-Leibler divergence is close to 1.

A compromise between Hoteling (parametric detector) and non-parametric
Kulback-Leibler divergence was one recently studied in [16] using, among others,
the Mahalanobis distance and Gaussian mixture of distributions.
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Another interesting approach is based on radial basis functions (RBF).
The method described in [46] uses the scalable radial kernels in the form
K(x,y) := Φ(x − y) where Φ is a radial function, defined on Rd. It can
be rewritten in the form Φ(r) where r = ‖.‖ denotes the distance norm and
Φ : [0,∞) → � - a function of a single non-negative real variable. The authors
have chosen the Wendland kernels of polynomials with even order of smoothness.
Kernels on Rd can be scaled by the positive factor delta in the following way:
K(x,y, δ) := K

(
x
δ
, y

δ

)
, ∀x,y ∈ Rd.

The parameter δ is called the shape or scale parameter and can be tuned by
the experimenter (depending to the application). It controls the accuracy and
the stability of the interpolation. The main task is to interpolate the data with
the radial kernel functions, next calculating the set of the coefficients of this
interpolation in some cardinal function. The main conclusion follows from the
Gibbs phenomenon: when the approximated function has the discontinuity at
the point p in the Fourier series the high frequency components arise, so the
corresponding Fourier coefficients take larger absolute values in this region. A
suitable thresholding strategy could be used to detect point p.

In this paper, we focus our attention on the challenge of abrupt change detec-
tion (also called edge detection problem) by presenting a new original approach.
The main result is the method of edge detection derived from nonparametric app-
roach based on Parzen kernel algorithms for estimation of unknown regression
functions and their derivatives from the set of noisy measurements. The algo-
rithms are developed for two-dimensional functions or patterns on the plane.
Restricting our considerations to 2-dimensional space allows to better under-
stand the proposed approach, but by no means precludes its generalization to
d-dimensional space.

This article concerns techniques useful in the wide range of fields such as clas-
sification, computer vision, diagnostics etc. (see e.g. [5,9,10,23–25,29,42,43,57,
58,60]). The approach based on regression analysis is developed as an attractive
tool also in classification and modelling of objects (e.g. [32,33]), forecasting of
phenomena (e.g. [3,28,31,40,45]), and entire methodology of machine learning
like neural networks, fuzzy sets, genetic algorithms (e.g. [7,35,54–56]). Nonpara-
metric approach to analysis and modelling of various systems one may found
e.g. in [41,44,47–49].

Edge detection technique based on Parzen kernel estimate has also been
described by Qiu in [38,39]. Unlike our algorithm the method presented in [39]
is quite complicated and its performance in real applications has not been inves-
tigated. The algorithm described in [38] is significantly different from our app-
roach and it uses derivatives computed in a very inefficient way. The algorithm
has not been thoroughly tested in experiments. In our approach we compute
the derivatives of the kernel itself which is a very simple and efficient process
and our algorithms performs in satisfactory manner in numerical experiments.
Furthermore, our algorithm can scale up and it does not require the samples to
be uniformly spaced.
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3 Algorithm for Abrupt Change Detection -
One-Dimensional Case

The RBF methods described in Sect. 2 are one of the kernel-type methods.
See [26] for theoretical analysis of Parzen and other nonparametric regression
estimation techniques for so-called random design case.

The main goal of this paper is to introduce a new simple method of edge
detection derived from the nonparametric approach based on multidimensional
Parzen kernel algorithms for estimating unknown functions and their derivatives
from the set of noisy measurements.

We consider the model of the object in the form:

yi = R (xi) + εi, i = 1, ..., n (1)

where xi is assumed to be the d-dimensional vectors of deterministic input,
xi ∈ Rd, yi is the scalar random output, and εi is a measurement noise with
zero mean and bounded variance. R (.) is assumed to be completely unknown
function. This is so-called fixed-design regression problem, see e.g. [15].

We start with estimator R̂n (x) of function R(.) at point x based on the set
of measurements yi, i = 1, ..., n.

We use the Parzen kernel based algorithm of the integral type:

R̂(x) = hn
−d

n∑

i=1

yi

∫

Di

K
(‖x − u‖

hn

)
du, (2)

where ‖x − u‖ denotes a norm or the distance function defined for points x and
u in d-dimensional space and Di’s are defined below.

Factor hn depending on the number of observations n is called the smoothing
factor.

Let us mention that in nonparametric approach we impose no constraints on
either the shape of unknown function (like e.g. in the spline methods or linear
regression) or on any mathematical formula with a certain set of parameters to
be found (like in so-called parametric approach).

The domain area D (the space where function R is defined) is partitioned
into n disjunctive nonempty sub-spaces Di and the measurements xi are chosen
from Di, i.e.: xi ∈ Di.

For instance, in one-dimensional case let the D = [0, 1], then ∪Di = [0, 1],
Di ∩ Dj = ∅ for i �= j, the points xi are chosen from Di, i.e.: xi ∈ Di.

The set of input values xi (independent variable in the model (1) are chosen
in the process of collecting data e.g., equidistant samples of ECG signal in time
domain, or stock exchange information, or internet activity on specified TCP/IP
port of the web or ftp server logs recorded in time. These data points should
provide a balanced representation of function R in the domain D.

The standard assumption in theorems on convergence of (3) is that the max-
imum diameter of set Di tends to zero if n tends to infinity (see e.g. [17,18,21]).



8 T. Ga�lkowski and A. Krzyżak

We may assume that in the set of pairs (xi,yi) information (in some way
inscribed) on essential properties of function R, like its smoothness is present.

The kernel function K in one-dimensional case K(.) satisfies the following
conditions:

K(t) = 0 t /∈ (−τ, τ), τ > 0
τ∫

−τ

K(t)dt = 1

supt |K(t)| < ∞
(3)

We will use the following trigonometric cosine kernel satisfying (3)

K(t) =
{

π
4 cos

(
π
2 t

)
for t ∈ (−1, 1)

0 otherwise
(4)
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Fig. 1. Simulation example - one-dimensional function. (Color figure online)

The algorithm for estimating the derivatives of order k is based on differenti-
ation of the kernel function. Thus the kernel K(.) must be differentiable function
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of order k. The trigonometric cosine kernel (4) fulfils this condition. The esti-
mate of k − th derivative of the regression function in point x can be defined as
follows:

R̂(k)(x) = hn
−1

n∑

i=1

yi

∫

Di

K(k)

(
x − u

hn

)
du (5)

The nonparameric approach in application to estimation of unknown functions
and their derivatives was previously proposed and studied in univariate case in
e.g. [19,22].

The main idea of the paper is to deduce the dynamics of changes of any func-
tion by analysing the course of the first derivative estimated from sample. The
more rapidly the change occurs - the higher the first derivative (or speed). The
steeper the slope - the larger the tangent referring to horizon surface at a given
point. These facts motivate us to propose as a detector of abrupt changes the
nonparametric estimator of the derivatives described previously. The smooth-
ing property of these algorithms makes it applicable when the observations are
taken in the presence of random noise. The integral version of nonparametric
kernel estimation algorithms (2), using the Parzen kernel (3), enables not only
estimation of the value of the desired regression function, but also estimation of
the value of its first derivative and higher order derivatives, too.

The appropriate strategy using the estimates of the first and the second
derivatives of R for edge detection is proposed. Using only the first derivative
we need the appropriate thresholding strategy to detect jumps in function R,
however, applying the second derivative and finding its zero values lets us to
determine edges directly.

Next we present simulation results for one-dimensional function. The function
chosen for testing has five discontinuities (similar to this proposed by Romani
et al. in [46] and not detailed here).

Figure 1 presents the simulation results for noised inputs generated. Diagrams
show the original function and its 1-st and 2-nd derivative, respectively. The
black solid lines - functions and derivatives, their nonparametric estimates - blue
points and lines. Red pluses represent the noised measurements. The maxima of
the first derivative (marked as red points) assign the points of probable jumps
or abrupt changes. In the third row, we have the second derivative. By observing
the zeros of this function in relation to the corresponding maxima of the first
derivative we may deduce at which points the jumps have occurred.
The smoothing properties of the nonparametric algorithm of the Parzen kernel
type depend on the parameter hn. The choice of its value plays an important
role in the interpretation of results. The bigger the hn the bigger the level of
smoothness, but then detection at which point the jump has occurred is more
difficult. On the other hand, a too small value of hn causes higher oscillations
of the estimates of the derivatives and consequently, the bigger number of sharp
peaks of the first derivative. Optimal choice of smoothing sequence or bandwidth
is rather difficult and it is often data dependent, see [1,11,61]. Preliminary results
on application of Parzen kernels to change detection have been shown in [20].



10 T. Ga�lkowski and A. Krzyżak

4 Detection of Edges in Two-Dimensional Patterns

In this section, we propose the multidimensional extension of the nonparametric
method of edge detection. The simplicity and ease of application of product
kernels make them more preferred in practice than the radial kernel, particularly
when differentiation is needed.

We use the product kernel given by:

K (x,u, hn) =
d∏

p=1

K

( |xp − up|
hn

)
= K

(‖x − u‖
hn

)
(6)

In the multidimensional case (d > 1) the estimate of partial derivative of
order k with respect to the coordinate variable xj is given by:

R̂(k)
xj

(x) = hn
−d

n∑

i=1

yi

∫

Di

∂k

∂xk
j

K
(‖x − u‖

hn

)
du (7)

It is clear that the estimation of particular derivative is obtained by the
differentiation of the kernel function depending on the relative coordinate. Let
us analyze the two-dimensional case.

The model of the two-dimensional object is now in the form:

yi = R([x1, x2]i) + εi, i = 1, ..., n (8)

where the 2d-vector of independent variable: xi = [x1, x2]i.
The 2d Parzen kernel based estimator is defined by:

R̂([x1, x2]) = hn
−2

n∑

i=1

yi·
· ∫

Di

K
(

x1−u1
hn

)
· K

(
x2−u2

hn

)
du1du2

(9)

By using the cosine kernel defined in unidimensional case by (4) we obtain
the estimator based on product kernel in the form:

R̂([x1, x2]) = π2

16 · hn
−2

n∑

i=1

yi·
· ∫

Di

cos
(

π(x1−u1)
2hn

)
· cos

(
π(x2−u2)

2hn

)
du1du2

(10)

We can derive the estimators of the partial derivatives on coordinates x1 and
x2, respectively - as follows:

∂
∂x1

R̂([x1, x2]) = π3

32 · hn
−3

n∑

i=1

yi

∫

Di

sin
(

π(u1−x1)
2hn

)
·

· cos
(

π(x2−u2)
2hn

)
du1du2

(11)
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∂
∂x2

R̂([x1, x2]) = π3

32 · hn
−3

n∑

i=1

yi·
· ∫

Di

cos
(

π(x1−u1)
2hn

)
· sin

(
π(u2−x2)

2hn

)
du1du2

(12)

The integrals in (11) and (12) are easy to calculate analytically, so we omitted
this. The last requirement is to prepare the subsets Di keeping in mind that the
points xi should be chosen from Di, i.e.: xi ∈ Di. The natural solution is an
equally spaced grid easy to construct but it is not detailed here.

5 Testing of the Algorithm Using Black-and-White
Images

A series of simulation tests were carried out to assess the effectiveness of the
proposed algorithms. We did it using five chosen pictures found in the internet.
The original pictureswere black-and-white grey scale JPGcompressed images.The
simulationswere performedwith application of thepythonprogramming language.
Our nonparametric algorithm was preceded by increasing the contrast procedure
(python, Pillow library, ImageEnhance.Contrast() procedure), and transforma-
tion to exclusively black and white pixels (python, imgage.point() procedure).

Black-and-white picture No. 1. Sharpened black-and-white picture No. 1.

Edges detected by differentiation with
respect to x1-coordinate

Edges detected by differentiation with
respect to x2-coordinate

Fig. 2. Simulation - Sample 1: black-and-white picture edge detection
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Black-and-white picture No. 2. Sharpened black-and-white picture No. 2.

Edges detected by differentiation with
respect to x1-coordinate

Edges detected by differentiation with
respect to x2-coordinate

Fig. 3. Simulation - Sample 2: black-and-white picture edge detection

Black-and-white picture No. 3. Sharpened black-and-white picture No. 3.

Edges detected by differentiation with
respect to x1-coordinate

Edges detected by differentiation with
respect to x2-coordinate

Fig. 4. Simulation - Sample 3: black-and-white picture edge detection
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Black-and-white picture No. 4. Sharpened black-and-white picture No. 4.

Edges detected by differentiation with
respect to x1-coordinate

Edges detected by differentiation with
respect to x2-coordinate

Fig. 5. Simulation - Sample 4: black-and-white picture edge detection

Resulting pictures are shown in the Figs. 2, 3, 4, 5 and 6 in the upper row, respec-
tively: original andpicture after transformation.The scipy.signal.find peakspro-
cedure was used to detect the local maxima of derivatives corresponding to jumps.
In the lower row are presented results of detection of abrupt changes using our algo-
rithm. The left picture in each Figure shows the scatter chart obtained when the
derivative estimates, respective to coordinate x1, were calculated; in the right side
we see the scatter chart obtained using the derivative estimates respective to coor-
dinate x2.
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Black-and-white picture No. 5. Sharpened black-and-white picture No. 5.

Edges detected by differentiation with
respect to x1-coordinate

Edges detected by differentiation with
respect to x2-coordinate

Fig. 6. Simulation - Sample 5: black-and-white picture edge detection

6 Conclusions

7 Conclusions

This paper considered the important problem of detection the abrupt or sudden
change occurred in the data and where or when it happened - in application
to black-and-white picture analysis. The proposed algorithm is derived from
the nonparametric kernel regression estimation techniques with fixed-design of
unknown functions and their partial derivatives in multidimensional space. The
proposed two-dimensional algorithm is presented in detail. The algorithm is
tested case of jump detections in black-and-white pictures. Simulation results
showed in the series of diagrams confirmed utility of the proposed approach in
practical cases. From the presented Figs. 1, 2, 3, 4, 5 and 6 one may conclude
that the effectiveness of the method improves when the magnitude of the jump
is higher. The extension of the edge detection algorithm to multivariate (d > 2)
case is described and it directly follows from the presented methodology using
the product-type of multidimensional kernel.



A New Approach to Detection of Abrupt Changes 15

References

1. Berlinet, A., Biau, G., Rouviere, L.: Optimal L1 bandwidth selection for variable
Kernel density estimates. Stat. Probab. Lett. 74(2), 116–128 (2005). Elsevier

2. Bhardwaj, S., Mittal, A.: A survey on various edge detector techniques. Proc.
Technol. 4, 220–226 (2012). Elseiver, SciVerse ScienceDirect. 2nd International
Conference on Computer, Communication, Control and Information Technology

3. Bustamam, A., Sarwinda, D., Ardenaswari, G.: Texture and gene expression anal-
ysis of the MRI brain in detection of Alzheimer’s disease. J. Artif. Intell. Soft
Comput. Res. 8(2), 111–0120 (2018)

4. Canny, J.F.: A computational approach to edge detection. IEEE Trans. Pattern
Anal. Mach. Intell. 8(6), 679–698 (1986)

5. Cao, Y., Samidurai, R., Sriraman, R.: Stability and dissipativity analysis for neu-
tral type stochastic markovian jump static neural networks with time delays. J.
Artif. Intell. Soft Comput. Res. 9(3), 189–204 (2019)

6. Corder, G.W., Foreman, D.I.: Nonparametric Statistics: A Step-by-Step Approach.
Wiley, New York (2014)

7. Cpa�lka, K., Rutkowski, L.: Evolutionary learning of flexible neuro-fuzzy systems.
In: Proceedings of the 2008 IEEE International Conference on Fuzzy Systems
(IEEE World Congress on Computational Intelligence, WCCI 2008), Hong Kong,
1–6 June CD, pp. 969–975 (2008)

8. Dasu, T., Krishnan, S., Venkatasubramanian, S., Yi, K.: An information-theoretic
approach to detecting changes in multi-dimensional data streams. In: Proceedings
Symposium on the Interface of Statistics, Computing Science, and Applications
(2006)

9. Davis, J.J., Lin, C.-T., Gillett, G., Kozma, R.: An integrative approach to analyze
EEG signals and human brain dynamics in different cognitive states. J. Artif. Intell.
Soft Comput. Res. 7(4), 287–299 (2017)

10. Devi, V.S., Meena, L.: Parallel MCNN (PMCNN) with application to prototype
selection on large and streaming data. J. Artif. Intell. Soft Comput. Res. 7(3),
155–169 (2017)

11. Devroye, L., Lugosi, G.: Combinatorial Methods in Density Estimation. Springer,
New York (2001). https://doi.org/10.1007/978-1-4613-0125-7

12. Duda, P., Jaworski, M., Rutkowski, L.: Convergent time-varying regression models
for data streams: tracking concept drift by the recursive Parzen-based generalized
regression neural networks. Int. J. Neural Syst. 28(2), 1750048 (2018)

13. Duda, P., Jaworski, M., Rutkowski, L.: Knowledge discovery in data streams with
the orthogonal series-based generalized regression neural networks. Inf. Sci. 460–
461, 497–518 (2018)

14. Duda, P., Rutkowski, L., Jaworski, M., Rutkowska, D.: On the Parzen kernel-based
probability density function learning procedures over time-varying streaming data
with applications to pattern classification. IEEE Trans. Cybern. 50, 1–14 (2018)

15. Eubank, R.L.: Nonparametric Regression and Spline Smoothing, 2nd edn. Marcel
Dekker, New York (1999)

16. Faithfull, W.J., Rodriguez, J.J., Kuncheva, L.I.: Combining univariate approaches
for ensemble change detection in multivariate data. Inf. Fusion 45, 202–214 (2019).
Elseiver

17. Ga�lkowski, T., Rutkowski, L.: Nonparametric recovery of multivariate functions
with applications to system identification. Proc. IEEE 73, 942–943 (1985)

https://doi.org/10.1007/978-1-4613-0125-7


16 T. Ga�lkowski and A. Krzyżak
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{rafal.grycuk,rafal.scherer}@pcz.pl
2 Department of Computing, São Paulo State University, Bauru, Brazil

kelton.costa@unesp.br

http://kisi.pcz.pl

Keywords: Solar activity analysis · Solar image description · CBIR ·
Solar hash

1 Introduction

The main components of the Solar activity are solar flares, coronal mass ejections,
high-speed solar wind, and solar energetic particles. Solar flares impact the Earth
when they occur on the side facing our planet. Coronal holes close to the solar equa-
tor cause winds impacting the Earth. Intense Sun activity can cause a geomag-
netic stormwhich candisrupt technological infrastructure on theEarth.Therefore,
it is crucial to gain knowledge and means to predict such phenomena. The Solar
Dynamics Observatory (SDO, Fig. 1) is a 3-axis stabilized spacecraft with three
main sensory instruments: Atmospheric Imaging Assembly (AIA), EUV Variabil-
ity Experiment (EVE) and Helioseismic and Magnetic Imager (HMI). It provides
massive data to research the connected Sun-Earth system and the impact of the
Sun on living on the Earth. AIA provides continuous full-disk observations of the
solar chromosphere and corona in seven extreme ultraviolet (EUV) channels with
the 12-second cadence of high-resolution 4096 × 4096 pixel images. It is impossi-
ble to search and annotate manually such a waste collection of images. Moreover,
this type of images is very repetitive and monotonous for humans, making the pro-
cess even more troublesome. The AIA-produced, high resolution images are very
similar to each other what causes problems with their retrieval [1].

To find similar images we have to compare them. Direct image content com-
paring is impractical in large databases. Therefore, we have to use more com-
pact image representation allowing effectively retrieve and classify images. One
of the possible solutions is hashing, i.e. creating low-dimensional, compact codes.
Hashes can be created by a data-independent family of methods existing under
umbrella of locality sensitive hashing (LSH) [3,5,6] or trained from data. In
the paper, we use the second approach, that is we train hash function from
domain-specific data. The idea is to use similarity in the original object space
to compute relevant vectors in the hash coding space. A seminal work coined
c© Springer Nature Switzerland AG 2020
L. Rutkowski et al. (Eds.): ICAISC 2020, LNAI 12416, pp. 19–30, 2020.
https://doi.org/10.1007/978-3-030-61534-5_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61534-5_2&domain=pdf
http://orcid.org/0000-0002-3097-985X
http://orcid.org/0000-0001-5458-3908
http://orcid.org/0000-0001-9592-262X
https://doi.org/10.1007/978-3-030-61534-5_2


20 R. Grycuk et al.

Fig. 1. The Solar Dynamics Observatory spacecraft with the main instruments
(https://sdo.gsfc.nasa.gov/).

the term semantic hashing [10]. Another seminal technique was spectral hashing
[13]. Image retrieval relies usually on finding objects or their features similar to
the query image. As the hashes are much smaller, they accelerate the hash table
lookup in nearest neighbour search. In [14] a hash is generated by a convolutional
neural network where fully connected layers generate hashing vector. Desired
hash is computed from a decomposed image similarity matrix. The matrix is
decomposed approximately by a scalable coordinate descent algorithm. Later,
most hashing approaches used convolutional autoencoders. Thus, motivated by
the previous works on image hashing and by the enormousness of the SDO solar
image collection, we propose deep learning solar image hashing, described in
Sect. 2.

https://sdo.gsfc.nasa.gov/
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2 AR-Based Full-Disc Solar Hash

This section of the paper describes a new method for the solar image description.
The proposed method can be used for image retrieval of solar images in large
data sets. The images which we used for training and retrieving are taken from
the SDO AIA module. They were extracted from SDO and later published in
the form of Web API by the authors of [8]. We decided to use 2048 × 2048-pixel
images. The presented method can be divided into three main steps: detecting
active regions, learning and hash generation, and retrieval. In the first step of our
method, we use filters, morphological operations and thresholding for detecting
active regions (AR) in the solar images. In the next step, we use a convolutional
autoencoder for learning compact hashes from the solar images. In the second
step, we use only the encoding part of the autoencoder for the hash generation
purposes. The last stage allows retrieving similar images to a given query image.
The task is not trivial because we do not have any labels or any validation data;
thus, we also propose a method for defining the similarity of the unlabeled solar
images. Based on that, we can evaluate the accuracy of the proposed method.

2.1 Active Region Detection

Active Regions (AR, see Fig. 2) are places connected with solar activity. These
regions can take various shapes, and due to Earth’s rotation, their position on
the consecutive images is shifted. This stage of the presented method determines
active region positions and shapes. Active region detection process consists of
several steps. At first, we convert the input image (obtained from SDO) to the
8-bit grayscale. Afterwards, the 11 × 11 Gaussian blur filter is applied in order
to remove insignificant, small regions of the image; thus, in the next step, we
can analyze only essential objects. The performed preprocessing allows us to
move to the thresholding stage. In this step, we compare every pixel intensity
with the provided threshold th value. If the value is greater or equal, we assume
that the pixel is a part of the active region area. Every pixel above this value is
treated as an active region. The value of th parameter was obtained empirically,
and it was adjusted for the given type of solar images. The last two steps are
applied to the thresholded image they are morphological operations, namely
erosion and dilation [4,11]. The morphological erosion removes small objects so
that only substantive objects remain. The dilation, on the other hand, makes
objects more visible, fills in small holes in objects, thus, emphasize the only the
important areas of the active regions. The process of active region detection is
presented in the form of pseudo-code as Alg. 1. An example output image of
the active region detection is presented in Fig. 3. The applied operations on the
input DSO image allow detecting active regions. The location and shape of these
regions are crucial to detecting the Coronal Mass Ejections (CME) and thus, to
the solar flare prediction. In our experiments, we retrieve similar images.
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Fig. 2. Manually annotated solar active regions.

INPUT: SolarImage
OUTPUT: ActiveRegionDetectedImg
GrayScaleImg := ConvertToGrayScale(SolarImage)
BlurredImg := Blur(GrayScaleImg)
ThreshImg := Threshold(BlurredImg)
ErodedImg := Erode(ThreshImg)
ActiveRegionDetectedImg = Dilate(ErodedImg)

Algorithm 1: Active region detection steps.

2.2 Learning and Hash Generation

The presented section describes the learning process, along with encoding. We
used a convolutional autoencoder for learning active region images; afterwards,
we use only encoding layers for the encoding process. The rationale behind the
autoencoder is that it is an unsupervised convolutional neural network and does
not require labelled data for training. The architecture of the autoencoder (net-
work model) is presented in Table 1. We used an autoencoder with two con-
volutional layers with max-pooling, where kernel size parameter is equal 2.
Kernel size parameter for convolutional layers is set to 3. After two convolu-
tional layers with pooling, we have the latent space (a bottleneck layer), which
output is the hash. In this way we reduce data volume from 1 × 2048 × 2048 to
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Fig. 3. Active region detection, left image is the input, right image is the output.

8×170×170. After encoding layers, we have convolutional decoding layers. The
decoding layers are used only for training. For the hash generation, we only use
the encoding layers. During the experiments, we used Python along with Pytorch
tensor library. We split the SDO dataset into 90% learning and 10% testing. We
applied the binary cross-entropy loss function. We empirically proved that 40
epochs are sufficient to obtain the required level of generalization and not cause
the network over-fitting. After the learning process, every active region image
is fed to the encoded layers of the autoencoder. As a result, the encoded solar
image hash is obtained. The hash length is 231, 200. Such hash can be used for
content-based solar image retrieval applications (see Sect. 2.3).

2.3 Retrieval

In the last step of the presented method, we perform the image retrieval process.
We assumed that every solar image has a hash assigned in our image database.
The input in the image retrieval step is a query image; it is an image to which
we will compare images stored in the database. In most cases the comparison
will be performed by some distance measure. In the first step of this process,
we need to create the same type of hash that we created for all images in the
database. The image retrieval scheme is presented in Fig. 4. The generated hash
for the query image is used for calculating the distance between an image in the
database and the query image hash. The retrieval step requires to have a solar
image database with a hash generated for every image. The next step allows us
to calculate the distance between the query image hash and every hash in the
database. The distance d is calculated by the cosine distance measure [7]

cos(Qj , Ij) =
n∑

j=0

(Qj • Ij)
‖Qj‖ ‖Ij‖ , (1)
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Table 1. Tabular representation of the convolutional autoencoder model.

Layer (type) Output Shape Filters (in, out) Kernel size Params no.

Input2d(InputLayer) [1, 2048, 2048]

Conv2d 1(Conv2D) [16, 683, 683] 1,16 3 160

ReLU 1 [16, 683, 683]

Max pooling2d 1(MaxPool2D) [16, 341, 341] 2

Conv2d 2(Conv2D) [8, 171, 171] 16,8 3 1160

ReLU 2 [8, 171, 171]

Encoded(MaxPool2D) [8, 170, 170] 2

ConvTranspose2d 1(ConvTranspose2D) [16,341,341] 8,16 3 1168

ReLU 4 [16,341,341]

ConvTranspose2d 2(ConvTranspose2D) [8, 1025, 1025] 8, 1 2 3208

ReLU 5 [8, 1025, 1025]

ConvTranspose2d 3(ConvTranspose2D) [1, 2048, 2048] 61, 1 2 33

Decoded(Tanh) [1, 2048, 2048]

Fig. 4. The retrieval process scheme.

where • is dot product. The performed experiments proved that chosen distance
measure is the most suitable for the proposed hash. We also supported our deci-
sion by analyzing similar methods [7]. After calculating the distances between
all images and a query image, they are sorted in the ascending order by the
distance d to the query. The last step allows us to take n images closest to the
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query. Those images are returned to the user as the retrieved images. Parameter
n is provided during query execution along with the query image. The entire
retrieval process is described by Algorithm 2.

INPUT: Hashes, QueryImage, n
OUTPUT: RetrivedImages
foreach hash ∈ Hashes do

QueryImageHash = CalculateHash(QueryImage)
D[i] = Cos(QueryImageHash, hash)

end
SortedDistances = SortAscending(D)
RetrivedHashes = TakeF irst(n)
RetrievedImages = GetCorrespondingImages(RetrievedHashes)

Algorithm 2: Image retrieval steps.

3 Experimental Results

This section describes experimental results along with our approach to method
evaluation of unlabelled images. The unlabelled data allowed to train the autoen-
coder, but there were no possibility to evaluate the retrieval accuracy by the
proposed method. Therefore, we used Earth’s rotation motion to determine the
similarity of the images. The consecutive images within a small time window
have similar active regions; thus, we can treat them as similar. These images
should be slightly shifted relative to the previous image. We define the next
and previous images by using their creation date by SDO. The provided API
allows fetching solar images with a 6-minute window (cadence); therefore, we
can assume the similarity of consecutive images. The only condition is adjust-
ing the time window. During performed experiments, it was determined that a
48-hour window allows determining the similarity of the images. This process
is presented in Table 2. Based on that, we performed a series of simulations in
order to determine similar images (SI). Every experiment is composed of the
following steps:

1. Execute image query and obtain the retrieved images.
2. For every retrieved image compare its timestamp with the query image times-

tamp.
3. If the timestamp is the 48-hour window, the image is similar to the query.

Obtaining the similar images (SI) and (NSI) allows us to define performance
measures precision and recall [2,12]. They are defined using the following sets:
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Table 2. Example series of solar images explaining image similarity.

Timestamp SI (similar image)/NSI (not similar image)

2012-02-13, 23:54:00 NSI

2012-02-14, 00:00:00 SI

2012-02-14, 00:06:00 SI

2012-02-14, 00:12:00 SI

2012-02-14, 00:18:00 SI

2012-02-14, 00:24:00 SI

2012-02-14, 00:30:00 SI

........ SI

2012-02-15, 00:00:00 QI (query image)

........ SI

2012-02-15, 23:24:00 SI

2012-02-15, 23:30:00 SI

2012-02-15, 23:36:00 SI

2012-02-15, 23:42:00 SI

2012-02-15, 23:48:00 SI

2012-02-15, 23:54:00 SI

2012-02-16, 00:00:00 NSI

SI - set of similar images; RI - set of retrieved images for query; PRI(TP ) - set
of positive retrieved images (true positive); FPRI(FP ) - false positive retrieved
images (false positive); PNRI(FN) - positive not retrieved images; FNRI(TN)
- false not retrieved images (TN). We use standard definitions of precision and
recall to evaluate the method

precision =
|PRI|

|PRI + FPRI| , (2)

recall =
|PRI|

|PRI + PNRI| . (3)

The results on example periods presented in Tables 3 and 4 show that our method
obtains a high value of the precision measure. Most of the images close to the
query are correctly retrieved. The farther from the query, the more positive not
retrieved images (PNRI) are retrieved. This is caused by the Earth’s rotation
motion and thus missing active regions. The significant active regions might
change its position in the 48-hour window and because of that, significantly
change the hash. Therefore, the distance to the query will be increased. Such a
case was observed during the experiments. We can determine that lower values
of Recall measure is caused by this phenomena. The presented simulation envi-
ronment was created in Python using PyTorch [9]. The learning time took 12 h
for 83, 819 images. The hash creation process took 2 h. The average retrieval
time is 800 ms.
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Table 3. Experiment results of the proposed algorithm performed on a sample period
of AIA images obtained from [8]. Due to lack of space, we present only a part of all
queries.

Timestamp RI SI PRI(TP) FPRI(FP) PNRI(FN) Prec. Recall

2017-01-01 00:00:00 216 241 169 47 72 0.78 0.70

2017-01-04 14:00:00 335 481 322 13 159 0.96 0.67

2017-01-11 07:00:00 351 481 321 30 160 0.91 0.67

2017-01-14 21:00:00 340 481 301 39 180 0.89 0.63

2017-01-17 07:00:00 358 481 326 32 155 0.91 0.68

2017-01-21 23:00:00 338 481 310 28 171 0.92 0.64

2017-01-25 15:00:00 337 481 327 10 154 0.97 0.68

2017-01-28 06:06:00 356 481 315 41 166 0.88 0.65

2017-02-04 18:06:00 369 481 324 45 157 0.88 0.67

2017-02-09 05:06:00 368 481 334 34 147 0.91 0.69

2017-02-13 01:06:00 349 481 342 7 139 0.98 0.71

2017-02-17 06:12:00 329 481 306 23 175 0.93 0.64

2017-02-22 08:18:00 319 481 295 24 186 0.92 0.61

2017-02-27 17:18:00 364 481 322 42 159 0.88 0.67

2017-03-07 04:18:00 356 481 325 31 156 0.91 0.68

2017-03-15 22:24:00 313 481 301 12 180 0.96 0.63

2017-03-18 19:24:00 367 481 321 46 160 0.87 0.67

2017-03-27 04:30:00 365 481 333 32 148 0.91 0.69

2017-04-01 06:36:00 362 481 331 31 150 0.91 0.69

2017-04-06 02:36:00 377 481 333 44 148 0.88 0.69

2017-04-11 15:36:00 349 481 316 33 165 0.91 0.66

2017-04-16 23:42:00 340 481 308 32 173 0.91 0.64

2017-04-18 09:42:00 334 481 320 14 161 0.96 0.67

2017-04-20 23:42:00 359 481 330 29 151 0.92 0.69

2017-04-23 10:42:00 340 481 305 35 176 0.90 0.63

2017-04-26 08:42:00 382 481 336 46 145 0.88 0.70

2017-05-02 18:48:00 358 481 316 42 165 0.88 0.66

2017-05-06 17:48:00 366 481 320 46 161 0.87 0.67

2017-05-13 23:48:00 357 481 321 36 160 0.90 0.67

2017-05-20 03:48:00 309 481 285 24 196 0.92 0.59

2017-05-25 15:54:00 366 481 321 45 160 0.88 0.67

2017-05-31 18:00:00 385 481 334 51 147 0.87 0.69

2017-06-06 21:06:00 327 481 305 22 176 0.93 0.63

2017-06-08 03:06:00 323 481 300 23 181 0.93 0.62

2017-06-10 22:12:00 381 481 340 41 141 0.89 0.71

2017-06-16 10:12:00 351 481 325 26 156 0.93 0.68

2017-06-21 11:18:00 349 481 318 31 163 0.91 0.66

2017-06-24 20:18:00 336 481 316 20 165 0.94 0.66

2017-06-29 22:18:00 343 481 331 12 150 0.97 0.69

2017-07-01 05:24:00 359 481 315 44 166 0.88 0.65

2017-07-05 01:30:00 351 481 325 26 156 0.93 0.68

2017-07-10 19:36:00 351 481 329 22 152 0.94 0.68

2017-07-13 08:42:00 346 481 319 27 162 0.92 0.66

2017-07-17 19:48:00 338 481 313 25 168 0.93 0.65

2017-07-21 05:54:00 362 481 311 51 170 0.86 0.65
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Table 4. Experiment results of the proposed algorithm performed on a sample period
of AIA images obtained from [8]. Due to lack of space, we present only a part of all
queries.

Timestamp RI SI PRI(TP) FPRI(FP) PNRI(FN) Prec. Recall

2015-01-01 00:00:00 219 241 170 49 71 0.78 0.71

2015-01-04 22:00:00 358 481 309 49 172 0.86 0.64

2015-01-08 11:06:00 377 481 330 47 151 0.88 0.69

2015-01-12 07:06:00 356 481 308 48 173 0.87 0.64

2015-01-18 05:06:00 366 481 319 47 162 0.87 0.66

2015-01-24 17:12:00 342 481 309 33 172 0.90 0.64

2015-01-27 20:18:00 343 481 327 16 154 0.95 0.68

2015-01-29 03:18:00 379 481 333 46 148 0.88 0.69

2015-02-03 03:18:00 371 481 325 46 156 0.88 0.68

2015-02-05 12:24:00 320 481 313 7 168 0.98 0.65

2015-02-12 07:24:00 346 481 326 20 155 0.94 0.68

2015-02-17 14:30:00 355 481 319 36 162 0.90 0.66

2015-02-23 22:30:00 350 481 329 21 152 0.94 0.68

2015-02-27 02:36:00 350 481 315 35 166 0.90 0.65

2015-03-02 18:42:00 348 481 319 29 162 0.92 0.66

2015-03-11 00:42:00 369 481 331 38 150 0.90 0.69

2015-03-13 19:42:00 364 481 312 52 169 0.86 0.65

2015-03-20 22:48:00 379 481 328 51 153 0.87 0.68

2015-03-28 09:48:00 349 481 329 20 152 0.94 0.68

2015-03-31 18:48:00 351 481 320 31 161 0.91 0.67

2015-04-07 02:48:00 341 481 319 22 162 0.94 0.66

2015-04-13 18:48:00 355 481 320 35 161 0.90 0.67

2015-04-21 06:54:00 371 481 349 22 132 0.94 0.73

2015-04-25 11:00:00 328 481 317 11 164 0.97 0.66

2015-05-02 19:06:00 335 481 317 18 164 0.95 0.66

2015-05-04 21:12:00 340 481 308 32 173 0.91 0.64

2015-05-11 05:12:00 348 481 307 41 174 0.88 0.64

2015-05-13 12:12:00 350 481 312 38 169 0.89 0.65

2015-05-17 10:12:00 340 481 306 34 175 0.90 0.64

2015-05-23 13:18:00 375 481 329 46 152 0.88 0.68

2015-05-26 02:24:00 371 481 343 28 138 0.92 0.71

2015-06-02 03:30:00 373 481 332 41 149 0.89 0.69

2015-06-05 12:30:00 365 481 318 47 163 0.87 0.66

2015-06-07 17:36:00 341 481 324 17 157 0.95 0.67

2015-06-11 01:42:00 371 481 335 36 146 0.90 0.70

2015-06-17 15:42:00 341 481 312 29 169 0.91 0.65

2015-06-22 11:42:00 369 481 327 42 154 0.89 0.68

2015-06-25 04:42:00 358 481 312 46 169 0.87 0.65

2015-06-28 18:42:00 355 481 309 46 172 0.87 0.64

2015-06-30 15:48:00 355 481 325 30 156 0.92 0.68

2015-07-09 14:48:00 329 481 310 19 171 0.94 0.64

2015-07-16 10:54:00 389 481 354 35 127 0.91 0.74

2015-07-17 23:00:00 322 481 313 9 168 0.97 0.65

2015-07-22 11:00:00 351 481 313 38 168 0.89 0.65

2015-07-31 04:06:00 353 481 328 25 153 0.93 0.68
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4 Conclusions

We proposed a full-disc solar hash for content-based solar image retrieval. The
method uses morphological operations for active regions detection. Afterwards,
an unsupervised convolutional autoencoder is used to obtain the solar image
hash. This process reduces the hash length more than 18 times compared to the
active region image matrix. Reducing the hash length is significant for calculating
the distances between hashes. The performed experiments and comparisons (see
Tables 3 and 4) proved the efficiency of the proposed approach. The presented
method has various potential applications. It can be used for searching and
retrieving solar flares, which has crucial importance for many aspects of life on
Earth.
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Inferring Colors in Paintings of M.F. Husain
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Abstract. Color plays a vital role in the creation and interpretation of paintings.
While for an artist, color is a tool to express emotions and feelings and establish
the tone of a painting, for a viewer color is one of the features that draws imme-
diate attention. In this paper, we analyze paintings of Indian artist M.F. Husain to
understand his choice of the color palette. We present a novel clustering approach
to group paintings based on color similarity. The suggested approach uses the
Earth Mover’s Distance to compute similarity and Affinity Propagation algorithm
to identify clusters. Also, using the same methodology, a diachronic analysis of
the color palette used by M.F. Husain is performed.

Keywords: Paintings · Cluster analysis · Similarity measure · Color palette ·
Color similarity

1 Introduction

Recognised as one of the best and the most famous painters of India, M.F. Husain is
known for his synthesis of stylistic elements of Western Modern Art with myths, motifs
and themes from Indian culture. Disenchanted by the revivalist nationalism themes
prevalent in Indian paintings, M.F. Husain along with F. N. Souza, S. H. Raza, K. H.
Ara, H. A. Gade, and S. K. Bakre formed The Progressive Artists’ Group in 1947. The
Group sought to break away from the existing order and establish a new identity for
Indian Art. However, unlike his fellow members of the progressive Group who dwell
into themes of introspection, anger, or political statements, Husain drew inspiration from
Indian epics, heritage, and popular culture.

Due toHusain’s penchant for experimentingwith colors, we focus on the role of color
in his paintings and the evolution of his color palette. Though M.F. Husain’s unique art
style and his role in shaping the landscape of Indian art have been analyzed by art
historians [1, 2], we believe the digitization of paintings and advancements in computer
vision offers an opportunity to explore alternative approaches to understand Husain.

The rest of the paper is organized as follows. In Sect. 2, we briefly present the related
research. Section 3 explains our approach. The experiment and results are explained in
Sect. 4. We conclude in Sect. 5, with a discussion on the application of our research and
possibilities for future research.
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2 Related Works

The complexities involved in the creation, interpretation, and evaluation of paintings,
render painting analysis one of the most challenging computer vision tasks. In the last
two decades, there has been significant growth in research on the investigation of artwork.
The majority of the research focuses on automation tasks such as, classifying artworks
in different groups or identifying the creator of the artwork [3–7]. The color descriptor
is often used in image retrieval system or image recoloration [8–11]. However, the use
of color in painting analysis is rare.

No doubt valuable, but the majority of the existing research has limited applicability
in enhancing our understanding of art and artists. We believe the research by [12] is
closest to our work. In [12], authors provide a qualitative color descriptor and define a
measure to calculate the color similarity of paintings. Moreover, there is a significant
lack of research on art from the developing world.We have not come across any research
that uses image processing to shed light on artworks by Indian artists.

3 Method

Any color-based clustering algorithm has two fundamental parts – 1. identify domi-
nating colors in an image; 2. group images based on color similarity. The differences
in algorithms arise from the number of colors identified, and the choice of the simi-
larity measure. Our approach (Fig. 1) relies on the same fundamentals, and it consists
of the following steps: 1. Convert images from RGB to CIEL*a*b space; 2. Extract
color palette; 3. Measure similarity between color palettes; 4. Cluster images based
on similarity measures from 3; 5. Diachronic analysis of paintings based on the color
palette.

3.1 Color Space

The images are generally stored digitally in RGB color space. RGB color space works
well for displaying images on digital screens, but it fails to resemble human perception.
To match human perception, we convert images from RGB space to CIEL*a*b* space.
Proposed by CIE in 1976 [13], CIEL*a*b* expresses color as three values: luminosity
(L*) from black (0) to white (100), tone (a*) from red to green, and tone (b*) from yellow
to blue. Since RGB is device-dependent, a direct conversion from RGB to L*a*b* is
not possible. To convert, first, we transform RGB images to CIEXYZ space, and from
CIEXYZ, we convert them to CIEL*a*b*. We use OpenCV for color space conversion.
In OpenCV, the conversion is performed as:

⎡
⎣
X
Y
Z

⎤
⎦ =

⎡
⎣
0.412543
0.212671
0.019334

0.357580
0.715160
0.119193

0.180423
0.072169
0.950227

⎤
⎦

⎡
⎣
R
G
B

⎤
⎦ (1)

X ← X
Xn
,where Xn = 0.950456 (2)



Inferring Colors in Paintings of M.F. Husain 33

Fig. 1. Flow chart of the suggested approach

Z ← Z
Zn
,where Zn = 1.088754 (3)

L ←
{
116 ∗ Y

1
3 − 16, x > 0.008856

903.3 ∗ Y , x ≤ 0.008856
(4)

a ← 500(f (X ) − f (Y )) + delta (5)

b ← 200(f (Y ) − f (Z)) + delta (6)

where,

f (t) ←
{
t1/ 3, t > 0.008856
7.787 ∗ t + 16

/
116, t ≤ 0.008856

(7)

For 8 bits images, delta = 128 and the final converted values are given by,

L ← L ∗ 255
100

a ← a + 128
b ← b + 128

(8)

3.2 Extraction of Color Palette

After converting images to CIEL*a*b space, either clustering or color histogram is used
to find colors in an image. Although an image can have millions of colors, only a few
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dominant colors determine the visual impression it leaves on an observer. Therefore,
rather than extracting all the colors of a painting, we focus on identifying the optimum
number of dominating colors only.We use K-mean clustering algorithm to find dominat-
ing colors in a painting, and a silhouette analysis is performed to calculate the optimum
number of clusters.

3.3 Similarity Between Color Palette

A distance function computes the color similarity between two images. For precise
computation, the distance function needs to have two properties. First, it should measure
not only color correspondence but also the strength of colors. For example, let us assume
there are two paintings A and B, where A has 70% red, 20% blue, and 10% green and
B is composed of 10% red, 40% blue, and 50% green. Then a distance function must
recognize that even though both paintings have the same colors but the differences in
strengths of colors imply that they are not perceptually similar. Second, the function
should calculate the distances not only between associated bins but also across bins.
Following the previous example, the function needs to measure the distance between
red-red, blue-blue and green-green, and also between red-green, red-blue, blue-red, blue-
green etc.

With this background, the choice of distance function is critical for meaningful
clustering. Although a common approach is to use Euclidean distance and χ2 distance,
neither of these methods measures across bin distances. To alleviate this problem, we
propose the use of Earth Mover’s Distance (EMD). The EMD measures the minimal
cost one has to pay to transform one distribution into another [14]. When two images
have precisely the same color distribution, the EMD between them is 0. The higher the
EMD, the higher the color distribution difference between them.

3.4 Color Palette Based Clustering

Though there are multiple clustering algorithms available, we use Affinity Propagation
(AP) to cluster images [15]. Our choice is informed by the following reasons- first, unlike
K-means or PAM, where the number of clusters has to be defined a-priori, AP drives the
optimum number of clusters from the data itself. Second, while K-mean can be applied
only when distance function is Euclidean, AP operate on any distance matrix. In our
study, we make use of EMDmatrix for clustering. Third, as shown in [15], AP generally
finds better clustering solutions, and it is computationally faster. Motivated by graph
theory, AP is based on message passing between nodes. It begins with considering every
data point as a potential exemplar. After a series of message transfers among data points,
AP converges to the optimum number of exemplars, where each exemplar functions as
a representative of a cluster.

Formally, let us assume there are n data points from xi and xn, and s be a real-valued
function thatmeasures similarity between any two data points, then si,j denotes similarity
between data points xi and xj and

{
si,j

}
is a real-valued similarity matrix. Each element

of
{
si,j

}
functions as a node of a graph. AP passes two types of messages between

data points: responsibilities, and availability. A responsibility message from node i to
k, r(i, k), indicates the suitability of xk to function as an exemplar of xi when all other
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potential exemplars are taken into consideration. While an availability message from
node k to i, a(i, k), reflects how appropriate it would be for xk to serve as an exemplar of
xi when considering other points’ preference for xk as an exemplar. Both responsibility
and availability matrices are initialized to all zeros, and they are updated as follows:

r(i, k) ← s(i, k) − max
k ′ �=k

{
a
(
i, k ′) + s

(
i, k ′)}

(9)

a(i, k) ←

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∑
i′ �=k max

(
0, r

(
i′, k

))
, for k = i

min

(
0, r(k, k) + ∑

i′ /∈{i,k}
max(0, r(i′, k))

)
, for k �= i

(10)

r(i, k) and a(i, k) are updated till convergence and exemplars for data point i are
found by calculating maximum of r(i, k) + a(i, k). AP has two tuning parameters:
diagonal of {si,j} (preferences); and damping. While damping controls the convergence
rate, preferences determine the number of clusters. A higher value of preference leads
to a greater number of clusters, but a lower value gives a fewer number of clusters.

3.5 Diachronic Analysis of Color Palette

Other than clustering Husain’s paintings, we are also interested in understanding how
Husain’s color palette has developed and evolved over his artistic career. In particular, we
want to know whether Husain’s color palette selection remained consistent throughout
his life or it changed with time, or it saw wide variations for the entire duration of his
career. We begin the analysis by calculating EMD of all the paintings from a reference
painting.We assume that if all paintings share a color palette with the reference painting,
then it will prove that he was very consistent, if not, otherwise. Though it is possible to
use any painting as a reference painting, our choice of reference is solely based on the
auction price. The painting selected as the reference is the most expensive of Husain’s
work in our dataset.

4 Experiment and Results

We collected painting data from Blouin Artinfo. Along with images of paintings, we
also have their years of creation. After removing distorted images, we were left with 303
paintings created during 1950-2005. While no efforts are made to select paintings from
a particular style, subject matter, or orientation, for the consistency of medium, all the
paintings use oil on canvas.

As a result of multiple experiments and silhouette measures for a subset of images,
we decided to extract three colors from a painting. In other words, the color palette
for each image is composed of three dominating colors of that image. As described in
Sect. 3, we compute similarity among color palette using EMD. In our experiment, the
EMD matrix is a 303*303 symmetric matrix. In our final palette-based clustering by
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Affinity Propagation, we use negative of EMD matrix as a similarity matrix, and the
minimum value of negative EMD matrix is set as a preference.

From the analysis, we find that the paintings of M.F. Husain form 8 clusters [Fig. 2].
Themaximumdistance between two color palettes is 185.645, and themean distance and
standard deviation are 185.645, and 24.931 respectively. As can be seen from [Fig. 2],
the clusters look well-formed. While the cluster one is dominated by black and brown,
cluster 8 is predominantly red. Looking at [Fig. 2] carefully, we can observe that although
Husain’s palette is diverse, his choice of colors is not very wide. Husain often employed
bright colors, such as black, brown, red, orange, green, and yellow color.

Fig. 2. Eight clusters identified in MF Husain paintings (Color figure online)

The results of the diachronic analysis are shown in Fig. 3. In the figure, X-axis is the
time of painting creation, and the distance of a painting from the reference painting is
shown onY-axis. From the Fig. 3, we observe that there is high variation along the Y-axis
for a fixed value of X; which implies that even within a single year, Husain’s paintings
are very different from each other in terms of the color palette used. Interestingly, our
finding is consistent with the observations made by art historians [2].
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Fig. 3. Earth Mover’s Distance between reference painting and all other paintings

5 Conclusion

In this work, we examined the choice of color palette employed by M.F. Husain. We
leverage the existing techniques used in computer vision and image processing to propose
a simple but effective approach to study the color signature of an artist. We also show
how the distance matrix can be used to study the development and evolution of an artist’s
color palette. Our work contributes to the growing literature by being one of the very
few works that identify the color signature of an artist and analyze the selection of colors
throughout the artistic career. Besides, ours’ is the first work to apply image processing
and clustering to study paintings of an Indian artist.

We believe our research can be used by art galleries and museums to catalogue
artworks. In addition, this work can also be extended to find the effect of color on the
prices of artworks. In the future, we aim to extend this work to look deeper into the
relationship of color with other features such as brushstrokes, texture.
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Abstract. Image recognition by deep learning usually requires many sample
images to train. In case of a small number of images available for training, data
augmentation techniques should be applied. Here we propose a novel image aug-
mentation technique based on a random permutation of coefficients of within-
class principal components obtained after applying Principal Component Analy-
sis (PCA). After reconstruction, newly generated surrogate images are employed
to train a deep network. In this study, we demonstrated the applicability of our
approach on training a custom convolutional neural network using the CIFAR-
10 image dataset. The experimental results show an improvement in terms of
classification accuracy and classification ambiguity.

Keywords: Image recognition · Convolutional neural network · Principal
component analysis · Data augmentation · Small data · Deep learning

1 Introduction

The neural network (NN) is considered as one of main models of deep learning. The
advantage of NN is the ability to effectively learn useful domain features in diverse
areas such as image and signal processing [1]. This ability enables the neural network
to learn deep models on domain data, which have proven successful in numerous areas
of Artificial Intelligence (AI) such as object detection, defect recognition, speech recog-
nition, voice evaluation, remote sensing, and medical decision support. Convolutional
neural networks (CNNs) have been popularly used in computer vision and other related
fields [2]. Recently, a lot of very large-scale deep CNN models were proposed such as
VGG and ResNet. However, previous studies showed that despite increase in accuracy,
oversized deep neural network models contribute to generate a lot of redundant features
which are either the shifted version of one another or are closely related or display slight
or no variations, thus resulting in redundant computations [3]. However, many parame-
ters to be trained can be a disadvantage when training is performed on a limited amount
of data available.
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Data augmentation can be applied for training of neural network models to enhance
the classification accuracy and model performance. The main idea of data augmentation
is that the transformations applied to the already labeled data result in new, surrogate
training data. Image augmentation techniques include geometric image transforms, mix-
ing images, color space transforms, feature space augmentation, kernel filters, random
erasing, etc. [4]. Data augmentation is relevant in case of small data problem [5], when
a dataset is too small to train a deep neural network effectively.

The aim of this paper is to propose a novel image augmentation technique based on
random permutation of coefficients of within-class principal components (PCs) obtained
after Principal Component Analysis (PCA). The remaining parts of the paper are as
follows: relatedwork is presented inSect. 2,while Sect. 3 discusses the proposedmethods
with detailed description. Section 4 discusses results and compares with known state-
of-the-art methods. Finally, the paper concludes in Sect. 5.

2 Related Work

The use of data augmentation techniques has been considered in several recent papers.
Leng et al. [6] presented joint Bayesian analysis for augmenting, while Chen et al. [7]
proposed fuzzy operation rules for developing new data attributes and increasing data
dimensionality for the small dataset learning. Truong et al. [8] presented augmentation
methods based on 2D image sequence and 3D transformation. The classification model
used was cascaded fully convolutional neural architecture. Li et al. [9] suggested to pair
adjacent pixels and to use their combinations as additional data for hyperspectral image
classification with deep CNN. Haut et al. [10] used random occlusions to generate new
images for training of CNN for hyperspectral image classification. Finally, our proposed
method has similarity to method for microscopy images proposed by Drivinskas et al.
[11], however they use a different (multiplication) based scheme to modify principal
components for augmentation. Similarly in [21] Najgebauer et al. proposed also deep
learning basedmicroscopic image processing for special sampling. Some other examples
of data augmentation were given in [22] and [23]. Despite their usefulness, the existing
data augmentation methods have limitations such as over-fitting, high computational
time, poor accuracy of models, etc. In this article, a novel image augmentation technique
based on a random permutation of coefficients of within-class PCs obtained after PCA.
After image reconstruction, new images are used to train a deep network.

3 Proposed Method

This section presents a detailed description of the neural network models and the data
augmentation techniques used in this study as depicted in Fig. 1.

3.1 Neural Network

This study focuses on small data [5] and tiny neural networks [12] for object recognition,
these restrictions were applied for the design of the neural network. We do not use the
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Fig. 1. Outline of the proposed method

ensemble models [13] and focus on a simpler structure. We did not adopt long training
with more than 300 epochs (as suggested in [14]) due to hardware and time limitations.
Different from very large very deep network models, we focused on a simple custom
model allowing to demonstrate the advantages of data augmentation.

A 15-layer CNN with one input layer followed by 13 hidden layers and one output
layer was designed (Fig. 2). The input layer consists of 32× 32× 3 pixel images, i.e. it
has 3072 neurons. The first hidden layer is the convolution layer 1 which is responsible
for feature extraction from an input data. This layer performs convolution operation to
small localized areas by convolving a 5 × 5 × 3 filter with the previous layer. Rectified
linear unit (ReLU) is used as an activation function at the end of each convolution layer to
enhance the performance of the model. The next max pooling layers are used after each
ReLU layer to reduce the output from the convolution layer and diminish the complexity
of the model. The layer is followed by the convolution layer 2, ReLU layer 2 and pooling
layer 2, operate in the same way except for their feature maps and kernel size varies.
These are followed by a third set of layers (convolution layer 3, ReLU layer 3 and pooling
layer 3). A fully connected layer FC 1 with 576 inputs and 64 outputs is followed by the
final ReLU layer 4 and final fully connected layer FC 2 with 64 inputs and 10 outs, each
corresponding to the target class. Using the FC layers is essential for the wider datasets,
which have fewer examples per class for training [15]. Finally, softmax was employed
as predictor to distinguish the classes. For optimization, we used the stochastic gradient
descent with momentum (SGDM) optimizer with a learning rate of α= 0.001, a learning
rate drop factor of 0.1 and learning rate drop period of 8. The network is trained for 40
epochs.

3.2 Data Augmentation

In this study, we use a lower-dimensional representation of images obtained using Prin-
cipal Component Analysis (PCA). PCA performs data decomposition into multiple
orthogonal principal components (PCs) using the variance criterion. The PCs are the
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Fig. 2. Architecture of neural network and its parameters

projections of the data along the eigenvectors of the covariance matrix of a dataset. The
first PC is the axis with the most variance and each subsequent PC is calculated in the
order of decreasing variance. The first PCs are the most significant, while the last ones
are considered to represent only the “noise”.

First, PCA discovers the eigenvectors and their matching eigenvalues of the covari-
ance matrix of a data set and the eigenvectors are sorted by their decreasing eigenvalues.
Given a dataset χ = {x1, . . . , xM } of samples drawn from a data source representing
a specific class ₡, and the covariance matrix C of the data set; the eigenvectors E are
found by solving equation

CE = λE, (1)

here λ is the eigenvalue that matches E. Each eigenvector ei can be expressed as

ei =
∑

j
αi
jxj, (2)

The original data can be reconstructed by multiplying principal components with
their loadings W as follows:

X̂ = WE (3)

Now each eigenvector ei represents a specific independent aspect of data samples
belonging to the class ₡. Next, we perform random reshuffling of these values:

Ŵ = �W , (4)
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where � is a random permutation operator applied with a specific probability of p.
Then the modified image dataset is reconstructed using the reshuffled loadings W̃

and eigenvectors E. Note that in order to avoid excessive variability in the surrogate
images, we did not perform permutation of loading on first two PCs, which encode the
most essential information of image class. The outcomes of image augmentation are
illustrated in Fig. 3 and the image augmentation method is summarized as:

Fig. 3. Illustration of image augmentation: original images (left) and surrogate (augmented)
images (right)

1. Compute PCs for each class in dataset using classical PCA.
2. Perform random permutations of the PC loadings (with a predefined probability)

starting from the loading representing the third principal component.
3. Construct surrogate images using the randomly permuted loadings.
4. Use the surrogate image dataset to perform pre-training of a neural network.
5. Freeze the learned weights of the selected layers of the neural network and perform

post-training using the original (unchanged) training dataset.

The computational complexity of the method is determined by the calculation of
PCA, which is O

(
min

(
p3, n3

))
, here p is the number of pixels in an image, and n is the

number images. For our experiments we construct different surrogate image datasets
using 2%, 3%, 4%, 5%, 7%, 10%, 15%, 20%, 25% and 30% of permutations of the
PC loadings. We generated 1000 new images for each image class and used them for
network pre-training. For final training, we used the original images from the training
set, while we explored different training scenarios: 1) Freeze only the first convolutional
layer (CL) conv_1; 2) Freeze two first CLs conv_1 and conv_2; 3) Freeze all CLs conv_1
and conv_2, conv_3.

4 Experimental Results

We use the CIFAR-10 dataset [16], which is a known benchmark dataset in image
classification and recognition domain. The dataset has 60,000 32 × 32 color images
between 10 different classes, which represent the images of both natural (birds, cats,
deer, dogs, frogs, horses) and artificial (airplanes, cars, ships, and trucks) objects. The
dataset has 6,000 images of each class. The training set has 50,000 images (equally
balanced), while a testing set has 10,000 images (1,000 images of each class). The
classes do not overlap and they are fully mutually exclusive.
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We evaluated the performance using accuracy and uncertainty of classification based
on ambiguity, i.e. the ratio of the second-largest probability to the largest probability of
the softmax layer activations. The ambiguity is between zero (nearly certain classifica-
tion) and 1 (the network is unsure of the class due to inability to learn the differences
between them). We also evaluated the mean value of accuracy and ambiguity over the
testing image set and the results are depicted in Tables 1 and 2.

Table 1. Accuracy improvement with image augmentation using CIFAR-10 dataset (larger values
are better, best value is shown in bold). All improvement values are given with respect to the
accuracy of baseline network on testing data without any image augmentation applied

PC loadings
reshuffled, %

Accuracy improvement,
% (first CL frozen)

Accuracy improvement,
% (first two CLs frozen)

Accuracy
improvement, % (all
CLs frozen)

2 3.6600 −0.4900 −3.0900

3 6.5400 4.2400 2.9900

4 6.1200 4.3900 2.7500

5 3.5500 1.2800 −0.6100

6 4.7300 2.2900 0.5000

7 6.0100 2.4100 0.9600

10 3.7200 1.1700 −0.1600

15 4.9200 1.8700 0.4400

20 6.3700 5.3100 3.9100

25 7.1800 4.8500 3.0500

30 5.8200 5.0700 3.6700

Mean 5.3291 2.9445 1.3100

Std. dev 1.2795 1.9260 2.1679

The results show that best improvement in accuracy is achieved using a neural net-
work pretrained with surrogate images generated with 25% of principal component
loadings reshuffled and then post-trained with the weights of the first CL frozen (the
improvement is significant at p < 0.001 using one-sample t-test). In terms of classifica-
tion ambiguity, the best results are also obtained with the weights of only the first CL
frozen (the reduction is significant at p < 0.001 using one-sample t-test).

The results are also summarized in Fig. 4. Note that here we presented the reduction
of error rate instead of the improvement of accuracy for better comparison. These results
show that larger shuffling rates lead to better results, while the best results are achieved
by leaving the first CL frozen while retraining other layers.

For visualization of the activation maps, we use t-distributed stochastic neighbor
embedding (t-SNE). Themethod uses a nonlinearmap that attempts to preserve distances
and maps network activations in a layer to two dimensions. See the results for the fully
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Table 2. Classification ambiguity with image augmentation using CIFAR-10 dataset (smaller
values are better, best value is shown in bold)

PC loadings
shuffled,%

Ambiguity (first CL
frozen)

Ambiguity (first two
CLs frozen)

Ambiguity (all CLs
frozen)

2 0.1552 0.2408 0.3206

3 0.0811 0.1102 0.1612

4 0.0871 0.1088 0.1632

5 0.1367 0.1714 0.2348

6 0.1202 0.1533 0.2035

7 0.0929 0.1408 0.1890

10 0.1319 0.1782 0.2456

15 0.1210 0.1476 0.2252

20 0.0883 0.1054 0.1499

25 0.0788 0.1014 0.1554

30 0.0901 0.0974 0.1366

Mean 0.1076 0.1414 0.1986

Std. dev 0.0262 0.0438 0.0547

Fig. 4. Classification error and ambiguity vs principal component shuffling rate with trend lines.
The results are shown after the network was post-trained with original training dataset with its 1st,
1st and 2nd, and all convolutional layers frozen, respectively.

connected fc2 layer in Fig. 5. One can see that the network tends to put natural and
artificial object classes closer. This may mean that any misclassifications arise due to
the similarity of semantically close classes such as dogs and cats.
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Fig. 5. Activation visualization of the final fully connected layer using t-SNE

The examples of misclassification by the neural network are presented in Fig. 6.
They confirm that most misclassifications are between similar classes such as dog and
cat images.

Fig. 6. Examples of misclassifications: images classified as dog, dog, dog, bird (top row), bird,
frog, cat, deer (bottom row)

In order to visualize the features learned by the network, we use DeepDream [17]
to obtain images that fully activate a specific channel of the network layers. The results
for conv2 and conv3 layers are presented in Fig. 7.

Fig. 7. Feature visualization of outputs from convolutional layers conv2 and conv3
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Finally, a comparison of the results of our approach with the results of other authors
in Table 3. Our results compare well in the context of other state-of-the art methods,
considering that we used a smaller neural network with only 15 layers.

Table 3. Comparison with other works using CIFAR-10 dataset

Method description Error rate (%) Reference

Maxout Networks 9.38 [18]

Densely Connected CNN-BC (100-layer DenseNet) 6.3 [19]

CNN with PCA based data augmentation 5.34 This paper

16-layer-deep Wide Residual Network 3.8 [20]

5 Conclusion

This paper presents a novel image data augmentation technique based on the random
permutation of coefficients of within-class principal component scores obtained after
Principal Component Analysis (PCA). After reconstruction, the newly generated sur-
rogate images are used to pretrain a deep network (we used a custom 15-layer convo-
lutional neural network). Then one or more convolutional layers of the neural network
were frozen and the final training was performed using the original images.

This study also showed the practical applicability of our approach on training the
custom-made neural network using CIFAR-10 image dataset. The approach allowed
both to improve accuracy (up to 7.18%) and reduce ambiguity of classification. Thus, it
can be used for addressing the small data problem, when there is only a small number
of images available for training a neural network.

In future work, wewill examine and compare our approach with other types of image
dataset augmentation approaches. Also, we will explore the use of dropout and batch
regularization to improve the accuracy of the custom neural network.
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Abstract. The technological advancements in recent years has enabled
the creation of the Internet of Medical Things, i.e. solutions where med-
ical devices can communicate with each other and exchange data. The
guiding idea is to model solutions that can reduce the amount of expected
time for analysis of examination results, quick response in the case of dis-
eases as well as assist doctors. In this paper, we propose a solution based
on a multi-agent system, where agents are adapted to use classifiers based
on artificial intelligence techniques. In the proposed model, we also ana-
lyze patient data security and describe the solution so that it is possible
to use data in training classifiers without affecting their patient iden-
tity. Our approach has been tested on solution simulations based on the
most popular technique of artificial intelligence – convolutional neural
network.

Keywords: Multi-agent · Internet of Medical Things · Artificial
intelligence

1 Introduction

Technological development and faster implementation of the 5G infrastructure
means that more and more devices can use the Internet. This makes data
exchange between devices efficient and fast. Besides, the huge potential of artifi-
cial intelligence (AI) techniques finds its place in data analysis and management.
The combination of all these solutions enabled the creation of the Internet of
Things, which is already visible within smart cities, homes or any other smart
infrastructures.

Also, the narrowing of devices to the medical environment has created the
Internet of Medical Things (IoMT), which enables the exchange of data and their
processing during various examinations. The main idea of such infrastructure is
to reduce the waiting time for the results of medical tests, as well as to assist
doctors in making decisions. Moreover, information about patients’ state can be
c© Springer Nature Switzerland AG 2020
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gathered by some sensors [15]. In [6], the idea of creating a t-shirt composed
of sensors to monitor the health state of patients was described. The authors
analyzed the possible creation and made a basic model. Nowadays, we are using
smartwatches, bands that can be used for monitoring our pulse, or blood pressure
and this information might help some doctors to analyze this data for a long time
around the clock [14].

Smart Things can be used in some infrastructures to monitor health as was
shown in [17]. One of the actual problems in this solution is how to model such
an infrastructure. Edge computing is becoming a very promising solution, where
collected data are processed and analyzed by devices which gathered them or in
other but placed close [10]. Another problem is how to process data to obtain
strong results. An increasing amount of data requires tools for splitting the
data and clustering the data into classes. In [11], the authors proposed a new
algorithm of clustering data in IoMT using fuzzy logic. After clustering, there is
a need to obtain some features from this data for classification purposes. Neural
networks are very useful tools for classification as can be seen in [12]. In this
paper, a solution for classification features of ovarian cancer was described in
detail. Again in [24], the authors showed a technique for fusion of medical data.
Another major issue is privacy of patient data [5]. There is great risk in storing
data without proper levels of security. Large amounts of data must be stored in
databases located on servers or in the clouds. However, blockchain technology is
becoming very popular, which can enable data security due to a decentralized
database [8].

In this paper, we propose using a multi-agent system as a basic solution
in IoMT. Our proposal offers a great flexibility of using artificial intelligence
techniques, as also protection of data by the use of blockchain to store some
information. This approach was modelled and tested by some factors like time
of processing data, possible communication of agents and applying some classi-
fication methods.

The rest of the paper is organized as follows. In Sect. 3, we present our proposed
architecture. Next, in Sect. 4 we give details experiments on our methodology and
architecture. Finally, we end with some concluding remarks in Sect. 5.

2 Related Work

Blockchain architecture is increasingly used in practice because of the numer-
ous advantages that are primarily related to decentralization, security, and
authorization. It is particularly important to use elliptic curve cryptography
as described in [9], where Dinh et al. point to the flow of information in this
technology and analyze the possibilities of use. In [13], Gordon et al. introduce
the idea of using such safeguards in health care and outline its advantages and
disadvantages. Also available solutions in this area are evaluated and compared
what can be seen in [18].
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Parallel research is being carried out on classifiers to increase their effective-
ness as well reduce training time. In [2], Albahar et al. show using a convolu-
tional neural network (CNN) effective classification of skin marks. These types
of experiments may not only allow classification but also possible prediction of
metastases. The idea of prognosis for pancreatic cancer treatment was described
and analyzed by using an artificial neural networks (ANN) in [20] or others types
of classifier [3,4,22].

Scientists from around the world are trying to combine the advantages of
both technologies, which is visible in such works as [21]. Winnicka et al. pro-
posed a new technique model to obtain the best weights configuration in ANN.
As a reward for performing tasks in the chain, the given device received a cer-
tain number of points indicating its consumption due to the use of computing
power to perform this task. Again in [23], Xu et al. described using the crowd-
intelligence ecosystem for mobile edge computing by apply blockchain ideas.

3 Proposed Architecture

The proposed solution is based on building an architecture that can be used in
IoMT. Particular attention during system modelling was given to the need to use
AI methods, which are increasingly finding their practical implementations in
many different areas. Moreover, such systems are built on devices that primarily
perform tests on patients, so all patient data and collected data must remain
confidential. To keep these comments, we suggest a multi-agent architecture that
will use blockchain to store all confidential information.

3.1 Agent Architecture

Medical Things should perform several operations. In this paper, the basic pro-
cedure is simplified to performing examinations and saving any and all acquired
information. Unfortunately, such data is quite often signed by a given patient.
The agent [1,16] should, therefore, be able to encrypt this information and delete
it from the data.

The data obtained by such devices can take mainly two forms - numerical
data and graphical data. For numeric values, deleting them is not a compli-
cated process. In the case of a graphical data however, the removal consists
of placing a black rectangle on the image in place of the data. Deleting data
from the image does not delete the data from the device. This data is processed
using the patient’s ID and assigning a new ID to the study. Such a pair of data
(idpatient, idexamination) is placed in the blockchain. Patient data after encryp-
tion (for example, using AES) is placed in a classic database – if such a record
does not exist. Otherwise, the patient ID is retrieved.

This step protects patient data, but test results still needs to be addressed.
Test results are placed in a database as idexamination. This operation is performed
without the need for any encryption. Placing medical data in this form allows it
to be used for other processing needs. Let us assume that each agent may have
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Fig. 1. Visualization of the agent architecture corresponding to a given device on the
Internet of Medical Things.

a module that classifies and analyzes data obtained using sensors embedded in a
given device. The result of the classification without distinguishing the technique
will always be written as a numerical vector, where each value is the probability
of belonging to a particular class. It is worth noting that unresolved results
may be ambiguous, i.e. membership values will fluctuate in similar values. This
type of operation should quite often be the reason for re-training the classifier.
However, this is not always possible due to low computing power or even a time
factor. During the retraining of the classifier, the device will not be available.
For this reason, we suggest implementing a system that analyzes whether the
classifier should be overtrained. Such a need will arise if the condition that the
classification results are ambiguous is met. Of course, another device on the
network could be trained for such data, so the classifier is updated through
communication between agents.

Determining whether results are unambiguous can be performed using a tech-
nique with data correlation. Suppose than obtained results are given as a vector
[x0, x1, . . . , xn−1], where index indicates the given class of disease (which can
be defined as a vector [y0, y1, . . . , yn−1]). The proposed approach is based on
calculating Pearson correlation coefficient using covariation cov(·) and average
values as Sdx and Sdy following equations

cov(x, y) =
∑

(xi − x)(xi − y)
n

, (1)

Sdx =

√∑
(xi − xx)2

n
, (2)

Sdy =

√∑
(yi − xy)2

n
, (3)
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where x and y are the average of all values of a given variable. The above formula
for correlation can be presented as

rxy =
cov(x, y)
Sdx · Sdy =

∑
(xi − x)(xi − y)

n
· n
√∑

(xi − xx)2
√∑

(yi − xy)2

=
∑

(xi − x)(xi − y)
√∑

(xi − xx)2
√∑

(yi − xy)2
.

(4)

The correlation coefficient for the classification results will be in the range of
〈−1, 1〉, which will mean, respectively, a lack of relationship between the ideal
classification results and the obtained one. In the case of correlation at the level
of the middle of the range (i.e. when the level of the coefficient rxy is close to
0), the agent sends information with a request to re-train the classifier. If the
agent has enough computing power, it can perform overtraining using data in
the database. However, a simpler solution due to practical application is to send
a request to another agent on the network to do this overtraining.

If the correlation result is close to 1, it means that the patient is ill with one
of the diseases, so the information must be sent to the doctor to inform him. If
the value is negative, it means that the patient does not have any of the classified
diseases. A visualization of the agent’s architecture is shown in Fig. 1.

3.2 System Architecture

Each Thing in the IoMT network is associated with an agent. Depending on
various applications, it is possible to create a system based only on agents, but
practical use in medicine causes that the amount of data is huge, so there is a
need to extend the architecture with additional components. The general scheme
of operation is shown in Fig. 2.

The proposed architecture assumes that there will be at least one database
where medical data will be stored and a second database with encrypted patient
information. Additionally, a blockchain system will be existing, thanks to which
data about connecting patient information and examination will be stored. The
system is based on the idea of a decentralized database which increases the
security of information. The main advantage of this approach is the fact that
medical data is in a database that all agents have access to, so adding new
agents with new classifiers allows the use of ready resources in training processes.
Especially if we take into account the fact that artificial intelligence techniques
are data-hungry algorithms. Also, the proposed solution can be implemented
even with a defect, which is the low efficiency of classifiers, because thanks to
the classification analysis mechanism, it will force re-training on the current
database, which is constantly increasing. With the condition that in a situation
where the correlation coefficient described by the Eq. (4) is close to 1, then
the data in the database will be described by the approximate result of the
classification by rounding probabilities to whole numbers.

Agents communicate with each other primarily in two ways – in blockchain
technique to store data on the connection of medical data with patients and
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Fig. 2. Simplified visualization of multi-agent system architecture. Blue lines indicate
the possibility of connecting to the database, all agents form a blockchain system (which
is also added as an element), and communication between agents is indicated using the
yellow lines.

by sending information about the classification of data that is to be sent to
the device’s screen to notify about the analyzed situation or with a request to
overtrain the classifier. If there is a possibility of having high computing power
it is possible to re-training on this device, if not the agent sends a request to
everyone else. Message has four elements – idexamination, ryx, identification of
agent and machine type. The machine type indicates who is the recipient of the
information. Each agent who has the same machine takes data from a database
and classifies it. If the obtained result is better, it sends classifier configuration to
the agent by its identification number. If the next agent has retraining options,
then he performs it. However, in order not to duplicate the same information,
the agent (which cannot do it) does not send information asking for retraining,
but waits for other agents.

In the proposed system it may turn out that none of the agents will be able to
re-train the classifier, in this case, there will be an impasse. All agents update the
status of classifiers using the best one. This choice is illustrated by the following
equation

min
(
r(0)yx , r

(1)
yx , . . . , r

(k−1)
yx

)
, (5)

where k is the number of all agents with the same machine type.

4 Experiments

Our solution was modeled to analyze basic performance. We used a database
called HAM10000, ISIC 2018 Lesion Diagnosis Challenge [7,19], which has seven
classes of image representing skin marks and different diseases contained in seven
classes.
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Table 1. Average time [s] for response after 100 tests using random image form set.

Agents

1 2 3 4

x 0 1223 1318

0 x 1536 1456

0 0 x (932) 0

0 0 0 x (1231)

To show potential in our proposed system, 4 instances of the same program
with an implemented agent with the classic convolutional neural network were
used. Each network has been trained separately using Inception architecture by
10 epochs. A simple blockchain architecture was created using four instances of
programs and one, sample patient. Then, we added a single image to the sample
agent to see the operation. In our test, we assumed, that only two instances can
train a network. During these experiments, we measured the average response
time, the amount of time needed to complete this task, and the training coeffi-
cient rxy that has been achieved by trained instances.

Four used instances were numbered from 1 to 4, where 3 and 4 have a possi-
bility of re-training. In Table 1, a result of average time response after 100 test is
presented. An instance that gets an image and should send a request is marked
as x. We notice, that sending a request is received in each instance that can
re-train and in all cases, this process is made. in a situation, when the system
will have a large number of agents, it might be very problematic to make so
many unnecessary calculations. To prevent this, it would be worth adding some
mechanism to provide information on who trains. This result shows that lower
time to calculate new weights in networks is obtained when there is no need to
send a request. The increased time is caused by an additional load such as taking
the last image from the database, recalculating rxy, and then re-training.

Table 2. Average time [s] for complete classification task after 100 tests using random
image from each class.

Instance Class

1 2 3 4 5 6 7

1 1052 1034 1123 1363 1367 1973 1672

2 1023 1219 1289 1102 1319 1863 1783

3 983 1123 1167 1209 1293 1753 1665

4 1010 945 983 1023 1245 1653 1561

After testing the response time, the average classification time of a ran-
dom image from each class was measured. The results are presented in Table 2.
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In most cases, a better time was obtained when an image was received to an
agent which could re-train. However, it can be noticed, that for classes 5–7, time
was much longer than for the previous ones. Additionally, in this experiment,
we measured also the Pearson coefficients when an agent needs re-training and
after getting better weights configuration. This is presented in Fig. 3. The value
was changed to receive at least 0,5, which can indicate one of the classes. This
result shows, that this approach can be very promising not on the Internet of
Medical Things but also in other solutions. Proposed architecture is very flexible
because of the simple implementation, possibility of using different techniques
of classification and protection of data by deleting data from the medical image
and store confidential information in the blockchain.

Fig. 3. Average Pearson coefficient before/after classification of random image from
each sample after 100 tests.

5 Conclusion

Architecture of solutions in the Internet of Things based on a multi-agent system
can be used everywhere. The described approach enables simple implementation
in practice and great freedom in modelling artificial intelligence techniques that
play a key role here. As part of our research, we modelled this solution based on
the classification of lung and skin diseases. We used several artificial intelligence
models to indicate the approximate response time as well as the possibilities of
these techniques.

In future works, we plan to focus more on the security level of such a system
to improve this approach. Moreover, we plan to analyze a model composed of a
different type of agent and their communication.
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Abstract. Considering the great competition among industries, one of
the main factors that make companies market leaders is the quality of
their products. However, the techniques applied to quality control are
often flawed or inefficient, due to the great dependence on the human
factor, which leads to a tiresome process and highly susceptible to errors.
Besides that, in the context of the industry 4.0 the use of technologies to
improve the evaluation of these products becomes increasingly essential.
Hence, this work aims to find the most appropriate automatic classifica-
tion method of non-standard food products allowing its deployment in
a real biscuit industry. To do so, we evaluate different image descriptors
and classifiers, based on deep learning (end-to-end and deep features)
and traditional techniques (handcrafted features). From the obtained
results, we can see that the proposed methodology can provide more
effective quality control for the company, reaching an accuracy of up to
99%. This testifies that it can avoid offering non-compliant products in
the market, improving the credibility of the brand with the consumer,
its profitability and consequently its competitiveness.

Keywords: Image classification · Computer vision · Machine
learning · Deep learning · Food industry

1 Introduction

Nowadays, any manufacturing process aims to make use of the most effective
machine/information technology, mainly taking advantage of machine learning
methods. Hence, there is great potential for improvement of the production
activity to provide higher quality products. From the increasingly automated
production process, it becomes important to have a more efficient process of
checking non-standard quality products to keep up with the advances and the
speed of the large-scale production.

In the food industry, the bakery sector can be considered one of the most
important [23]. It includes the production of biscuits, pasta and bread. However,
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to keep the sector constantly growing, technological innovation is essential in the
production process. The quality of what is produced becomes vital, because it is
intrinsically linked to customers’ satisfaction, which is the key to the success or
failure of a company. Non-standard products (i.e. regarding color, size, texture
or flavor) can generate consumer complaints [14]. Consumers disappointed with
the quality of products can generate losses and compromise the competitiveness
of the company.

The great problem is that many quality control procedures are performed
through human analysis (e.g. visual analysis). The visual quality analysis per-
formed by employees is inefficient and unfeasible, considering that a large number
of products are produced daily in an industry.

In this context, automating the quality inspection processes to provide higher
quality products may require technological investments and, consequently, it
demands increased costs. In this sense, it is important to evaluate the most
appropriate automatic learning strategies capable to providing good and reliable
results.

Taking into account the described scenario, this work aims to learn descrip-
tors and pattern classifiers, improving the classification and the quality control
of biscuits in a real food industry. Hence, in summary, our contributions in this
paper are twofold: (i) we introduced an approach based on transfer learning
capable of better identifying biscuits corresponding (or not) to the standards
required by the company; (ii) we performed an extensive comparison between
handcrafted and deep features with several traditional supervised classifiers, and
against end-to-end state-of-the-art convolutional neural network architectures.

2 Background

It is extremely important to automate the process of identifying products that
do not meet the standards established by the company. In these cases, the use
of computer vision techniques has presented significant results for the classifica-
tion of products [5,9,19,22,27,28]. According to [22] one of the main problems,
regarding to the biscuit classification in real time, refers to the high volume
of computing at high speed, which requires high performance computing vision
techniques. Although there are many papers in the literature related to food
quality inspection [8,18,27], few of them can be used in high-speed product
classification.

In [22,23,28] the authors analyze only one type of defect (e.g. detection of
cracks) in a specific kind of biscuit (only one type). Differently, our work deals
with not only the classification of different types of biscuits, but also with their
standard or non-standard quality.

2.1 Image Description and Classification

Ideally, image descriptors should perform the extraction of relevant characteris-
tics of a given image in a similar manner to a human observer. However, despite
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some advances, there is still much to be explored and improved, given the current
knowledge regarding vision, cognition and human emotion.

Among the most used features to describe an image are those defined as
primitive (low-level) derived from three fundamental elements of the image: dis-
tribution of intensities (colors), texture and shape.

Color-based features are widely used in numerous applications, due to low
computational cost and invariance to operations such as rotations and transla-
tions. The color description is usually used to build a color histogram. In spite
of presenting linear cost w.r.t. the number of pixels, histograms present reduced
discrimination capacity and do not provide information about the spatial distri-
bution of colors in an image.

Several proposals have been made to address such problem, including a com-
bination of color and texture features. Unlike color, texture occurs over a certain
region rather than a point (pixel). In addition, since it has a certain periodicity
and scale, it can be described in terms of direction, roughness, contrast, among
others. The shape-based features, although in general involve non-trivial pro-
cesses (which can generate a higher computational cost), are also interesting
when used in some application domains.

All the aforementioned image description processes (i.e. feature extrac-
tion) are based on the so-called handcrafted features (i.e. they are intrinsically
bounded to the problem’s context). Hence, they can present some generaliza-
tion issues. To diminish such problem, nowadays, there is an expansion of image
description methods based on deep learning architectures like convolutional neu-
ral networks (CNN) [21]. This kind of architecture is capable of learning the
features regarding a problem through an hierarchical representation of features
from low-level to high-level ones.

It can be used not only to generate “generic” visual features (deep features),
but also to perform the classification step at the same process (end-to-end learn-
ing). However, the computational cost of such techniques (requiring great compu-
tational power and volume of data) can impairs their use in some real scenarios.
There are different CNN architectures in the literature. For instance, ResNet [24]
presents residual blocks to reduce the training time. It introduces a “shortcut”
connection, which skips one or more layers. Another one is Inception-v3 [26] that
applies the so-called bottlenecks’ layers also trying to reduce the cost.

Besides the aforementioned possibilities of cost reduction, there is the transfer
learning technique. Through this process we can reuse a CNN that was pre-
trained in a “generic” context (e.g. ImageNet dataset [29]) and apply it to solve
a more specific problem. To do so, we just need to retrain a considerably smaller
portion of the original architecture (e.g. dense layers) and freeze the remaining
ones (e.g. convolutional layers).

3 Proposed Methodology

In this section, we present our proposed methodology for classification and qual-
ity control in a food industry focused on the production of biscuits. For this, it
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is important to obtain the best learning approaches for description and classifi-
cation. Then, different feature extractors and classifiers should be analyzed both
for i-) identification of biscuits corresponding (or not) to the standards required
by the company (i.e. binary classification), and ii-) identification of different
types of biscuits (i.e. multiclass classification). Figure 1 illustrates the pipeline
of our proposed methodology.

Fig. 1. Pipeline of the proposed methodology.

Initially, we obtained the image database from a production line in an indus-
try. After organizing the datasets (see description in Sect. 4.1), there are two
main flows. Through the first flow, it is possible to perform the extraction of
(handcrafted and deep) features, using the traditional and the CNN architec-
tures, respectively. Considering the deep features, we can obtain them from a
given layer (generally the last dense layer) or fine-tune the pre-trained CNN
model to work with a new domain. Different CNN architectures can be used. In
this case, we applied the transfer learning technique and used the pre-trained
models, which generally were trained on a bigger dataset from a general domain
(i.e. not related to biscuits). We considered the learned weights (i.e. trainable
parameters) from the CNNs as deep features. Therefore, these (handcrafted and
deep) extracted features can be evaluated by the traditional classifiers.

Regarding the second flow, in the fine-tuning step, we evaluated the end-to-
end classification process. In this case, we retrain the fully connected layer and
replace the final classification layer (e.g. softmax) to output the correct number
of probabilities, according to our dataset.

Afterwards, our methodology enables performing analyses between different
types of extractors and classifiers, and evaluating the more appropriate setting
(pair extractor/classifier) to the classification of biscuits. Algorithm 1 presents
details of our methodology.
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Algorithm 1: Proposed methodology

input : image dataset D
output : best learning model MΩ obtained through maximum accuracies
auxiliaries: E: set of feature extractors; H: set of pre-trained CNN

architectures; Feats: hand-crafted and deep feature sets; TrainSets
and TestSets: training and test sets; perTrain and perTest:
percentages of the training and test sets; nsplits: number of splits;
C: set of traditional classifiers; ModelSets: learning model sets;
AccSets: mean accuracies; TrainSetIds and TestSetIds: identifiers of
the training and testing samples from each split, MeanAccΩ :
maximum accuracies.

1 HandCraftedFeatures ← getHCFeatures(D, E);
2 DeepFeatures ← getDeepFeatures(D, H);
3 Feats ← HandCraftedFeatures

⋃
DeepFeatures;

4 for each i ∈ Featsi, i = 1, ..., nf do
5 TrainSetsi, TestSetsi ← stratifiedSplits(Featsi, perTrain, perTest, nsplits);
6 for each j ∈ Cj do
7 ModelSetsij ← generateModels(TrainSetsi, Cj);
8 AccSetsij ← testModels(TestSetsi, ModelSetsij);

9 end

10 end
11 for each i ∈ Hi, i = 1, ..., nh do
12 AccSets ← AccSets

⋃
end2end(TrainSetIds, TestSetIds, Hi);

13 end

14 MeanAccΩ ← findMaxAcc(AccSets);

4 Experiments

4.1 Dataset Description

The initial stage of this work was to build the image dataset. To do so, we chose
different types of biscuits (e.g. strawberry, vanilla, among others) presenting
standard and non-standard quality according to the factory policy. The dataset
was divided into 8 classes, regarding each biscuit flavor and its quality level
(standard or non-standard). We collected 1, 000 samples for each class, compos-
ing a set of 8, 000 samples for the experiment. All samples were preprocessed
changing the background of the image from white to blue background, which
simulates the color of the treadmill used in the manufacturing process. Table 1
shows each image class and its respective description and number of samples.

Employees of the production line were needed to collect these biscuits, since it
is not possible to frequently visit the production line by unauthorized people. The
employees collected the samples once a week, because the biscuits are produced
on demand. Thus, a given type of biscuit are not produced every day. The image
acquisition was performed using an 8 megapixel camera with a resolution of
3264 × 2448 pixels Full HD (1920 × 1080 pixels) with 60 fps. Figure 2 shows



64 M. de Sousa Silva et al.

image examples of the dataset’s classes (each type of biscuit and its quality level
- standard and non-standard).

Table 1. Description of the biscuit dataset.

Class Description Total

C1 Standard Vanilla 1000

C2 Non-standard Vanilla 1000

C3 Standard Chocolate 1000

C4 Non-standard Chocolate 1000

C5 Standard Candy 1000

C6 Non-standard Candy 1000

C7 Standard Strawberry 1000

C8 Non-standard Strawberry 1000

Vanilla Chocolate Candy Strawberry

Fig. 2. Biscuit samples from each class. Upper images correspond to standard samples
and lower images refer to non-standard samples.

4.2 Scenarios

To perform the experiments we extracted handcrafted features using traditional
image descriptors and deep features from two different state-of-the-art CNN
architectures, called Inception-v3 [2,26] and Resnet-v2 [24]. We applied the
transfer learning technique for both of them (pre-trained on ImageNet dataset
[29]). This provides a considerable reduction of data and training cost. We used
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Table 2. Description of the extractors of handcrafted and deep features.

Extractor Category Features

ACC [13] Color 768

BIC [3] Color 128

CEDD [7] Color 144

FCTH [6] Color and Texture 192

Gabor [30] Texture 60

GCH [32] Color 255

Haralick [20] Texture 14

JCD [17] Color and Texture 336

LBP [12] Texture 256

LCH [32] Color 135

Moments [30] Texture 4

MPO [10] Texture 6

MPOC [10] Texture 18

PHOG [33] Texture 40

RCS [31] Color 77

Tamura [15] Texture 18

Inception-v3 [29] Generic 2048

ResNet-v2 [24] Generic 1536

both architectures not only to extract deep features from our image dataset,
but also to perform the end-to-end process (retraining just the dense layers and
freezing the others). Table 2 shows the traditional extractors that we used, with
their respective types (e.g. color, texture, generic) and number of features.

Moreover, we used different traditional supervised classifiers considering each
type of features (handcrafted and deep ones), and compared them against the
end-to-end process with transfer learning. To the evaluation process we used
the hold-out protocol. To do so, we split our dataset into 80% for training and
20% for testing. We generated 10 stratified splits. Regarding the traditional
supervised classifiers we used k-NN [25], J48 [1], RF [4] and SVM [11], all of
them with their default literature parameters.

Considering the Inception-v3 and ResNet-v2 architectures, as required by
them, the images were resized to 299 × 299 pixels. Both were trained using 50
epochs, and we used a batch size of 32 samples, an initial learning rate of 10−4,
a learning rate decay factor equal to 0.7, a number of epochs before decay of 2,
and the Adam optimizer [16].

4.3 Results

Table 2 shows the results obtained by each combination of feature extractor and
traditional classifiers. From the results, it is possible to observe and obtain the
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Table 3. Mean accuracies ± standard deviation presented by descriptors and classifiers.

k-NN J48 RF SVM

ACC 98.75 ± 0.40∗ 97.56 ± 0.58 99.03 ± 0.37∗ 85.28 ± 1.09

BIC 98.88 ± 0.42∗ 97.83 ± 0.60 99.33 ± 0.28∗ 85.47 ± 2.24

CEDD 97.84 ± 0.55 96.08 ± 0.70 98.69 ± 0.37∗ 90.81 ± 0.96

FCTH 96.43 ± 0.55 94.29 ± 0.74 96.66 ± 0.51 85.67 ± 1.03

Gabor 96.33 ± 0.67 90.70 ± 2.00 96.21 ± 0.58 66.82 ± 1.26

GCH 99.08 ± 0.38∗ 97.59 ± 0.56 99.20 ± 0.34∗ 84.66 ± 2.55

Haralick 96.56 ± 0.54 94.43 ± 1.29 96.97 ± 0.54 52.41 ± 6.04

JCD 98.23 ± 0.50 96.70 ± 0.60 99.07 ± 0.36∗ 91.17 ± 0.95

LBP 98.56 ± 0.44∗ 95.36 ± 0.82 98.10 ± 0.40 98.20 ± 0.52

LCH 98.95 ± 0.41∗ 97.29 ± 0.61 99.17 ± 0.35∗ 98.55 ± 0.40∗

Moments 95.04 ± 0.80 94.88 ± 0.90 97.14 ± 0.62 65.63 ± 4.17

MPO 97.50 ± 0.57 96.07 ± 0.69 97.95 ± 0.54 66.74 ± 4.46

MPOC 98.23 ± 0.48 96.72 ± 0.62 98.40 ± 0.40 82.91 ± 2.79

PHOG 93.45 ± 0.72 89.53 ± 0.96 96.08 ± 0.61 60.72 ± 1.35

RCS 97.82 ± 0.53 96.34 ± 0.67 98.16 ± 0.52 69.45 ± 1.23

Tamura 96.50 ± 0.67 94.73 ± 0.67 97.28 ± 0.47 78.75 ± 1.49

Inception-v3 98.92 ± 0.38∗ 96.92 ± 0.68 99.04 ± 0.40∗ 99.24 ± 0.34∗

Resnet-v2 98.65 ± 0.41∗ 96.12 ± 0.65 98.84 ± 0.37∗ 99.09 ± 0.36∗

best feature extractor for each classifier (see underlined values, Table 3). For
example, using the k-NN classifier, the most appropriate extractors were ACC,
BIC, GCH, LBP, LCH, Inception-v3 and Resnet-v2. LCH and Inception-v3 were
the best extractors for all classifiers.

Analyzing each extractor, the most suitable classifiers (bold values) were RF,
k-NN and SVM. The RF classifier presented the best accuracies for all feature
extractors. It is also possible to observe the best combinations (extractor and
classifier pairs) through the highest accuracy results (highlighted by an asterisk).

The best combinations were ACC using k-NN and RF; BIC using k-NN and
RF; CEDD using RF; GCH using k-NN and RF; JCD using RF; LBP using
k-NN; LCH using k-NN, RF and SVM; Inception-v3 using k-NN, RF and SVM;
Resnet-v2 using k-NN, RF and SVM. Such pairs have equivalent results in terms
of accuracy. However, analyzing the dimensionality of the feature vectors, we
can see that the best pairs would be BIC with kNN and BIC with RF. The
BIC extractor enables to obtain high (or equivalent) accuracies with a smaller
number of features than the others.

We also compared the best result obtained by (handcrafted or deep) features
combined with traditional classifiers, against the results achieved by the end-to-
end classification process. Regarding the traditional classifiers, the best accuracy
was up to 99.33% obtained by the BIC extractor with the RF classifier (see
Table 3). The end-to-end classification processes reached accuracies of 99.89%
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Fig. 3. Confusion matrices using the extractor-classifier pairs: (a) GCH-k-NN, (b) BIC-
J48, (c) BIC-RF, (d) Inception-v3-SVM.

and 99.71% by the Inception-v3 and Resnet-v2, respectively. However, they are
more costly because they have to learn a higher number of weights.

Analyzing the confusion matrices (Figs. 3(a)–(d)), it is possible to note that
all pairs (descriptor/classifier) presented good behavior. The confusion matrix
using the BIC extractor and the RF classifier (see Fig. 3(c)) shows one of the best
results. There is still some confusion between classes C2 (Non-standard Vanilla)
and C5 (Standard Candy) as presented by the other matrices, but in overall its
accuracy is more robust (i.e. higher concentration of values in the main diagonal
of the matrix). For instance, Fig. 3(a) (pair GCH/k-NN) predicted wrong all
samples from the C6 class (i.e. Non-standard Candy, labeling them as class C5 –
Standard Candy). Other matrices like the one illustrated in Fig. 3(d) presented
confusion between classes (trueLabel− predictedLabel), such as: C7-C8, C5-C6,
C6-C4. However, these were minor misclassifications (i.e. few samples among one
thousand) and we were capable of obtaining good accuracies.
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5 Conclusion

We presented a methodology for application in a real food industry, more specif-
ically related to the analysis and quality control in the production of biscuits.
To evaluate our proposed methodology, we performed an extensive experimental
analysis considering several handcrafted and deep features with different tradi-
tional supervised classifiers, and against end-to-end convolutional neural network
architectures.

From the results, we can observe that our methodology achieves accuracies
of up to 99%. Despite the hype and the results presented by the state-of-the-art
CNN architectures, analyzing the most cost-effective techniques (e.g. in terms
of accuracy and dimensionality of the feature vectors), the most successful com-
bination was using the BIC extractor and the RF classifier.

As future work, we intend to use other image databases, considering different
types of classes (i.e. distinct types of biscuits and quality standards - damages).
We also intend to use other CNN architectures and deep learning techniques. For
example, data augmentation and GANs to provide more samples and improve
the learning process.
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Abstract. We consider the problem of classifying images, ordered in
a sequence (series), to several classes. A distinguishing feature of this
problem is the presence of a slowly varying, reoccurring concept drift
which results in the existence of relatively long subsequences of similar
images from the same class. It seems useful to incorporate this knowledge
into a classifier. To this end, we propose a novel idea of constructing a
Markov chain (MC) that predicts a class label for the next image to be
recognized. Then, the feedback is used in order to modify slightly a priori
probabilities of class memberships. In particular, the a priori probability
of the class predicted by the MC is increased at the expense of decreasing
the a priori probabilities of other classes.

The idea of applying an MC predictor of classes with the feedback to
a priori probabilities is rather general. Thus, it can be applied not only
to images but also to vectors of features arising in other applications.
Additionally, this idea can be combined with any classifier that is able
to take into account a priori probabilities. We provide an analysis when
this approach leads to the reduction of the classification errors in com-
parison to classifying each image separately.

As a vehicle to elucidate the idea we selected a recently proposed
classifier (see [23,25]) that is based on assuming matrix normal distribu-
tion (MND) of classes. We use a specific structure of the MND’s covari-
ance matrix that can be estimated directly from images without feature
extraction.

The proposed approach was tested on simulated images as well as
on an example of the sequence of images from an industrial gas burner’s
flames. The aim of the classification is to decide whether natural gas con-
tains a sufficient amount of methane (the combustion process is proper,
lower air pollution) or not.

Keywords: Classification of ordered images · Reoccurring concept
drift · Generalized matrix normal distribution · Classifier with
feedback · Markov chain predictor
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1 Introduction

A large number of examples can be pointed out when images should be con-
sidered as a series (i.e., a sequence of images that are ordered in time). This is
of particular importance when we want to observe and classify selected features
over time. We assume that the features of interest can fluctuate over a long
time intervals without changing their class membership of subsequent images.
At unknown time instants, the observed features can change (abruptly or grad-
ually), leading to the change of their classification for a longer period. Then, the
next parts of the series can return to previously visited class memberships. We
shall name such sequences image series with a slow reoccurring concept drift.
The assumption that we are faced with an image series with a slow reoccurring
concept drift is crucial for this paper. The reason is that we can use this fact
in order to increase the classification accuracy by predicting a class label of the
next image and incorporating this a priori knowledge into a classifier.

The following examples of such image series can be pointed out.

– Quality control of manufacturing processes monitored by cameras. The fol-
lowing two cases can be distinguished:
1. Separate items are produced and classified as proper or improper (con-

forming to requirements or not). One can expect long sequences of con-
forming items and shorter sequences of non-conforming ones.

2. Production is running continuously in time (e.g., molding and rolling of
copper, other metals or steel alloys). Here also slow changes of the quality
can be expected, while the proper classification of a product is crucial for
economic efficiency.

– Combustion processes monitored by a camera (see [20,29] and the bibliogra-
phy cited therein).

– Automated Guided Vehicles (AGV) are more and more frequently monitored
by cameras and/or other sensors. Most of the time they operate in an environ-
ment which is well defined and built-in into their algorithms, but sometimes
it happens that they meet other AVG’s or other obstacles to be recognized.

For simplicity of the exposition we impose the following constraints on an
image series:

– it is not required that class labels of subsequent images strictly form a Markov
chain (MC), but if it is possible to indicate the corresponding MC, then the
proposed classification algorithm has a stronger theoretical justification,

– images are represented as matrices, i.e., only their grey levels are considered,
– an image series has slow reoccurring concept drift in the sense explained

above,
– the probability density functions (p.d.f.’s) of images in each class have covari-

ance structures similar to that of matrix normal distributions (MND’s).

The last assumption will be stated more formally later. We usually do not have
enough learning images to estimate the full covariance matrix of large images.
An alternative approach, that is based projections is proposed in [26].
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The paper is organized as follows:

– in the section that follows we provide a short review of the previous works,
– in Sect. 3, we state the problem more precisely,
– in the next sections, we provide a skeletal algorithm, then its exemplifications

and the results of testing are discussed.
– an example of classifying flames of an industrial gas burner is discussed in

the section before last.

Notice that we place an emphasis on classifying images forming a time series, but
avoiding a tedious (and costly) features extraction step (an image is considered
as an entity).

2 Previous Work

We start from papers on the bayesian classifiers that arise in cases when the
assumption that class densities have the MND distribution holds. This assump-
tion will be essentially weakened in this paper, but it cannot be completely
ignored when one wants to avoid the feature extraction step without having
millions of training and testing images.

Then, we briefly discuss classic papers on classifying images when their class
labels form a Markov chain. We also indicate the differences in using this infor-
mation in classic papers and here.

As mentioned in [25], “The role of multivariate normal distributions with the
Kronecker product structure of the covariance matrix for deriving classifiers was
appreciated in [15], where earlier results are cited. In this paper the motivation
for assuming the Kronecker product structure comes from repeated observations
of the same object to be classified.”

It was also documented in [22,23] and [24] that the classifier based on the
MND’s assumption is sufficiently efficient for classifying images without features
extraction. Furthermore, in [25] it was documented that an extended version of
such classifiers is useful for recognizing image sequences, considered as whole
entities.

The second ingredient that is used in the present paper is a Markov chain
based predictor of class labels, which is used as feedback between the classifier
output and a priori class probabilities for classifying the next image in a sequence.
This idea was proposed by the first author (see Fig. 1 for a schematic view of
the overall system).

Xt

m

n

t

Classifier
Xt lt

Markov
Chain

Update p̂

p̂

Fig. 1. A general scheme of classifying an image series.
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The idea of using the assumption that class labels form a Markov structure
has a long history [13] and its usefulness is appreciated up to now (see, e.g.,
[14,28]). In these and many other papers, the Markov chain assumption was
used in order to improve the classification accuracy of a present pattern using
its links to the previous one. Here, we use a Markov chain differently, namely, it
serves in the feedback as a predictor of the next class label.

A recurrence in neural networks has reappeared several times. A well-known
class is Elman networks (see the original paper [9] and [4] for a learning process
of Elman’s networks which is so laborious that it requires parallel computing
tools). In Elman’s networks, an input vector is extended by stacking values of
all the outputs from the previous iteration.

Hopfield neural networks (HNN) have even a more complicated structure.
Their learning is also rather laborious, since after presenting an input vector
the HNN internally iterates many times until a stable output is attained. We
refer the reader to [18] for the description of the HNN that is dedicated to
change detection between two images and to [2] for the HNN designed to classify
temporal trajectories.

In the context of Elman’s and Hopfield’s nets, our feedback can be called
weak, for the following reasons:

1. only limited information (class labels) is transmitted back to the recognizer,
2. the transmission is done once per image to be recognized (there are no inner

loop iterations),
3. feedback information does not influence an input image, but provides only an

outer context for its classification, by modifying a priori class probabilities.

The problem of dealing with reoccurring concept drift has been intensively
studied in recent years. We refer the reader to [8,10] and the bibliography cited
therein. We adopt the following definition from [8]: “We say that the changes are
reoccurring if we know that the concept can appear and disappear many times
during processing the stream.” We agree also with the following opinion: “Many
methods designed to deal with concept-drift show unsatisfactory results in this
case [3].”

Our approach can also be used for data streams, but after a learning phase
that is based on long historical sequences of images. We shall not emphasise this
aspect here. We refer the reader to [12] for the recent survey paper on learning
for data stream analysis.

3 Problem Statement

In this section, we first recall the pattern recognition problem for matrices in the
Bayesian setting. Then, we specify additional assumptions concerning a series of
images and reoccurring concept drift.
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3.1 Classic Bayesian Classification Problem for Random Matrices

A sequence of ordered images Xk, k = 1, 2, . . . ,K is observed one by one. Grey
level images are represented by m × n real-valued1 matrices.

Each image Xk, k = 1, 2, . . . , K can be classified to one of J > 1 classes,
labeled as j = 1, 2, . . . , J . The following assumptions apply to all J classes.

As 1) Each Xk is a random matrix, which was drawn according to one of
the probability density functions (p.d.f.’s), denoted further by fj(X),
j = 1, 2, . . . , J , of the m × n matrix argument X

As 2) Random matrices Xk, k = 1, 2, . . . ,K are mutually independent (this
does not exclude stochastic dependencies between elements of matrix
Xk).

As 3) Each matrix Xk is associated with class label jk ∈ J , k = 1, 2, . . . ,K,

where J def
= {j : 1 ≤ j ≤ J}.

Labels jk’s are random variables, but – as opposed to the classic problem
statement – they are not required to be mutually independent. When
new matrix (image) X0 has to be classified to one of the classes from J ,
then the corresponding label j0 is not known. On the other hand, when
ordered pairs (Xk, jk), k = 1, 2, . . . , K are considered as a learning
sequence, then both images Xk’s and the corresponding labels jk’s are
assumed to be known exactly, which means that a teacher (an expert)
properly classified images Xk’s.

As 4) We assume that for each class there exists a priori probability pj > 0
that X and Xk’s were drawn from this class. Clearly

∑J
j=1 pj = 1.

Notice that here a priori probabilities are interpreted in the classic way,
namely, as the probabilities drawing some of Xk’s from j-th class. In
other words, in specifying pj ’s we do not take into account the fact that
Xk’s form an image series with possible concept drift. Later, we modify
this assumption appropriately.

As 5) (optional) In some parts of the paper we shall additionally
assume that class densities fj(X)’s have matrix normal distributions
Nn, m(Mj , Uj , Vj), i.e., with the expectation matrices Mj and Uj as
n × n inter-rows covariance matrices and Vj as an m × m covariance
matrix between columns, respectively. We refer the reader to [23] and
the bibliography cited therein for the definition and basic properties of
MND’s.

It is well-known (see, e.g., [7]) that for the 0–1 loss function the Bayes risk
of classifying X is minimized by the following classification rule:

j∗ = arg max
1≤j≤J

pj fj(X), (1)

since a posteriori probabilities P (j|X) of X being from class j ∈ J are propor-
tional to pj fj(X), j ∈ J for each fixed X.

In [23] particular cases of (1) were derived under assumption As 5).
1 In implementations, grey levels are represented by integers from the range 0 to 255,

but for theoretical considerations we consider them to be real numbers.
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3.2 Classification of Images in a Series

Consider a discrete-time and discrete states Markov chain (MC) that is rep-
resented by J × J matrix P with elements pj j′ ≥ 0, j, j′ ∈ J , where pj j′ is
interpreted as the probability that the chain at state j moves to state j′ at the
next step. States of the MC are further interpreted as labels attached to X’s.
Clearly, P must be such that

∑
j′∈J pj j′ = 1 for each j ∈ J . Additionally, the

MC is equipped with column vector q̄0 ∈ RJ with nonnegative elements that
sum up to 1. The elements of this vector are interpreted as the probabilities that
the MC starts from one of the states from J . According to the rules governing
Markov chains, vectors q̄k of the probabilities of the states in subsequent steps
are given by q̄k = P q̄k−1, k = 1, 2, . . . , K. At each step k a particular state of
the MC is drawn at random according to the probabilities in q̄k.

As 6) Class labels jk in series of images (Xk, jk), k = 1, 2, . . . , K are gener-
ated according to the above described Markov chain scheme.

In order to assure that the MC P is able to model reoccurring concept drifts,
represented by changes of jk’s, we impose the following requirements on P:

As 7) The MC P possesses the following properties: all the states are commu-
nicating and recurrent, the MC is irreducible and aperiodic.

In the Introduction (see also the section before last) it was mentioned that our
motivating example is the combustion process of natural gas, which can have
slowly varying contents of methane modelled here as slowly varying, reoccurring
concept drift. Similar concept drift changes can be observed in drinking water
and the electricity supply networks in which concept drifts appear as changes of
parameters of a supplied medium (e.g., the purity of water or the voltage of the
current).

The ability of MC to generate long sequences of the same labels is guaranteed
by the following assumption.

As 8) Transition matrix P of the MC has strongly dominating diagonal ele-
ments (by strong dominance we mean the diagonal elements are about
5–10 times larger than other entries of P.

Mimicking decision rule (1) for images in a series, under assumptions A1)-
A4) and A6)-A8), it is expedient to consider the following sequence of decision
rules:

j∗
k = arg max

1≤j′≤J

[
pj∗

(k−1) j′ fj′(Xk)
]
, k = 1, 2, . . . , K, (2)

where it is assumed that at step (k − 1) it was decided that j∗
k−1 is the label

maximizing the same expression (2), but at the previous step.
Under assumptions As 1) - As 4) and As 6) - As 8), our aim in this paper is

the following:

1. having learning sequences of images: (X̂k, ĵk), k = 1, 2, . . . , K̂
2. and assuming proper classifications ĵk to one of the classes
3. to construct an empirical classifier that is based on (2) decision rules.

and to test this rule on simulated and real data.
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4 A General Idea of a Classifier with the MC Feedback

Decision rules (2) suggest the following empirical version of decision rules: X′
k

is classified to class j̃k at k-th step if

j̃k = arg max
1≤j′≤J

[
p̃j̃(k−1) j′ f̂j′(X′

k)
]
, k = 1, 2, . . . , K, (3)

where j̃(k−1) is the class indicated at the previous step, while:

1. f̂j′(Xk), j′ ∈ J are estimators of p.d.f.’s fj′(Xk) that are based on the
learning sequence.

2. p̃j̃(k−1) j′ , j′ ∈ J plays the role of the a priori class probabilities at k-th step.
Possible ways of updating them are discussed below.

As estimators in 1) one can select either

– parametric families with estimated parameters (an example will be given in
the next section),

– nonparametric estimators, e.g., from the Parzen-Rosenblat family or apply
another nonparametric classifier that allows specifying a priori class proba-
bilities, e.g., the support vector machine (SVM) in which class densities are
not explicitly estimated (see an example in the section before last).

The key point of this paper is the way of incorporating the fact that we are
dealing with an image series with a reoccurring concept drift into the decision
process. As already mentioned (see Fig. 1), the idea of a decision process is to
modify a priori class probabilities taking into account the result of classifying
the previous image by giving preferences (but not a certainty) to the latter class.

This idea can be formalized in a number of ways. We provide two of them
that were tested and reported in this paper.

Skeletal classifier for image series with the MC feedback

Step 0 Initial learning phase: select estimators f̂j′(X), j′ ∈ J and calculate
them from the learning sequence, estimate the original a priori class
probabilities p̃0j′ , j′ ∈ J as the frequencies of their occurrence in the
learning sequence. Then, set

p̃j̃0 j′ = p̃0j′ , for all j′ ∈ J (4)

for the compatibility of the notations in further iterations, where for
k = 0 we select j̃0 = arg max1≤j≤J [p̃0j ] as the maximum a priori prob-
ability. Estimate transition matrix P̂ of the MC from the labels of the
learning sequence. Select γ ∈ [0, 1] and Δp ∈ [0, 1) as parameters of the
algorithm (see remarks after the algorithm for explanations). Set k = 1
and go to Step 1.
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Step 1 Decision: acquire the next image in the series X′
k and classify it to class

j̃k = arg max
1≤j′≤J

[
p̃j̃(k−1) j′ f̂j′(X′

k)
]
. (5)

Step 2 Prediction: run one step ahead of the MC P̂, starting from the initial
state: [0, 0, . . . , 1︸︷︷︸

j̃k

, . . . , 0, 0]. Denote by ǰk the label resulting from

this operation.
Step 3 Update the probabilities in (5) as follows:

p̃j̃k j′ = p̌j̃k j′

/ J∑

j=1

p̌j̃k j for all j′ ∈ J , (6)

where p̌j̃k j′ ’s are defined as follows: if j′ �= ǰk, then for all other j′ ∈ J

p̌j̃k j′ = (1 − γ) p̃0j′ + γ p̃j̃(k−1) j′ , (7)

otherwise, i.e., for j′ = ǰk

p̌j̃k j′ = (1 − γ) p̃0j′ + γ p̃j̃(k−1) j′ + Δp . (8)

Step 4 If X′
k is not the last image in the series (or if X′

k’s form a stream), then
set k := k + 1 and go to Step 1, otherwise, stop.

The following remarks are in order.

1. In (7) and (8) parameter γ ∈ [0, 1] influences the mixture of the original
a priori information and information gathered during the classification of
subsequent images from the series.

2. Parameter Δp ∈ [0, 1) is added only to the probability of the predicted class
ǰk in order to increase its influence on the next decision. The necessary nor-
malization is done in (6). In the example presented in the section before last
the influence of Δp on the classification accuracy is investigated.

5 Classifying Series of Images Having Matrix Normal
Distributions

In this section, we exemplify and test the skeletal algorithm when As 5) is in
force. In more details, for m × n images (matrices) X class distributions have
the MND’s of the following form (see [17]):

fj(X) =
1
cj

exp
[

−1
2

tr[U−1
j (X − Mj)V −1

j (X − Mj)T ]
]

, j ∈ J , (9)
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where it is assumed that n × n matrices Uj ’s and m × m matrices Vj ’s are
assumed to be nonsingular, while n × m matrices Mj ’s denote the class means.
The normalization constants cj ’s are defined as follows:

cj
def
= (2π)0.5n m det[Uj ]0.5n det[Vj ]0.5m , j ∈ J . (10)

As one can observe, (9) has a special structure of the covariance matrix, namely,
Uj ’s are the covariance matrices between rows only, while Vj ’s between columns
only, which makes it possible to estimate them from learning sequences of rea-
sonable lengths. This is in contrast to a general case when the full covariance
matrix would have mn × mn elements, which is formidable for estimation even
for small images m = n = 100. We refer the reader to [16,27] for the method of
estimating Uj ’s and Vj ’s from the learning sequence. Further on we denote these
estimates by Ûj ’s and V̂j ’s, respectively. Analogously, we denote by M̂j ’s the
estimates of the expectations of fj ’s that are obtained as the mean values of the
corresponding matrices from the learning sequence, taking into account, how-
ever, that the entries of Xk’s are contained either in [0, 255] or [0 1], depending
on the convention.

Matrix Classifier with a Markov Chain Feedback (MCLMCF)

Step 0: Select 0 < κmax ≤ 100. Select Δp ∈ (0, 1).
Step 1: Initial learning phase: estimate M̂j , Ûj , V̂j ,ĉj for j ∈ J from a learn-

ing sequence. Select cmin = min(ĉj), estimate the original a priori
class probabilities p̃0j , j ∈ J as class occurrence frequencies in a learn-
ing sequence. Calculate j̃0 = max(p̃0j ). Set k = 1. Estimate P̂ based
on the learning sequence. If P̂ has an absorbing state then use MCL
[23]), otherwise go to step 2.

Step 2: Verify whether the following conditions hold:

λmax(Ûj)
λmin(Ûj)

< κmax, j ∈ J and
λmax(V̂j)
λmin(V̂j)

< κmax, j ∈ J (11)

If so, go to step 3a, otherwise, go to step 4.
Step 3a: Classify new matrix X′

k to class, according to (12). Go to step 3b.

j̃k = argmin0<j′≤J

[1
2
tr[Ûj′

−1
(X′

k − M̂j′)V̂j′
−1

(X′
k − M̂j′)T ]

]
(12)

− log(p̃j̃(k−1)j′/cmin)

Step 3b: Update estimate of a priori probability p̃, using the following proce-
dure:

(a) Select class ǰ, according to probabilities in j̃k row of transition matrix P̂.
(b) Set p̃j̃k ǰ = p̃j̃(k−1)ǰ

.

(c) For every j′ �= ǰ, j′ ∈ J check if p̃j̃(k−1)j′ − Δp

J−1 > 0, if so then update
p̃j̃kj′ and p̃j̃k ǰ according to (13), else p̃j̃kj′ and p̃j̃k ǰ remain unchanged.
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p̃j̃kj′ = p̃j̃(k−1)j′ − Δp

J − 1
and p̃j̃k ǰ = p̃j̃k ǰ +

Δp

J − 1
(13)

Set k = k + 1. If k ≤ K then go to step 3a else stop.
Step 4: Classify new matrix X′

k according to the nearest mean rule. Add the
current result (X′

k, j̃k) to the training set, then update the estimates
of p̃j0 , M̂j , Ûj , V̂j , ĉj and select cmin for j ∈ J in the same manner,
as described in step 1. Set k = k + 1. If k ≤ K then go to step 2,
otherwise stop.

6 Experiments on Simulated Data

In this section, we present the results of experiments performed on simulated
data for the evaluation of the proposed classifier performance. We generated 486
sequences, each consisting of 300 matrices. Matrices were randomly generated
according to one of the three matrix normal distributions, which represents three
classes. MNDs parameters are presented in Table 1, where J8 is an 8 × 8 matrix
of ones and D8 is an 8 × 8 tridiagonal matrix with 2 at the main diagonal
and 1 along the bands running above and below the main diagonal. The order
of classes in the sequence was modeled by the MC with transition probability
matrix P (see Eq. (14)). In the conducted experiments, the data were divided
into a training and testing set in the following manner: the first 100 matrices of
a sequence were used as a training set for classifiers, the remaining matrices were
used as a test set. Then Gaussian noise with (σ = 0.05) was added to matrices
in the test set.

Table 1. Parameters of MND for each class and transition matrix P.

Class M U V
1 0.1J8 I8 D8

2 0.2J8 D8 I8
3 0.5J8 D8 D8

P =

⎡
⎣
0.9 0.1 0
0.1 0.8 0.1
0 0.15 0.85

⎤
⎦ (14)

In order to analyze the impact of value of parameter Δp on the MCLMCF
performance, we performed tests for Δp = [0.01, 0.02, 0.05, 0.1, 0.2, 0.5]. Table 2,
which presents the results obtained with the MCL and MCLMCF with different
Δp parameter, reveals that increasing the value of Δp improves the classifica-
tion performance of the MCLMCF. We can observe that the proposed classifier
outperforms the MCL. We also analyzed the characteristics of sequences in the
test set. We divided sequences into two groups: the first group (improved or the
same) contains 411 sequences that were classified with higher or same accuracy
with the use of MCLMCF with Δp = 0.5, the second group (worse) comprises
75 sequences that were better classified with the MCL. Then we measured the
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Table 2. Left panel – the results of the experiments for different values of Δp. Right
panel – the lengths of homogeneous class sub-sequences in the test set.

Classifier Mean acc Var of acc
Δp = 0.5 0.7757 0.0142
Δp = 0.2 0.7627 0.0154
Δp = 0.01 0.7237 0.0167

MCL 0.7212 0.0142
Δp = 0.1 0.7190 0.0199
Δp = 0.05 0.7165 0.0185
Δp = 0.02 0.6913 0.0206

lengths of the homogeneous class subsequences (Table 2 - right panel). Our anal-
ysis shows that the proposed classifier performs better than MCL on sequences
that contain long subsequences of the same class.

7 Case Study – Classifying an Image Series of Gas
Burner Flames

The proposed approach was also tested on an image series of industrial gas
burner flames. The contents of methane in natural gas fluctuate over longer
periods of time, leading to proper, admissible or improper combustion that can
be compensated by regulating the air rate supply. Thus, the contents of methane
in the gas have all the features of the reoccurring concept drift. The mode of the
combustion is easy to classify by an operator simply by visual inspection since
the flame is either blue, blue and yellow, but still laminar or only yellow with a
turbulent flow (see [19] and [20] for images and more details). It is however more
difficult to derive an image classifier that works properly in heavy industrial
conditions.

In order to test the Skeletal algorithm with the MC predictor, we selected the
support vector machine (SVM) as the classifier in Step 1. The learning sequence
consisted of 90 images in the series while the testing sequence length was 55.
Having such a small testing sequence, we decided to extend it by adding 100 of
its repetitions with the noise added (see [1] for the survey of methods of testing
classifiers and to [11] for handling possibly missing data). The noise was rather
heavy, namely, it was uniformly distributed in [−0.25, 0.25] for grey level images
represented in [0, 1] interval.

In this study, we apply the estimated transition matrix shown in Fig. 2(left
panel). Properties of the MC with matrix P̂ are listed in Table 3(right panel).
Alternatively, one can consider the optimization of this matrix so as to attain
better classification accuracy. This is however not such an easy task because we
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P̂ =

⎡
⎣
0.87 0.03 0.09
0.06 0.77 0.16
0.07 0.23 0.69

⎤
⎦
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Fig. 2. Left panel – estimated P matrix of the MC. Right panel – the classification
error vs Δp.

Table 3. Left panel – the fraction of the mean occupation time (fMOT) for the labels
of the learning system (2nd column) and for the states of MC P (3rd column) Right
panel – basic properties of MC P.

State fMOT L.S. fMOT MC P
1 0.367 0.365

2 0.344 0.365

3 0.289 0.270

”Communicating”, [1, 2, 3],
”RecurrentClasses”, [1, 2, 3],
”Irreducible”, True,
”Aperiodic”, True

have to take into account many constraints (see [21] for a global search algorithm
that is able to handle complicated constraints).

The mean occupation time (MOT) of the MC state is the number of discrete
times (steps of the MC) that are spent by the MC in a given state. We apply
this notion also to the labels of the learning sequence. By the fraction of the
MOT (fMOT) we understand MOT’s of the states divided by the length of the
observations or the length of the learning sequence, respectively. The comparison
of the second and the third columns of Table 3 shows a very good agreement of
the fMOT’s, which justifies the usage of our prediction model.

Then the Skeletal algorithm with γ = 0.5 and SVM as the basic classifier
was run 100 times for Δp varying from 0 (i.e., there is no feedback from the MC
predictor) to 0.35. As one can observe in Fig. 2 (right panel), for properly selected
Δp = 0.2 we can reduce the classification error by about 3 % in comparison to
the case when the MC feedback is not applied. For long runs of industrial gas
burners, the improvements of the decisions by 3 % may lead to essential savings.
On the other hand, the same figure indicates the optimum is rather flat and
selecting Δp in the range for 0.1 to 0.25 provides similar improvements.

8 Concluding Remarks

The problem of classifying a series of images with a reoccurring concept drift was
considered. The class of algorithms for such problems was proposed and tested
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both on simulated and industrial images. The idea of introducing feedback from
the MC predictor of class labels to a priori class probabilities occurred to be
fruitful in both cases, leading to the reduction of the classification error by about
3%, especially when we observe a long series of images from the same class.

Possible applications of the proposed approach include a long image series
arising in the medical diagnostics (see, e.g., [5]). One can also combine the idea
of the MC predictor with classifiers that are based on deep neural networks, e.g.,
in the version that was proposed in [6].
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Abstract. In this paper, we propose a method for rules generation for
images, which can be further used to enhance the classification accu-
racy of a convolutional neural network as well as to increase the level of
explainability of neural network decisions. For each image from the train-
ing set, a descriptor is created based on the information contained in the
convolutional layers of the network. The descriptors of images of the same
class are then used to create a single-class prototype, which is character-
istic of that class. The prototypes of different but semantically similar
prototypes are then grouped into major categories using the DBSCAN
algorithm. The analysis is carried out using the ILSVRC dataset and
the VGG16 net is used. The experimental verification performed on the
validation set demonstrated the validity and general nature of the rules
obtained using the proposed method.

Keywords: Image retrieval · Explainable AI · Convolutional neural
network.

1 Introduction

In recent years the subject of various image processing techniques receives much
attention from machine learning researchers. Examples of the most challeng-
ing issues of this type are image classification or content-based image retrieval
(CBIR). In the image classification, a model is built on the supervised train-
ing dataset of images, which is further used to classify formerly unseen images.
The CBIR algorithms focus on analyzing the objects on the image as well as
their surroundings, textures, or backgrounds, in order to find similar images
in the database. In the literature, there are many effective methods of CBIR
[2,4,8,9,21]. Almost all of the modern techniques of various image process-
ing tasks are based on deep learning [6] and the convolutional neural networks
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(CNN). Their effectiveness and accuracy are relatively high. However, there is
still some room for improvement. Moreover, the models learned by the CNNs
are hardly understandable for the users, i.e. they are not explainable. For the
mentioned reasons, in this paper, we propose a method for rules generation,
which could be used to support the classification of query images. Each rule has
assigned a group of different but semantically similar classes, where all of these
classes belong to the same major category. If a newly observed query image
matches one of the rules, this information can be incorporated in the classifica-
tion process and tilt the final decision of the CNN towards the classes contained
in the rule. Additionally, the rules will increase the explainability of the learned
models since the rules can receive ‘human-friendly’ names given by the expert.
The process of rules construction can be divided into three steps, which are
described in more detail in Sect. 2. The first step aims at constructing a proper
descriptor, containing the characteristic features of single images. The proper
descriptors construction is a very important in many tasks of image processing
[7,12,20]. The descriptors based on the activations of CNN neurons are com-
monly applied in various methods of the CBIR [14,16,17,19]. Most of them use
the information contained in the fully connected layers, which are placed on top
of the convolutional part of the CNN. This approach is, for example, applied
in the neural codes proposed in [1]. Such descriptors are very effective in the
tasks where the semantic classes are the most important. However, it should be
noted that there is a lot of additional information contained in the activations of
convolutional layers. Descriptors based in such a way are useful in tasks where
the features like textures or background play an important role [3,10,11,18].
In our approach, we decided to construct descriptors using activations of the
last convolutional layer, i.e. the one just before the fully connected layers. The
second step of our approach is to construct a class prototype descriptor, which
would summarize the knowledge gathered in descriptors of images belonging to
the same class. We proposed to define such a prototype simply as an arithmetic
average over all descriptors of images belonging to the considered class. In the
third step, we apply the DBSCAN clustering algorithm [5] to group the class
prototypes obtained in the second step. We observed that the descriptors of
semantically similar classes tend to form clusters and can be assigned to a major
common category. The obtained clusters are then considered as rules for query
images. Although the method can be applied to any kind of CNN, in this paper
we worked with the VGG16 neural network. Its detailed structure is presented
in Fig. 1. The VGG16 net is relatively simple, allowing as to verify our intu-
itions fast and straightforwardly. The rest of this paper is organized as follows.
Section 2 describes the process of cluster-based rules generation, which takes
into account the knowledge gathered in activations of the convolutional layer
feature maps. In Sect. 3, the experimental verification of the validity of the rules
is performed based on the ILSVRC validation set. Section 4 concludes the paper
and points out some possible directions for future research.
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Fig. 1. The structure of the VGG16 neural network.

2 Rules Generation Method

The proposed method of rules generation consists of three steps. First, for each
image a descriptor is created, which uses the information contained in the convo-
lutional part of the CNN. In the second step, single-class prototypes are created.
The prototype summarizes knowledge about the most characteristic features of
the considered class. Then, the single-class prototypes are grouped together using
a clustering algorithm to generate rules in their final shape.

2.1 Descriptor Construction

Let us assume that the training dataset consists of N elements, each belonging
to one of K classes. Let xn denote the n-th image and let yn,∈ {1, . . . , K},
be the class assigned to it. The training dataset can be divided into K disjoint
subsets

Sk = {xn : yn; n = 1, . . . , N}. (1)

To generate the descriptor, we focus on the activations generated in the
convolutional part of the network. As can be seen in Fig. 1, the VGG16 net
consists of five blocks of convolutional layers. Each block ends with a max-
pooling layer which downsizes the width and the height of feature maps. We
want to construct a descriptor that would summarize the knowledge gathered in
the convolutional blocks. We take into account only the last block which contains
D feature maps. The max-pooling layer of the last convolutional block is of size
W ×H ×D. Since we apply the VGG16 net, the parameters are equal to W = 7,
H = 7, and D = 512. Let us denote the activations of the d-th feature map after
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processing the n-th data elements as M(xn)ijd, i = 1, . . . ,W , j = 1, . . . W . In
each feature map, we take activations with values above some threshold τ

I(xn)d = {(i, j) : M(xn)ijd > τ}, d = 1, . . . , D. (2)

Next, their arithmetic average is computed

h(xn)k =

∑
(i,j)∈I(xn)k

M(xn)ijk
∑

(i,j)∈I(xn)k
1

. (3)

The descriptor for image xn is then defined as a D-dimensional vector

h(xn) = [h(xn)1, . . . , h(xn)D] , (4)

2.2 Single-Class Prototypes

Analyzing descriptors for the exemplary ILSVRC dataset [15], it turns out that
descriptors of images of the same class have significant similarities. This fact
points out that it is possible to establish a set of rules, which would help to
interpret the class of a query image based only on its descriptor. Although the
descriptors are similar, it still may be a hard task to invent the proper rules.
Therefore, we decided to make it in a simple way, by calculating the arithmetic
average of descriptors belonging to the considered class

hk =

∑
xn∈Sk

h(xn)
|Sk| , (5)

where |Sk| denotes the cardinality of set Sk. After this step, we have K different
D-dimensional representative prototype rules, one for each class. Newly created
average-descriptors hk can be used to help in determining the class of a query
image by comparing the distances of its descriptor with all the prototypes.

2.3 Cluster-Based Rules

The fact that descriptors for images of the same class have similar features might
be quite expectable. However, it also turns out to be true that the descriptors
of different classes also demonstrate some similarities. For example, we might
expect that descriptors for various animals share common characteristics and
therefore, should lie in their neighborhood in the D-dimensional feature space.
To visualize it, we focused on the previously mentioned ILSVRC dataset, for
which K = 1000. To reduce the data dimensionality, we applied the t-SNE algo-
rithm [13] on 1000 prototypes given by (5). The t-SNE algorithm reduces data
from a high-dimensional space into a lower-dimensional one, while keeping dis-
tances between the original and projected data as much as possible. We projected
descriptors hk into a 2-dimensional space

Hk = tSNE(hk), (6)
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where tSNE() is a table-valued function, which links the hk descriptor with
the corresponding 2-dimensional vector Hk obtained using the t-SNE algorithm.
The parameters of the t-SNE were set to: perplexity = 30, early exaggeration =
12.0, learning rate = 200.0. Distribution of Hk vectors, which Visualizes the
distribution of the single-class prototypes hk in a 2-dimensional space, is shown
in Fig. 2. Each vector Hk is represented by a thumbnail of an image Xk ∈ Sk,
for which the descriptor was the closest to the prototype hk.

Fig. 2. Distribution of Hk vectors, which visualizes the distribution of the single-class
prototypes hk in a 2-dimensional space, obtained using the t-SNE algorithm. The
picture in the high resolution can be found at https://github.com/pstaszewski/2020
06/blob/master/tsne vizualization.png.

As can be seen, the descriptors of images with semantically similar classes
tend to appear close to each other. They form groups of classes to which a parent
class could be assigned, e.g. animals, fruits, or meals. It should be noted that
the ILSVRC dataset originally contains a hierarchy of classes, however, we did
not use this information in our analysis. This hierarchy can be found at http://
image-net.org/explore – we encourage the readers to compare it with the result
presented in Fig. 2. Summarizing, each class contains a set of features typical
for it, but some features are common also for other classes, which are grouped
together in a parent category.

To group precisely the prototypes H1, . . . , HK , we applied the DBSCAN
clustering algorithm [5]. This algorithm has two advantages, i.e. it does not

https://github.com/pstaszewski/2020_06/blob/master/tsne_vizualization.png
https://github.com/pstaszewski/2020_06/blob/master/tsne_vizualization.png
http://image-net.org/explore
http://image-net.org/explore
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require to fix the number of clusters a priori, and it founds clusters of arbitrary
shapes. In our analysis, we obtained 19 clusters, which are visualized in Fig. 3.
We denote these clusters as Gj , j = 1, . . . , 19. It should be noted that clusters
Gj can be considered either as groups of prototypes Hk or hk since there is
a one-to-one correspondence between the high and low-dimensional prototypes.
Groups Gj play the role of rules, which could be further used to enhance the
classification process for query images and explainability of the obtained results.

Fig. 3. Groups of 2-dimensional single-class prototypes obtained using the DBSCAN
algorithm.

3 Experimental Verification

As it was previously mentioned, our model was created and analyzed using the
ILSVRC training dataset. To verify it, we will use the ILSVRC validation set. It
contains images that were not used for the construction of single-class prototypes
and cluster-based rules presented in Subsects. 2.2 and 2.3.

In the beginning, we chose five exemplary clusters obtained by the DBSCAN
algorithm. These clusters contain descriptors of images, for which we can assign
the following major categories: Dogs (G1), Birds (G2), Fruit and Vegetables
(G3), Vehicles (G4), and Buildings (G5). The clusters of Hk descriptors and the
thumbnails of images corresponding to them are presented in Table 1.

To investigate the usability of the obtained cluster-based rules in enhancing
the classification or explainability of query images, we performed simulations
based on the ILSVRC validation set V = {y1, . . . , yNV

}. We checked whether
the query images descriptors match the clusters containing descriptors of images
of the same or similar classes. To this end, we performed two slightly different
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Table 1. Five exemplary clusters obtained using the DBSCAN algorithm. Each cluster
contains descriptors of images of different (but semantically similar) classes, belonging
to one common parent category

G1 G2 G3 G4 G5
Dogs Birds Fruit and Vegetables Vehicles Buildings

Fig. 4. The top-10 images from the validation set with the shortest distance between
their descriptors and corresponding cluster centers.

computations. In the beginning, for each data element y from the validation set,
we calculated the descriptor h(y) using (4). Then, for each cluster G1, . . . , G5

computed their centers c1, . . . , c5. Then, for each cluster center, we found the
top-10 images from the validation set, whose descriptors are the closest to this
center. The obtained results are presented in Fig. 4. As can be seen, the images
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are very similar to the images corresponding to the cluster center, since their
distances are very small.

In the second set of computations, instead of taking the cluster centers, for
each cluster, we randomly chose 10 descriptors belonging to that cluster. Then,
for each of these descriptors, we chose one image with the closest descriptor from
the validation set. The results are presented in Fig. 5.

Fig. 5. Images retrieved from the validation set with the shortest distance between
their descriptor and descriptors of 10 images randomly chosen from the considered
cluster.

As can be seen, the presented results demonstrate that the presented method
for cluster-based rule generation is very useful and can help in enhancing the
classification process of query images or can be applied in explainability issues.

4 Conclusions and Future Work

In this paper, we presented a method of rules generation for images, based on
the activations of the convolutional part of the CNN. The information contained
in convolutional layers was used to construct descriptors of images. Then, the
descriptors were used to create single-class prototype rules, which characterize
features of the classes. We observed that these prototypes tend to create groups
with classes that are semantically similar to each other. Therefore, we applied
the DBSCAN algorithm to create cluster-based rules. The experiments demon-
strated that the rules are also valid for images from the validation set. These
rules can be further use to upgrade the classification process of query images.
In this paper, we worked with the VGG16 net, for which the top-1 accuracy is
74.4%, whereas the top-5 accuracy is equal to 91.9%. Hence, there is still a lot of
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room for improvement. We expect that the rules generated using our approach
can enhance the classification accuracy of query images, what we plan to ver-
ify in our future work. Another possible research direction is the application of
more advanced CNN than the VGG16. Moreover, more sophisticated descriptors
could be proposed, which use the knowledge gathered in all convolutional layers
of the network, not only the last one. Other clustering algorithms for rules gen-
eration could also be tested. Finally, the presented method could also be used
in increasing the explainability of the neural network decisions.

Acknowledgment. This work was supported by the Polish National Science Centre
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Abstract. Recent developments in technology need the methods to become more
efficient in various conditions. We can see this situation is much visible in mul-
timedia and verification, where biometrics are used to recognize somebody from
images, both as detections of suspicious behaviors and user verification. The paper
presents proposed technique for face verification by the use of hybridmethod based
on SURF and neural network classifier. On the input image SURF is searching for
potential key points, for which it creates special maps. These descriptors are for-
warded to neural network for analysis and verification. Proposed solution works
well and experimental results show good efficiency.

Keywords: Feature extraction · Identity verification · Neural networks

1 Introduction

In many systems we grant access based on verification of some credentials. There are
many ways to do that. First and the most classic one is password check. Second, which
becomes much more popular due to technology boost, is verification of bio-metric fea-
tures. Some systems use fingerprint authentication, another use iris pattern, but also face
recognition is very popular. New high definition cameras take images where objects are
visible in many details, what makes them useful for precise detection.

New systems analyze face details by comparing them to the pattern, however it is not
easy task mainly because of big problems with obtaining user-specific features. Classic
approaches use graphics processing algorithms to extract bio features distances between
eyes, position of mouth and nose, relation in distance to ears, contours of face. These
are most appropriate, since features like hair may easily change over time. Actually also
biologic features may differ over time so the most important for correct classification is
adjusting to possible changes in outlook.

Identity verification research can be divided into various stages: extraction of features
and classification. For extraction the most specific characteristics are used to describe
entire set of samples. In [1], the idea of extraction features for hyperspectral images was
described, while in [2] was presented robust discriminant regression. Acquired features
are used in large biometric systems which are described in [3]. The authors analyzed
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biometric security in cloud computing. Systems based on the analysis of the person’s
signature are also often created [4]. As tool for classification artificial intelligence algo-
rithms are created. An example are fuzzy rough rule based systems [5], classic neural
networks [6, 7] and convolutional ones [8]. The large use of these techniques is in the
development of block chain mechanisms where authorization is important step on the
way to payment confirmation [9]. Big achievements are also obtained in the field of
holding and searching in large databases [10]. Various approaches use deep learning and
mixed features to solve decision making. In [11] an idea of pattern matching by graph
structures was proposed, while [12, 13] proposed pattern matching of various inputs by
advanced neural processing approaches.

In this paper, we proposed an idea of combing classic algorithm for key-points se-
arch and after processing of obtained data samples by the use of convolutional neural
network. As final effect we have a systemwhich is trained to classify selected bio-metric
features. Proposed solution is developed to evaluate biometric features which have the
lowest possibility to have big changes over time. We have examined our idea using two
different feature extraction matrices. The results have shown good efficiency in both
cases and potential of our proposition for development.

2 Face Recognition Technique

First the input image is filtered and after we have a search procedure for key points.
These locations are used to compose feature maps forwarded for verification purposes
by the use of convolutional neural network.

2.1 Feature Extraction for the Purpose of Classification

For extraction from images we need to define simple object features which will be
searched for by selected method. The input in a form of a color image is very com-
plex so first step will be simplification. At the beginning the image will be filtered for
simplification of unimportant elements. Simplified elements should be not important for
classification, what means this would be no influence on work of the algorithm. Filtered
image will be easier to proceed for the algorithmwhich searches for key points. We have
used an image matrix:

⎡
⎢⎢⎢⎢⎢⎣

P1,1 P1,2

P2,1 P2,2
· · · P1,n−1 P1,n

P2,n−1 P2,n
...

. . .
...

Pm−1,1 Pm−1,2

Pm,1 Pm,2
· · · Pm−1,n−1 Pm−1,n

Pm,n−1 Pm,n

⎤
⎥⎥⎥⎥⎥⎦

where Pi,j is the color the pixel presented in RGB model (Red-Green-Blue), where
coordinates of pixels are (i, j) for i ∈ 〈1,m〉 and j ∈ 〈1, n〉 and m× n are dimensions of
the image.
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The first filter is used to binarize an image, what changes pixel color to white or
black according to the formula:

Pij =
{
1, if

R(Pi,j)+G(Pi,j)+B(Pi,j)
3 < t/2,

0, if
R(Pi,j)+G(Pi,j)+B(Pi,j)

3 ≥ t/2

where R
(
Pi,j

)
,G

(
Pi,j

)
and B

(
Pi,j

)
represent red, green and blue, while Pi,j is the pixel,

t is the threshold value 〈0, 255〉. Standard threshold is t = 255 since we divide possible
values of colors for two equal parts. Presented filtering technique allows to eliminate
colorful clothes or hair but also helps to find face elements, because usually they are
darker than the rest of the picture. At the end the simplified image is ready for key points
searching, or this task Speeded Up Robust Features (SURF) was implemented. them.
Proposed SURF algorithm uses Hessian matrix H (x, y, ω) for each pixel:

H (x, ω) =
[
Lxx(x, ω) Lxy(x, ω)

Lyx(x, ω) Lyy(x, ω)

]

where each partial we understand as

Lxx(x, y, ω) = I(x)
∂2

∂x2
g(ω)

Lyy(x, y, ω) = I(x)
∂2

∂y2
g(ω)

Lxy(x, y, ω) = Lyx(x, y, ω) = I(x)
∂2

∂x∂y
g(ω).

where Lxx(x, y, ω), Lyy(x, y, ω),Lxy(x, y, ω) and Lyx(x, y, ω) are convolutions of the
image from second derivative, g(ω) is a kernel and (x, y) are pixels coordinates.
Integrated image I(x) is composed by formula:

I(x) =
k≤x∑
k=0

l≤y∑
l=0

I(k, l).

SURF searches for pixels where determinant of Hessian matrix is the biggest

det
(
Hxy

) = Lxx(x, y, ω) ∗ Lyy(x, y, ω) − (
Lxy(x, y, ω)

)2
.

Pixels of highest values are recognized as key points. Then, around them we make
squares 5×5 and check if 80% of this square is black or white. If yes, the pixel is deleted
from key points since surrounding does not show much features. Later the algorithm
analyzes our image by region of interest. It takes these points, which are in the middle
of the image with help of Hough transform. We choose only 25 key points which should
be useful and for each of them create a square 3×3, connecting them into the one image
15 × 15 pixels. This image is the input to Convolutional Neural Network.
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2.2 Convolutional Neural Network

Convolutional Neural Networks are developed for image analyzing. First working lay-
ers, which are not fully connected layers are called convolution and pooling layers.
The combination of convolution and polling layers can be duplicated many times. The
convolution layer consists of small filters, which are treated as a matrix and the name
“convolution” was taken from this. In a discrete form it works like normal multiplication
of matrices, what means that this filter multiplies pixels and move further. The pooling
layer reduces dimensions of the image. For example in case of 3x3 matrix, it takes only
one value (usually the maximum). In the next step this matrix moves one pixel further
and do it again for new values. The fully-connected layer is classical neural network
layer, where each neuron in one layer is connected with each neuron in next layer.

We used Adam algorithm to train the network. It took its name from “adaptive
moment estimation”, which is important part of its working. The algorithm is a combi-
nation of two stochastic algorithms: Adaptive Gradient Algorithm (AdaGrad) and Root
Mean Square Propagation (RMSProp) and takes advantages from both of them. Adam
uses estimation of the first and second moment of gradient to modify learning rate for
all weights in the neural network. The moment is chosen randomly and n-th moment is
defined as:

mn = E
[
xn

]
.

where m is the moment and x is the random variable. The first and second moments are
mean and uncentered variance respectively. To estimate them Adam changes moving
averages computed by formulas:

mt = β1mt−1 + (1 − β1)gt

vt = β2vt−1 + (1 − β2)g
2
t

wheremt and vt are moving averages, g is a gradient and β1, β2 are the hyper-parameters
in range (0, 1). Default value are β1 = 0,9 and β2 = 0,999. These values are connected
with moment:

E[mt] = E
[
gt

]

E[vt] = E
[
g2t

]

These expected estimators should be equal to parameter we are trying to estimate by
formula for mt :

mt = (1 − β1)

t∑
i=0

β t−i
1 gi

and

E[mt] = E
[
g1

](
1 − β t

1

) + σ.



SURF Algorithm with Convolutional Neural Network 99

Because of approximation σ is the probable error. After calculating these values, we
need to find better estimator:

m̄t = mt

1 − β t
1

v̄t = vt
1 − β t

2

Now we just need to move averages to adjust the learning rate for each parameter.
The weight update is presented by following formula:

wt = wt−1 − μ
m̄t√
v̄t+ ∈

where wt is the t − th weight and μ is the step size, which depends on iteration. After
certain number of iterations neural network is learned.

3 Face Recognition as a Mechanism for Identity Verification

Our algorithm can be used for verification of people, in situations when we i.e. verify
identity of somebody without documents. Photo of this person is taken as input to the
algorithm. The first step is filtering, which helps in later key points searching. The
purpose of filtering is to simplify the image and eliminate potential pixels, which could
be useless key points, for example the cloth with complex pattern or colorful hair.
Binarization eliminates colors and even shades of gray, so picture consists of only white
and black pixels. It is highly probable to delete majority of useless potential key points.

After filtering, the image should be as simple as possible to use it as the input for key
points search algorithm (like SURF). The algorithm finds certain number of key points,
which should be important parts of face like eyes or mouth, and connect them to one

image filtering key 
points

nose

convolu�on to extract 
important elements

eye

ear

...

processing

DATABASE

decisioncomparison

Fig. 1. The model of the proposed method
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smaller image. This image is important for the next step, because it is used as the input
to convolutional neural network. The network compares this image to database and as
the result gives us the identity, which is the most similar to the image elements as shown
in Fig. 1.

4 Experiments

As our database we use 100 images of 15 individuals and neural network, which archi-
tecture is shown in Table 1. The neural network was trained in proportion 70:30 for
learning to classification images and was learning for 200 iterations. Later we expand
the database about next 30 images for better verification of effectiveness.

Table 1. Used classifier architecture.

Type of Layer Output Shape

Convolution 2 × 2 (14, 14, 64)

Max pooling 2 × 2 (7, 7, 64)

Convolution 2 × 2 (14, 14, 64)

Max pooling 2 × 2 (7, 7, 64)

Flatten 288

Dense 128

Dense 96

Dense 15

We tested different values for few variables. The first one is coefficient t in binariza-
tion filter. Figure 2 shows the difference in percent of black pixels for coefficient equal
to 255, 200, 150 and 100. The approximation on the chart is polynomial with order 6 to
show the similarity in each coefficients.

The secondvariablewhichwe tested are the dimensions of the image created fromkey
points.We tested two different constructions, for input image 35×35 and 15×15 pixels,
which means that we created key points of dimensions 7 × 7 and 3 × 3. Table 2 shows
difference between values of confusion matrix for these dimensions. It is visible that
the accuracy, sensitivity and specificity are higher for bigger image. Positive precision
is better for them too, but negative one is worse than for 3 × 3. However this is the only
one value, which is better for smaller images. The miss rate is few times smaller than
miss rate of 3 × 3 image and the same is going with the fall-out. According to this table,
taking the large images should have better results of classification.
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Fig. 2. Comparisons for different coefficient in binarization

Table 2. The values for two different dimensions of images

Measure For 3 × 3 images For 7 × 7 images

Accuracy 0.743 0.882

Sensitivity 0.875 0.973

Specificity 0.261 0.577

Precision 0.812 0.884

Negative predictive value 0.366 0.866

Miss rate 0.124 0.026

Fall-out 0.738 0.422

False discovery rate 0.187 0.115

False omission rate 0.633 0.133

F1 score 0.842 0.926

5 Conclusions

In this paper we used combination of key points search algorithm and Convolutional
Neural Network for face recognition algorithm. The whole algorithm can be used in real
time to verify identities of the people in the crowded places like airport. The results are
good, however in its initial proposition the key points searching still finds some points,
which are useless for further verification. This aspect will be eliminated in our future
research. Except of this disadvantage, the algorithm is effective in real time verification.

Acknowledgments. Authors acknowledge contribution to this project of the Program
“Best of the Best 4.0” from the Polish Ministry of Science and Higher Education No.
MNiSW/2020/43/DIR/NN4.
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Abstract. This paper presents an algorithm for grouping strokes. This
method includes two stages. Firstly, a set of strokes is transformed into
a set of hypotheses that a group of strokes matches the pattern. For this
purpose, a method for comparing small groups of strokes is proposed.
Then, the set of hypotheses is selected with the use of a decision tree to
get a proposition of a word.

Keywords: Handwritten letter recognition · Fuzzy decision tree

1 Introduction

An off-line handwriting recognition is the ability of a computer to read handwrit-
ten text from a static image, for example, a document scan. This issue is more
complex than printed text recognition. In the basic handwriting style, called a
cursive script, the letters are connected to each other (see [5]). Therefore, the
extraction of a single letter to compare it with a pattern is difficult.

To tackle this, an approach based on stroke extraction is introduced. The
stroke is defined as a basic fragment of a letter created by a single move of
a hand. Using this method the problem is decomposed into separate stages.
Firstly, the strokes must be extracted from a picture. Then, letter patterns must
be found in the set of strokes. This paper focuses on the second stage of this
approach.

We need a method for comparing two small groups of strokes. One of them
is a pattern of a letter (or generally of a small fragment of the text), second is a
group selected from the set of extracted strokes. The similarity of the two groups
is not a binary value in general, therefore a fuzzy logic approach is useful (see
[1,7,8,15]).

Each comparison creates a hypothesis that this group of stokes matches the
pattern. Of course, a single stroke may belong to many hypotheses. Therefore, we
have to design an algorithm for selection to get a set of non-exclusive hypotheses.

In this paper, we propose a method for comparing small groups of strokes
(including one or two elements) and a compatible method for selection of
c© Springer Nature Switzerland AG 2020
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hypotheses. It makes possible to transform the set of strokes into a word. The
method also enables to get more word hypothesis to select the proper one using
a decision system.

2 Input Data

First of all, we need to have a set of extracted strokes. Stroke extraction is not
a topic of this paper, therefore we can use an algorithm proposed in [14] or [6].
In this paper, the set of extracted strokes set is called the dataset.

As discussed in [12], an extracted stroke can be represented by a couple of
polynomials

x(t) = a3t
3 + a2t

2 + a1t + a0

y(t) = b3t
3 + b2t

2 + b1t + b0
(1)

where
t ∈ [0, 1].

Using these polynomials we can get the vector of coefficients

�v = (a3, a2, a1, a0, b3, b2, b1, b0). (2)

An algorithm described in this paper requires two input objects: the dataset
and the set of patterns. In both cases, each stroke should be represented in the
vector form (2).

As defined in [13], the pattern may contain one or more strokes. In this paper,
to reduce complexity, we analyze patterns composed of one or two strokes. If the
pattern is larger we can select two most important strokes.

3 Pattern Recognition

3.1 Comparing One Stroke with the Pattern

The idea of comparing the single stroke with the pattern is presented in [12].
As described, if we want to measure the similarity between two strokes, we are
only interested in its shape. Values a0 and b0 in the vector (2) represent only
localization of the stroke, not a shape, so we can omit these two elements. Hence,
the stroke is described by a vector

�s = (a3, a2, a1, b3, b2, b1).

Let us notice that the same stroke may be represented by two different vec-
tors, since both endpoints can be treated as the beginning of the stroke. Accord-
ingly, the two following functions represent the shape of the same stroke:

x(t) = a3t
3 + a2t

2 + a1t + a0

x′(t) = a3(1 − t)3 + a2(1 − t)2 + a1(1 − t) + a0
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If we have vector �s, we can calculate its alternative vector �s′

�s = (a3, a2, a1, b3, b2, b1)
�s′ = (a′

3, a
′
2, a

′
1, b

′
3, b

′
2, b

′
1)

where
a′
3 = −a3, b′

3 = −b3,
a′
2 = 3a3 + a2, b′

2 = 3b3 + b2,
a′
1 = −3a3 − 2a2 − a1, b′

1 = −3b3 − 2b2 − b1.
(3)

Both vectors �s and �s′ should be normalized due to the fact that we do not
interest in a stroke size at this stage of the algorithm.

�̂s =
�s

‖�s‖ , �̂s′ =
�s′

‖�s′‖
Let the vector �p represent the stroke in the pattern. We can express the

difference between this vector and the vector �s just by the euclidean distance
between them. Both vectors are unit, so the distance between them belongs to
[0, 2]. We must remember, that each stroke can be expressed by two vectors.
Hence, the real difference between two strokes can be expressed by

D(s, p) = min(‖�̂s − �̂p‖, ‖�̂s′ − �̂p‖, ‖�̂s − �̂p′‖, ‖�̂s′ − �̂p′‖)

and the fuzzy measure for two strokes similarity equals

F (s, p) = 1 − 1
2
D(s, p). (4)

3.2 Comparing Two Strokes with the Pattern

Comparing a pattern of two strokes is a bit more complex. We must consider not
only the similarity of each stroke pair, but also their size and location relative
to each other.

Let the strokes in the pattern be represented by the vectors �p1, �p2, and the
corresponding strokes in the dataset be represented by the vectors �s1, �s2. Using
(4), we get similarity value F (s1, p1) and F (s2, p2).

Let us take into consideration stroke sizes. To calculate the stroke length,
we need to transform the polynomial representation of the stroke into a list of
points. Each point can be calculated by

Ps,i = (x(Ti), y(Ti)) (5)

where x(t), y(t) are defined by (1) and

T = [0, 0.01, 0.02, ..., 0.99, 1].

The stroke length is equal to the sum of distances between successive points

Ls =
|T |∑

i=2

|Ps,i−1Ps,i|.
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We expect that the relation between lengths of the strokes �s1 and �p1 is similar
to the relation between �s2 a �p2. Hence, we can calculate their similarity by the
formula

L =
min(L1, L2)
max(L1, L2)

where
L1 =

Ls1

Lp1

, L2 =
Ls2

Lp2

.

Fig. 1. Vectors connecting mass centers of the strokes

Finally, let us define a measure for the similarity of the relative location of
the strokes. Let Cs1 be a center of mass of the stroke �s1. Coordinates of this
point are actually average coordinates of all points introduced in (5). We assume
that the vector

−−−−→
Cs1Cs2 is similar to the vector

−−−−→
Cp1Cp2 . This case is presented in

Fig. 1. Therefore, the vector

�d =
−−−−→
Cs1Cs2 − −−−−→

Cp1Cp2

should be short (its length should be close to zero). Of course, for larger patterns
this length could be relatively bigger, hence, a measure for the similarity of the
location must depend on the average stroke length. It can be expressed by

C = 1 − tanh(
|�d|

Lavg
)

where
Lavg =

1
4
(Ls1 + Ls2 + Lp1 + Lp2).
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To sum up, the fuzzy measure for the similarity of two sets containing two
strokes equals

F (s1, s2, p1, p2) =
1
4

(F (s1, p1) + F (s2, p2) + L + C) . (6)

3.3 Preparing the Set of Hypotheses

If the pattern contains one stroke, we obtain one hypothesis for each stroke in
the dataset. The hypothesis is true if the stroke exactly matches the pattern.
A probability of this is defined by (4). Matching one line is more likely than
matching a complex pattern, so this value is squared.

If a pattern contains two strokes, we get one hypothesis for each combination
of two elements from the dataset. A number of them equal N(N − 1) where N
is the size of the dataset. A probability that the hypothesis is true (the stroke
matches the pattern) is defined by (6). For each combination, we can get two
hypotheses, because we can assign �p1 and �p2 to two ways. It does not make sense
to store both hypotheses, therefore, we chose the one with a greater probability.
Summarizing, the quality measure of the hypothesis is defined by the formula

fi =
{

F 2(s, p) : {s}
F (s1, s2, p1, p2) : {s1, s2}.

(7)

This way we receive a set of hypotheses. Each hypothesis contains a proba-
bility and a set of one or two stroke datasets. The time complexity of this part
of the algorithm is O(N2P ) where N is the number of strokes in the dataset and
P is the number of patterns.

To reduce the total number of received hypotheses, we can set the maximum
number of hypotheses created for one pattern, e.g. on 1

2N . For each pattern,
the list of received hypothesis should be in descending order with respect to the
fuzzy measure F with removing the poorest ones, if necessary.

4 Selection of Hypotheses

Let A = {h1, h2, . . . , h|A|} be the set of all hypotheses generated by the algo-
rithm presented in the previous section. Each hypothesis hi has got assigned the
following values:

– a set Si containing such strokes from the dataset that are covered by the
pattern,

– a fuzzy measure fi defined by (7),
– a letter (or, generally, a small fragment of text) represented by the pattern.

Our goal is to create such subset R ⊂ A that each stroke belongs to at least
one hypothesis. This subset represents a proposition of the recognized word.
The quality of this proposition may be defined as an average fuzzy measure of
all hypotheses in R.
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Q(R) =
1

|R|
∑

hi∈R

fi

We can assume that Q(∅) = 1.

4.1 A Greedy Method

An easy approach to get a subset R is a greedy method:

1. Set R = ∅.
2. Sort A descending by the fi.
3. Pop the hypothesis h0 with the highest fi.
4. Add h0 into R.
5. Remove from A the hypotheses having any common strokes with h0.
6. If A �= ∅, go back to step 3.

4.2 A Decision Tree Method

The greedy method does not guarantee to receive the result with the highest
quality measure Q(R). To get more variants of R we propose to use a decision
tree. The result of this approach is a family of sets R. In each node of the tree,
we have to make a decision which hypothesis should be added to R. The first
option is the one with the highest fi, similarly to the greedy method. Let us
denote this hypothesis as hi. Other options are the hypotheses that have at least
one common stroke with hi.

The recursive procedure for building the decision tree is presented below. In
the beginning, R = ∅ and A includes all the hypotheses.

1. Pop the hypothesis h0 with the highest fi.
2. Create a subset T ⊂ A where each element ht ∈ T has at least one common

stroke with h0.
3. For each ht ∈ T :

(a) Create a set Rt = R ∪ {ht}.
(b) Create a set At ∈ A by removing from A all the hypotheses having any

common strokes with ht.
(c) If At = ∅, add the set Rt into R. Otherwise, invoke this procedure recur-

sively with R = Rt, A = At

This algorithm generates many variants Rt ∈ R. Of course, the number of
them may be huge, so this algorithm is hard to use in practical cases. To reduce
time complexity significantly, it should be modified as follows. Let L be the list
of pairs (At, Rt) sorted descending by Q(Rt). At the beginning of the algorithm,
this list contains only one pair (A, ∅). Let lmax be the maximum number of pairs
in L and rmax be the maximum number of variants in R. Then, the modified
algorithm is given by:
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Fig. 2. An example of the input dataset

1. Pop the pair (A0, R0) from L with the highest Q(Ri), remove it from the list.
2. Pop the hypothesis h0 from A0 with the highest fi.
3. Create a subset T ⊂ A0 where each element ht ∈ T has at least one common

stroke with h0.
4. For each ht ∈ T :

(a) Create a set Rt = R ∪ {ht}.
(b) Create a set At ∈ A by removing from A all the hypotheses having any

common strokes with ht.
(c) If At = ∅, add the set Rt into R. Otherwise, add a pair (Rt, At) into

sorted list L.
5. If the number of stored pairs |L| is greater than lmax, remove the poorest

ones.
6. If the number of sets Rt is lower than rmax and L is not empty, return to

step 1.

4.3 An Example

Let the dataset include three strokes, as in Fig. 2. Let us assume that the set of
hypotheses presented in Table 1 is generated for this dataset. A similar example
is presented in [13].

Table 1. The set of hypotheses

Hypothesis Included strokes Letter Quality

h1 s3 i 0.9

h2 s1 c 0.8

h3 s1, s2 a 0.7

h4 s2, s3 u 0.6

h5 s2 i 0.5

The decision tree built by the algorithm is presented in Fig. 3. Three different
text variants of the text have been generated: “ai” (Q = 0.80), “cii” (Q = 0.73),
and “cu” (Q = 0.80). The greedy method selects a subset R = {h1, h2, h5} with
quality Q = 0.73. It can be observed that the algorithm using the decision tree is
able to generate a variant with a higher quality measure than the greedy method.
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Fig. 3. Decision tree

Figure 3 presents the full decision tree. The numbers inside the nodes mean
the order in which the nodes were created. An optimized version of the algorithm
would skip some nodes to avoid poorly promising paths.

5 Implementation and Results

The algorithm has been implemented in Python 3. The set of input strokes and
the set of patterns have been stored in CSV files. A stroke is represented by a
specific class, so some computations, like (3) and (5), may be calculated once,
during loading the input files.

The set of patterns is shown in Fig. 5 is used for experiments. Figure 4
presents the input dataset. The results are presented in Table 2. The column
”distance” shows the Levenshtein distance between the correct word and the
recognized word.

(a) An input image (b) Extracted strokes

Fig. 4. An input dataset
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Table 2. The results for the input dataset presented in Fig. 4

hi Distance Recognized word

0.969 8 Slenscgm

0.969 8 Slenscwm

0.968 8 Slenscgd

0.967 8 Slenscwd

0.967 8 Sslenscgn

0.967 8 Slenscwn

0.966 8 Slenscgu

0.966 8 Slenscwu

0.961 8 Slenscgex

0.961 8 Slenscwex

0.956 8 Slenscgk

0.955 8 Slenscwk

0.944 7 Cemsgap

0.944 7 Ncmsgap

0.944 6 Cemsglep

0.944 6 Ncmsglep

Fig. 5. An example set of 36 patterns



112 M. Wróbel et al.

6 Conclusions and Future Works

The algorithm equipped with the decision tree can generate variants with better
Q(R) value than the greedy method. Additionally, we are able to generate a
set of variants and choose the best one using a separate decision system. This
system should use some additional knowledge, for instance, a dictionary, as it is
implemented in bag-of-words models (see e.g. [2]). Other improvement can be
introduced by identifying syntactic in text as in [10]. Consequently, our future
works will focus on the optimization of the algorithm presented in this paper and
the creation of the decision system to choose the best variant. At the top level
of our method, we aim to employ particular forms of artificial neural networks
as spiking [4] or memristive [11] neural networks. We expect our method to
outperform standard approaches using deep neural networks [3,9].
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Abstract. Due to the increasing size of the datasets, prototype selection
techniques have been applied for reducing the computational resources
involved in data mining and machine learning tasks. In this paper, we
propose a density-based approach for selecting prototypes. Firstly, it
finds the density peaks in each dimension of the dataset. After that,
it builds clusters of objects around these peaks. Finally, it extracts a
prototype that represents each cluster and selects the most representa-
tive prototypes for including in the final reduced dataset. The proposed
algorithm can deal with some crucial weak points of approaches that were
previously proposed regarding the setting of parameters and the capabil-
ity of dealing with high-dimensional datasets. Our method was evaluated
on 14 well-known datasets used in a classification task. The performance
of the proposed algorithm was compared to the performances of 8 proto-
type selection algorithms in terms of accuracy and reduction rate. The
experimental results show that, in general, the proposed algorithm pro-
vides a good trade-off between reduction rate and the accuracy with
reasonable time complexity.

Keywords: Prototype selection · Data reduction · Data mining ·
Machine learning · Big data

1 Introduction

Prototype selection is a data-mining (or machine learning) pre-processing task
that consists of producing a smaller representative set of instances from the total
available data, which can support a data mining task with no performance loss
(or, at least, a reduced performance loss) [11]. Thus, every prototype selection
strategy faces a trade-off between the reduction rate of the dataset and the
resulting classification quality (accuracy) [10].

Most of the proposed algorithms for prototype selection, such as [2,14–16,18,
19] have a high time complexity, which is an undesirable property for algorithms
that should deal with big volumes of data. Other approaches, such as [6–9],
have a low complexity time, but require the setting of parameters whose values
are not easy to select. In this paper, we propose an algorithm for prototype
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L. Rutkowski et al. (Eds.): ICAISC 2020, LNAI 12416, pp. 117–129, 2020.
https://doi.org/10.1007/978-3-030-61534-5_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61534-5_11&domain=pdf
https://doi.org/10.1007/978-3-030-61534-5_11


118 J. L. Carbonera and M. Abel

selection, called DPS (Density-based Prototype Selection)1. The algorithm has
three main steps: (I) it finds the density peaks in each dimension of the dataset
(using kernel-density estimation), (II) it aggregates instances in clusters that
are built around the density peaks identified in the previous step and (III) it
extracts prototypes from the clusters that are more representative of each class
of the dataset. The method provides to the user the capability of defining the
number of prototypes that are generated, as a percentage of the total number
of instances in the dataset. This level of control is not common in most of the
approaches for prototype selection.

The proposed approach is inspired by the PSDSP algorithm, proposed in [8].
The main advantages of DPS over PSDSP are:

– It is guided by the intrinsic properties of the data for spliting the dataset
in sets of similar instances, avoiding the necessity of an arbitrary setting of
parameters, as in the case of PSDSP.

– It is more suitable than PSDSP algorithm for dealing with high-dimensional
datasets, as it will be discussed in Sect. 4.

Our approach was evaluated on 14 well-known datasets and its performance
was compared with the performance of 8 important algorithms provided by the
literature, according to 2 different performance measures: accuracy and reduc-
tion. The accuracy was evaluated considering two classifiers: SVM and KNN.
The results show that, when compared to the other algorithms, DPS provides a
good trade-off between accuracy and reduction, while presents a reasonable time
complexity.

Section 2 presents some related works. Section 3 presents the notation that
will be used throughout the paper. Section 4 presents our approach. Section 5
discusses our experimental evaluation. Finally, Sect. 6 presents our main conclu-
sions and final remarks.

2 Related Works

The Condensed Nearest Neighbor (CNN) algorithm [13] and Reduced Nearest
Neighbor algorithm (RNN) [12] are some of the earliest proposals for instance
selection. Both can assign noisy instances to the final resulting set, are depen-
dent on the order of the instances and have a high time complexity. The Edited
Nearest Neighbor (ENN) algorithm [19] removes every instance that does not
agree with the label of the majority of its k nearest neighbors. This strategy
is effective for removing noisy instances, but it does not reduce the dataset as
much as other algorithms. In [18], the authors present 5 approaches, named
the Decremental Reduction Optimization Procedure (DROP). These algorithms
assume that those instances that have x as one of their k nearest neighbors are
called the associates of x. Among the proposed algorithms, DROP3 has the best

1 The source code of the algorithm is available in https://www.researchgate.net/
publication/339883322 Density-based prototype selection DPS algorithm.

https://www.researchgate.net/publication/339883322_Density-based_prototype_selection_DPS_algorithm
https://www.researchgate.net/publication/339883322_Density-based_prototype_selection_DPS_algorithm


A Density-Based Prototype Selection Approach 119

trade-off between the reduction of the dataset and the classification accuracy. It
applies a noise-filter algorithm such as ENN. Then, it removes an instance x if its
associates in the original training set can be correctly classified without x. The
main drawback of DROP3 is its high time complexity. The Iterative Case Fil-
tering algorithm (ICF) [2] is based on the notions of Coverage set and Reachable
set. The coverage set of an instance x is the set of instances in T whose distance
from x is less than the distance between x and its nearest enemy (instance with a
different class). The Reachable set of an instance x, on the other hand, is the set
of instances in T that have x in their respective coverage sets. In this method,
a given instance x is removed from S if |Reachable(x)| > |Coverage(x)|. This
algorithm also has a high running time. In [14], the authors adopted the notion
of local sets for designing complementary methods for instance selection. In this
context, the local set of a given instance x is the set of instances contained in the
largest hypersphere centered on x such that it does not contain instances from
any other class. The first algorithm, called Local Set-based Smoother (LSSm)
uses two notions for guiding the process: usefulness and harmfulness. The use-
fulness u(x) of a given instance x is the number of instances having x among the
members of their local sets, and the harmfulness h(x) is the number of instances
having x as the nearest enemy. For each instance x in T , the algorithm includes
x in S if u(x) ≥ h(x). Since the goal of LSSm is to remove harmful instances,
its reduction rate is lower than most of the instance selection algorithms. The
author also proposed the Local Set Border selector (LSBo). Firstly, it uses LSSm
to remove noise, and then, it computes the local set of every instance ∈ T . Then,
the instances in T are sorted in the ascending order of the cardinality of their
local sets. In the last step, LSBo verifies, for each instance x ∈ T if any member of
its local set is contained in S, thus ensuring the proper classification of x. If that
is not the case, x is included in S to ensure its correct classification. The time
complexity of the two approaches is O(|T |2). In [4], the authors proposed the
Local Density-based Instance Selection (LDIS) algorithm. This algorithm selects
the instances with the highest density in their neighborhoods. It provides a good
balance between accuracy and reduction and is faster than the other algorithms
discussed here. The literature provides some extensions to the basic LDIS algo-
rithm, such as [3,5]. In [6–9] the authors propose a family of algorithms that are
based on the notion of spatial partition, which is a hyperrectangle that encom-
passes a specific set of instances in the whole data space of a given dataset. In an
overview, these algorithms split the dataset in a set of non-overlapping spatial
partitions (with the same volume) and select representative instances or pro-
totypes from the most representative ones. These algorithms are very efficient
and provide a good trade-off between accuracy and reduction. The main draw-
back of these approaches is the necessity of providing the number of segments
in which each dimension will be split. This is an arbitrary choice that can pro-
duce results of low quality. The DPS algorithm presented in this paper is based
on some intuitions underlying these approaches, but adopting a mathematically
sound criterion based on kernel-density estimation for splitting the dataset into
clusters of similar instances.
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3 Notations

In this section, we introduce a notation adapted from [4] that will be used
throughout the paper.

– T = {o1 , o2 , ..., on} is the non-empty set of n instances (or data objects),
representing the original dataset to be reduced in the prototype selection
process.

– D = {d1 , d2 , ..., dm} is a set of m dimensions (that represent features, or
attributes), where each di ⊆ R.

– Each oi ∈ T is an m − tuple, such that oi = (oi1 , oi2 , ..., oim), where oij
represents the value of the j-th feature (or dimension) of the instance oi , for
1 ≤ j ≤ m.

– val : T ×D → R is a function that maps a data object oi ∈ T and a dimension
dj ∈ D to the value oij , which represents the value in the dimension dj for
the object oi .

– L = {l1 , l2 , ..., lp} is the set of p class labels that are used for classifying the
instances in T , where each li ∈ L represents a given class label.

– l : T → L is a function that maps a given instance xi ∈ T to its corresponding
class label lj ∈ L.

– c : L → 2T is a function that maps a given class label lj ∈ L to a given set C,
such that C ⊆ T , which represents the set of instances in T whose class is lj .
Notice that T =

⋃
l∈L c(l). In this notation, 2T represents the powerset of T ,

that is, the set of all subsets of T , including the empty set and T itself.

4 The DPS Algorithm

In this paper, we propose the DPS (Density-based Prototype Selection) algo-
rithm, which can be viewed as a specific variation of the general schema repre-
sented in [6] and that is inspired in the PSDSP algorithm [8]. The main difference
regarding the PSDSP and DPS algorithms lies in the way that both algorithms
split the datasets in sets of instances that are similar to each other. In PSDSP
algorithm, the dataset is separated in a set of non-overlapping hyperrectangles
with the same volume called spatial partitions. The number of hyperrectangles
created by the algorithm is indirectly defined by a parameter n that globally
defines the number of segments in that each dimension will be split. Thus, the
total number of hyperrectangles created by the algorithm is |L|.|D|n, that is,
|D|n partitions for each class of objects in the datasets. Notice that the value
of n is chosen by the user arbitrarily, without considering any intrinsic property
of the dataset. Due to this, selecting a suitable value for n can be a challenge.
Besides that, high-dimensional datasets can be a challenge for this approach,
since in some cases the number of spatial partitions (that depends on the num-
ber of dimensions of the dataset) can be equal or greater than the total number
of instances in the dataset. In these cases, the partitioning procedure would be
useless. In addition, in most of the cases, there is no justification for splitting all
dimensions in an equal number of segments, since each dimension has its specific
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statistical properties. The DPS algorithm, on the other hand, splits the set of
instances of each class according to the density of the data in each dimension.
Due to this, DPS algorithm avoids the necessity of arbitrary choices made by
the user regarding the way of splitting the dataset in sets of similar instances.
Moreover, it uses intrinsic properties (density) of the dataset for guiding the
identification of sets of similar instances. This allows the proposed algorithm to
deal with high-dimensional datasets in a mathematically sound way, since that,
in general, the resulting sets of instances identified by the algorithm is lower
than the number of instances in the dataset.

In an abstract overview, the DPS algorithm (formalized in Algorithm 1) has the
following steps: for each class, firstly, it identifies a set of density peaks of data in
each dimension of the dataset, after it identifies clusters of instances that are built
around these peaks, and finally, it extracts prototypes from the densest clusters.

The DPS algorithm takes as input a set of data objects T , a value p ∈ [0, 1],
which determines the expected number of prototypes that should be selected, as
a percentage of the total number of instances (|T |) in the dataset; and a value λ
which defines the bandwidth used by the kernel-density estimation method esti-
mating the density of each value in each dimension of the dataset. The algorithm
initializes P as an empty set and, for each l ∈ L, it:

1. Determines the number k of objects in c(l) that should be included in P , in
a way that k = |c(l)|.p;

2. Determines the set C of clusters of objects within c(l). The set C is produced
by the function partitioning, represented in Algorithm 2, which takes as input
the set c(l) of instances classified by l and the bandwidth λ.

3. Sorts the set C in descending order, according to the number of instances
included by each cluster ci ∈ C. Thus, after this step, the first cluster in C
would represent the densest cluster, that is, the cluster in C that includes the
greatest number of instances.

4. Extracts k prototypes, from the first k sets in C, and includes them in the
resulting set P . Notice that when |C| < k, only |C| prototypes are included.

Algorithm 1: DPS algorithm
Input: A set instances T , a value p ∈ [0, 1], which is the number of prototypes, as a

percentage of |T |; and a value λ that represents the bandwidth.
Output: A set P of prototypes.
begin

P ← ∅;
foreach l ∈ L do

k ← p · |c(l)|;
C ← partitioning(c(l), λ);
Sorting C in descending order, according to the number of instances included by
each set ci ∈ C;

i ← 0;
while i ≤ |C| and i ≤ k do

prot ← extractsPrototype(ci );
P ← P ∪ {prot};
i ← i + 1;

return P ;



122 J. L. Carbonera and M. Abel

The function partitioning, on the other hand, is formalized byAlgorithm2.This
algorithm takes as input a set of instances H and a value λ that represents the band-
width used for estimating the density of each value in each dimension and, there-
fore, for identifying the density peaks in each dimension. It results in a set C of clus-
ters of instances. Initially, the algorithm defines C as an empty set. After, for each
dimension di ∈ D, the algorithm identifies the list DP , where each DPi ∈ DP is a
list of density peaks of the dimension di , and each dpij ∈ DP represents the j−th
density peak of the i−th dimension in d. After, the algorithm considers clusters as
a hash table whose keys are |D|-tuples in the form of (x1 , x2 , ..., xm), where each xi

is the index that identifies one of the peaks of the i−th dimension in D. In addition,
for each key x, clusters stores a set of objects, such that clusters[x] ⊆ H. Notice
that a key of this hash table can be viewed as the identification of a given cluster.
After, for each object o ∈ H, the algorithm:

1. Considers x as an empty |D|-tuple.
2. Assigns to xi ∈ x, the index j that identifies the nearest peak dij ∈ DPi of

the value val(o, di) (the value of the dimension di of the object o). At the end
of this process, each xi ∈ x identifies a density peak in the i-th dimension.

3. Includes o as an element of region[x].

After, for each different key x of region, the algorithm includes the set
region[x] in C as an element. Thus, each element of C is a cluster of objects
that is built around a set of density peaks (one for each dimension). Finally, the
algorithm returns C.

Algorithm 2: Partitioning
Input: A set instances H and a value λ
Output: A set C of sets of instances.
begin

C ← ∅;
Let DP an empty list;
foreach di ∈ D do

DPi ← a list of density peaks of the dimension di , considering the instances in H
and the bandwidth λ, where each dpij is the j-th density peak of the i-th
dimension;

Let region be a hash table whose keys are |D|-tuples in the form of (x1 , x2 , ..., xm) and
where, for each key x, region stores a set of objects, such that region[x] ⊆ H.;

foreach o ∈ H do
Let x be an empty |D|-tuple.;
foreach di ∈ D do

xi ← the index j of the density peak dpij , such that dpij − val(o, di ) has its
minimum value, among all the density peaks in DPi ;

region[x] ← region[x] ∪ {o};
foreach key x of region do

C includes region[x] as its element;
return C;

Finally, the function extractsPrototype, adopted by Algorithm 1, takes as
input a set of instances H ⊆ T and produces a |D|-tuple that represents the
centroid (the average point) of the objects in H. This is the same strategy used
by [6] for extracting prototypes.
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Notice that the algorithm extracts prototypes of the k densest spatial par-
titions because it assumes that the density of a spatial partition indicates the
amount of information that it represents, and that the resulting set of prototypes
should include the prototypes that abstract a richer amount of information.

Besides that, given a specific dataset, the DPS algorithm generates, at most,
a total of ∑

l∈L

∏

di∈D

|peaks(di , c(l))| (1)

clusters, where peaks(di , c(l)) represents the set of peaks identified in the dimen-
sion di for the set of objects c(l) of the class l ∈ L. Notice that this number cam
be lower than this limit, since only clusters that include at least one object
are created. In general, the number of clusters generated by DPS algorithm is
lower than the number of spatial partitions that are generated by the PSDSP
algorithm.

Assuming that kde(di ,H) represents the time taken for estimating the proba-
bility density of the dimension di , considering the set of objects H, the temporal
complexity of DPS algorithm is:

∑

l∈L

(
∑

di∈D

kde(di , c(l))) + |D|.|c(l)| (2)

That is, the temporal complexity of DPS algorithm is dominated by the cost of
kernel-density estimation method.

5 Experiments

For evaluating our approach, we compared the DPS algorithm in a classification
task, with 8 important prototype selection algorithms2 provided by the liter-
ature: DROP3, ENN, ICF, LSBo, LSSm, LDIS, ISDSP and PSDSP. We con-
sidered 14 well-known datasets with numerical dimensions: cardiotocography,
diabetes, E. Coli, glass, heart-statlog, ionosphere, iris, landsat, letter, optdigits,
page-blocks, parkinson, segment, spambase and wine. All datasets were obtained
from the UCI Machine Learning Repository3.

We use two standard measures to evaluate the performance of the algo-
rithms: accuracy and reduction. Following [4,14], we assume: accuracy =
|Sucess(Test)|/|Test| and reduction = (|T | − |S|)/|T |, where Test is a given
set of instances that are selected for being tested in a classification task, and
|Success(Test)| is the number of instances in Test correctly classified in the
classification task.

For evaluating the classification accuracy of new instances in each respective
dataset, we adopted a SVM and a KNN classifier. For the KNN classifier, we
considered k = 3, as assumed in [4,14]. For the SVM, following [1], we adopted
the implementation provided by Weka 3.8, with the standard parametrization
2 All algorithms were implemented by the authors.
3 http://archive.ics.uci.edu/ml/.

http://archive.ics.uci.edu/ml/
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(c = 1.0, toleranceParameter = 0.001, epsilon = 1.0E − 12, using a polyno-
mial kernel and a multinomial logistic regression model with a ridge estimator
as calibrator). For performing the kernel density estimation in DPS algorithm,
we adopted the SMILE (Statistical Machine Intelligence & Learning Engine)
library4, adopting a gaussian kernel.

Besides that, following [4], the accuracy and reduction were evaluated in an
n-fold cross-validation scheme, where n = 10. Thus, firstly a dataset is randomly
partitioned in 10 equally sized subsamples. From these subsamples, a single sub-
sample is selected as validation data (Test), and the union of the remaining 9
subsamples is considered the initial training set (ITS). Next, a prototype selec-
tion algorithm is applied for reducing the ITS, producing the reduced training
set (RTS). At this point, we can measure the reduction of the dataset. Finally,
the RTS is used as the training set for the classifier, which is used for classify-
ing the instances in Test. At this point, we can measure the accuracy achieved
by the classifier, using RTS as the training set. This process is repeated 10
times, with each subsample used once as Test. The 10 values of accuracy and
reduction are averaged to produce, respectively, the average accuracy (AA) and
average reduction (AR). Tables 1, 2 and 3 report, respectively, for each combina-
tion of dataset and prototype selection algorithm: the resulting AA achieved by
the SVM classifier, AA achieved by the KNN classifier, and the AR. The best
results for each dataset is marked in bold typeface.

In all experiments, following [4], we adopted k = 3 for DROP3, ENN, ICF,
and LDIS. For the PSDSP and ISDSP algorithms, following [7,8], we adopted
n = 5 and p = 0.1. For the DPS algorithm we have adopted p = 0.1 (the
same preservation rate adopted by PSDSP and ISDSP), while the parameter

Table 1. Comparison of the accuracy achieved by the training set produced by each
algorithm, for each dataset, adopting a SVM classifier.

Algorithm DROP3 ENN ICF LSBO LSSM LDIS ISDSP PSDSP DPS Average

Cardiotocography 0.64 0.67 0.64 0.62 0.67 0.62 0.59 0.59 0.60 0.63

Diabetes 0.75 0.77 0.76 0.75 0.77 0.75 0.73 0.71 0.74 0.75

E.Coli 0.81 0.82 0.78 0.74 0.83 0.77 0.78 0.81 0.78 0.79

Glass 0.47 0.49 0.49 0.42 0.55 0.50 0.51 0.48 0.51 0.49

Heart-statlog 0.81 0.83 0.79 0.81 0.84 0.81 0.78 0.82 0.83 0.81

Ionosphere 0.81 0.87 0.58 0.45 0.88 0.84 0.86 0.86 0.82 0.77

Iris 0.94 0.96 0.73 0.47 0.96 0.81 0.80 0.84 0.87 0.82

Landsat 0.86 0.87 0.85 0.85 0.87 0.84 0.84 0.84 0.81 0.85

Optdigits 0.98 0.98 0.97 0.98 0.99 0.96 0.97 0.97 0.94 0.97

Page-blocks 0.93 0.94 0.93 0.92 0.94 0.94 0.91 0.91 0.92 0.93

Parkinsons 0.85 0.87 0.85 0.82 0.87 0.82 0.85 0.85 0.80 0.84

Segment 0.91 0.92 0.91 0.80 0.91 0.89 0.88 0.87 0.88 0.89

Spambase 0.90 0.90 0.90 0.90 0.90 0.89 0.87 0.87 0.88 0.89

Wine 0.93 0.95 0.94 0.96 0.97 0.94 0.93 0.95 0.93 0.94

Average 0.83 0.85 0.79 0.75 0.85 0.81 0.81 0.81 0.81 0.81

4 Available in https://github.com/haifengl/smile.

https://github.com/haifengl/smile
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λ was estimated according to the Silverman’s heuristic [17], commonly used in
statistics, where λ = 1.06.σ.n− 1

5 , where σ is the standard deviation of the sample
and n is the sample size. Besides that, for the algorithms that use distance
(dissimilarity) function, we adopted the standard Euclidean distance.

Tables 1 and 2 show that LSSm achieves the highest accuracy in most of the
datasets, for both classifiers. This is expected, since that LSSm was designed
for removing noisy instances and does not provide high reduction rates. Besides
that, for most of the datasets, the difference between the accuracy of DPS and
the accuracy achieved by the other algorithms is not big. The average accuracy
achieved by DPS is similar to the average accuracy of LDIS, ISDSP and PSDSP,
which are considered efficient algorithms. In cases where the achieved accuracy is
lower than the accuracy provided by other algorithms, this can be compensated
by a higher reduction produced by DPS and by a reasonable running time.
Table 3 shows that DPS achieves the highest reduction in most of the datasets,
and achieves also the highest average reduction rate. Regarding the reduction
rate, PSD has the same performance of ISDSP and PSDSP. This table also shows
that, in some datasets (such as parkinson and segment), the DPS algorithm
achieved a reduction rate that is significantly higher than the reduction achieved
by other algorithms, with a similar accuracy.

We also carried out experiments for evaluating the impact of the parameters p
and λ in the performance of DPS. The Table 4 represents the accuracy achieved
by an SVM classifier (with the standard parametrization of Weka 3.8), as a
function of the parameters λ and p. In this experiment, we considered λ assuming
the values 2.0, 5.0, 10.0, 20.0 and also a value that is estimated specifically
for each dataset according to the Silverman’s heuristic. On the other hand, we
considered p assuming the values 0.05, 0.1 and 0.2. We also considered the 10-
fold cross validation schema in this experiment. Notice that the table presents

Table 2. Comparison of the accuracy achieved by the training set produced by each
algorithm, for each dataset, adopting a KNN classifier.

Algorithm DROP3 ENN ICF LSBO LSSM LDIS ISDSP PSDSP DPS Average

Cardiotocography 0.63 0.64 0.57 0.55 0.67 0.54 0.50 0.50 0.51 0.57

Diabetes 0.72 0.72 0.72 0.73 0.72 0.68 0.65 0.69 0.70 0.70

E.Coli 0.84 0.84 0.79 0.79 0.86 0.82 0.82 0.79 0.79 0.82

Glass 0.63 0.63 0.64 0.54 0.71 0.62 0.55 0.51 0.52 0.59

Heart-statlog 0.67 0.64 0.63 0.66 0.66 0.67 0.63 0.65 0.63 0.65

Ionosphere 0.82 0.83 0.82 0.88 0.86 0.85 0.85 0.86 0.86 0.85

Iris 0.97 0.97 0.95 0.95 0.96 0.95 0.95 0.94 0.95 0.95

Landsat 0.88 0.90 0.83 0.86 0.90 0.87 0.86 0.85 0.80 0.86

Optdigits 0.97 0.98 0.91 0.91 0.98 0.95 0.94 0.94 0.87 0.94

Page-blocks 0.95 0.96 0.93 0.94 0.96 0.94 0.77 0.72 0.93 0.90

Parkinsons 0.86 0.88 0.83 0.85 0.85 0.74 0.79 0.76 0.76 0.81

Segment 0.92 0.94 0.87 0.83 0.94 0.88 0.89 0.86 0.88 0.89

Spambase 0.79 0.81 0.79 0.81 0.82 0.75 0.77 0.74 0.76 0.78

Wine 0.69 0.66 0.66 0.74 0.71 0.69 0.75 0.67 0.67 0.69

Average 0.81 0.81 0.78 0.79 0.83 0.78 0.77 0.75 0.76 0.79
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Table 3. Comparison of the reduction achieved by each algorithm, for each dataset.

Algorithm DROP3 ENN ICF LSBO LSSM LDIS ISDSP PSDSP DPS Average

Cardiotocography 0.70 0.32 0.71 0.69 0.14 0.86 0.90 0.90 0.90 0.68

Diabetes 0.77 0.31 0.85 0.76 0.13 0.90 0.90 0.90 0.90 0.71

E.Coli 0.72 0.17 0.87 0.83 0.09 0.92 0.90 0.90 0.90 0.70

Glass 0.75 0.35 0.69 0.70 0.13 0.90 0.90 0.90 0.90 0.69

Heart-statlog 0.74 0.35 0.78 0.67 0.15 0.93 0.90 0.90 0.90 0.70

Ionosphere 0.86 0.15 0.96 0.81 0.04 0.91 0.90 0.90 0.90 0.71

Iris 0.70 0.04 0.61 0.92 0.05 0.87 0.90 0.90 0.90 0.65

Landsat 0.72 0.10 0.91 0.88 0.05 0.92 0.90 0.90 0.90 0.70

Optdigits 0.72 0.01 0.93 0.92 0.02 0.92 0.90 0.90 0.90 0.69

Page-blocks 0.71 0.04 0.95 0.96 0.03 0.87 0.90 0.90 0.90 0.70

Parkinsons 0.72 0.15 0.80 0.87 0.11 0.83 0.90 0.90 0.90 0.69

Segment 0.68 0.05 0.79 0.90 0.05 0.83 0.90 0.90 0.90 0.67

Spambase 0.74 0.19 0.79 0.82 0.10 0.82 0.90 0.90 0.90 0.68

Wine 0.80 0.30 0.82 0.75 0.11 0.88 0.90 0.90 0.90 0.71

Average 0.74 0.18 0.82 0.82 0.09 0.88 0.90 0.90 0.90 0.69

the measures grouped primarily by the parameter λ, and within each value of λ,
they present the results for each value of p.

The experiment shows that the parameter λ does not have too much impact in
the performance of the algorithm. However, the best average results are achieved
using the λ estimated according to the Silverman’s heuristic. This suggest that
it is possible to consider this heuristic as a standard parametrization of the
algorithm. On the other hand, in most of the cases, as the value of p increases,
considering a fixed value of λ, the accuracy increases. This is expected, since
as p increases, the total number of prototypes selected by the algorithm also
increases. Since each prototype abstracts the local information of a specific clus-
ter of instances, in most of the cases, increasing the value of p allows the resulting
set of prototypes to capture more local information of the dataset. These addi-
tional prototypes the classifier to use the additional information to make more
fine-grained distinctions in the classification process.

We also carried out a comparison of the running times of the prototype selec-
tion algorithms considered in our experiments. In this comparison, we applied the
9 prototype selection algorithms to reduce the 3 biggest datasets considered in
our tests: page-blocks, optdigits and spambase. We adopted the same parametriza-
tions that were adopted in the first experiment. We performed the experiments
in an Intel R© CoreTM i5-5200U laptop with a 2.2 GHz CPU and 8 GB of RAM.
The Fig. 1 shows that, considering these datasets, the DPS algorithm is not so
efficient as the PSDSP algorithm (that is the main inspiration underlying PSD
algorithm). This result is a consequence of the fact that PSDSP algorithm has a
linear time complexity (ensured by its naive approach for splitting the dataset)
while the time complexity of PSD algorithm is dominated by the computational
cost of kernel density estimation. However, in this context, it is important to
notice that, although PSD algorithm is not so efficient than PSDSP, it is math-
ematically well-founded, using probability estimation for splitting the dataset
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Table 4. Comparison of the accuracy achieved by an SVM classifier trained with
prototype selected by DPS with different values of p and λ. The estimated bandwidth
was obtained for each dataset according to the Silverman’s heuristic.

Bandwidth Estimated 2.0 5.0 10.0 20.0 Average

Percentage 0.05 0.10 0.20 0.05 0.10 0.20 0.05 0.10 0.20 0.05 0.10 0.20 0.05 0.10 0.20

Cardiotocography 0.59 0.60 0.61 0.58 0.60 0.62 0.58 0.61 0.61 0.60 0.61 0.63 0.60 0.59 0.61 0.60

Diabetes 0.76 0.74 0.73 0.71 0.73 0.74 0.74 0.74 0.75 0.73 0.74 0.76 0.74 0.75 0.75 0.74

E.Coli 0.73 0.78 0.78 0.75 0.78 0.78 0.75 0.78 0.77 0.75 0.78 0.78 0.75 0.78 0.78 0.77

Glass 0.55 0.51 0.53 0.43 0.50 0.51 0.46 0.48 0.51 0.44 0.52 0.49 0.50 0.52 0.50 0.50

Heart-statlog 0.77 0.83 0.83 0.78 0.80 0.83 0.80 0.79 0.80 0.79 0.81 0.82 0.75 0.81 0.83 0.80

Ionosphere 0.83 0.82 0.86 0.81 0.86 0.85 0.85 0.85 0.85 0.80 0.84 0.86 0.81 0.85 0.87 0.84

Iris 0.84 0.87 0.85 0.85 0.88 0.85 0.83 0.83 0.84 0.87 0.83 0.86 0.83 0.83 0.84 0.85

Landsat 0.81 0.81 0.78 0.83 0.82 0.80 0.79 0.76 0.75 0.76 0.71 0.70 0.75 0.72 0.71 0.77

Optdigits 0.94 0.94 0.93 0.92 0.91 0.92 0.92 0.92 0.92 0.92 0.91 0.92 0.92 0.92 0.92 0.92

Page-blocks 0.92 0.92 0.92 0.92 0.92 0.93 0.92 0.92 0.93 0.92 0.93 0.92 0.92 0.93 0.92 0.92

Parkinsons 0.71 0.80 0.79 0.79 0.82 0.82 0.81 0.81 0.85 0.78 0.78 0.84 0.80 0.82 0.86 0.81

Segment 0.84 0.88 0.91 0.84 0.88 0.90 0.84 0.87 0.90 0.85 0.87 0.91 0.85 0.87 0.90 0.87

Spambase 0.86 0.88 0.89 0.86 0.88 0.88 0.86 0.88 0.89 0.86 0.88 0.89 0.86 0.88 0.89 0.88

Wine 0.91 0.93 0.93 0.89 0.93 0.95 0.91 0.90 0.93 0.89 0.94 0.95 0.88 0.95 0.95 0.92

Average 0.79 0.81 0.81 0.78 0.81 0.81 0.79 0.80 0.81 0.78 0.80 0.81 0.78 0.80 0.81 0.80
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Fig. 1. Comparison of the running times of 9 prototype selection algorithms, consid-
ering the three biggest datasets. Notice that the time axis uses a logarithmic scale.

according to intrinsic properties of the data, avoiding the necessity of trying
different parameters for finding suitable results, as in the case of PSDSP and
ISDSP algorithms.

In summary, the experiments show that DPS presents the highest reduc-
tion rates, while preserves a good accuracy, which is similar to the accuracy
achieved by other algorithms, such and LDIS, ISDSP and PSDSP. Besides
that, the running time of DPS is lower than the running time of classic algo-
rithms such as DROP3 and ICF, but is higher than the running time of LDIS,
ISDSP and PSDSP. However, it is important to notice that DPS also has other
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advantages over ISDSP and PSDSP: it splits the dataset in sets of similar
instances in a mathematically well-founded way (through kernel-density esti-
mation), according to intrinsic properties of the data, avoiding the experimental
tuning of parameters that is needed for applying PSDSP, for example. In addi-
tion, DPS is less prone than the PSDSP algorithm to split the dataset in a
number of sets that is equal to or greater than the number of instances. As a
consequence, DPS is suitable for dealing with high-dimensional datasets.

6 Conclusion

In this paper, we proposed an efficient algorithm for prototype selection, called
DPS (Density-based Prototype Selection). It builds clusters of similar instances
around the density peaks of each dimension and extracts prototypes of the
more representative clusters. The resulting algorithm provides control to the
user regarding the size of the reduced dataset. This is not a common feature in
the prototype selection algorithms provided in the literature.

Our experiments show that DPS provides a good balance between accuracy
and reduction, with a reasonable time complexity, when compared with other
algorithms available in the literature. The empirical evaluation of running times
showed that DPS algorithm has a running time that is comparable to the running
times of other stated-of-the-art algorithms. In addition, the proposed algorithm
adopts a mathematically well-founded way to split the dataset in sets of similar
instances by applying kernel density estimation methods. Due to this, it is able
to explore intrinsic properties of the data, avoiding the need of experimental
evaluation of different values of parameters. Besides that, the proposed algo-
rithm is more suitable for dealing with high-dimensional datasets than other
algorithms that have similar features. These are the main advantages of the
proposed algorithm in comparison with other similar approaches.
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Abstract. The quality of search engine service relies on its capability
to rank the webpages related to the user query in order of their intrinsic
value. PageRank constituted a break-through as a method of webpage
evaluation and was in use since then for multiple web search engines.
This concept has been subject to attacks by malicious web linkage. As
an counteraction, the so-called TrustRank was developed that instead of
trusting all webpage developers it trusts only a handful of them that were
manually selected. This approach has however a number of deficiencies:
(1) it affects mainly the pages close to the manually selected pages, (2) it
punishes other worthful webpages, (3) it leaves still a margin of manip-
ulation on webpages with topics distant from those selected manually.

Therefore, we developed a new approach to webpage ranking, based
on the trustrank concept, which attempts to annihilate the mentioned
deficiencies via (1) restricting the number of links that can impact the
pagerank (2) allowing for multistep linkage to be taken into account. The
preliminary experiments on a large scale search engine data confirm the
value of this new approach.

Keywords: Pagerank · Trustrank · Webmining

1 Introduction

The quality of search engine service relies on its capability to rank the webpages
related to the user query in accordingly to their intrinsic value. Many initial
efforts on webpage ranking concentrated on the page content itself. It turned
out that such measures like rich vocabulary, following grammar rules or design
rules may be easily manipulated by local page designers (for an overview see
e.g. [1,12]). PageRank [9] constituted a break-through as a method of webpage
evaluation and was in use since then for multiple web search engines. It relied
on the assumption that a webpage creator links to another webpage if he finds
it interesting for his topic of interest and has valuable content. A model of a
random walker was proposed that walks from webpage to webpage via web links
by selecting one of the outgoing links of a webpage with uniform probability.
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With some probability it gets bored and jumps to any webpage with uniform
probability. Then the PageRank of a webpage is computed as the stationary
distribution r of a Markovian process over the (transposed) transition probability
matrix P , columns of which sum up to 1, with the probability distribution s of
jump when bored, and with probability γ of getting bored. Hence

r = (1 − γ)Pr + γs (1)

s was assumed to be a uniform distribution and γ ≤ 0.15 This concept was
initially a great success, but it has become subject to attacks by malicious web
linkage. As an example counteraction, the so-called TrustRank [3] was developed
that instead of trusting all webpage developers it trusts only a handful WT of
them that were manually selected. This concept led to modification of the above
formula by setting s to zero for webpages not in WT and to 1

|WT | for those
in WT .

This approach has however a number of deficiencies: (1) it affects mainly the
pages that are topologically close to the manually selected pages, (2) it punishes
other valuable webpages, (3) it leaves still a margin of manipulation on webpages
with topics distant from those selected manually (4) last but not least it requires
manual inspection of a number of webpages.

Therefore, we developed a new approach to webpage ranking, based on the
trustrank concept, which attempts to overcome the mentioned problems via (1)
restricting the number of links that can impact the ranking (2) allowing for
multistep linkage to be taken into account. We were able to abandon the step
of manual selection of trusted webpages. Instead we used the set of root pages
of the web domains. The preliminary experiments on a large scale search engine
data confirm the value of this new approach.

2 Related Work

2.1 PageRank

The PageRank [9] has been used as a (main or supplementary) measure of impor-
tance of webpages. For various purposes different interpretations of PageRank
have been explored. They include random walk, flow of authority as well as sta-
tionary Markov process. Its success led to broadening of its application areas
to client and seller ranking, clustering, classification of web pages, social net-
work analysis, word sense disambiguation, spam detection, detection of dead
pages, etc. The new application areas as well as some deficiencies discovered
when applying the original concept, led to development of numerous variants of
the basic algorithm. For a thorough review of various methods and approaches
see [7,8].

It has been perceived as a deficiency that the PageRank is used in the mode
“one size fits all”, without considering personal preferences of the user. The
personalized PageRank [4] was elaborated to take into account the fact that user
visited some pages in the past and he seeks content similar to that visited earlier.
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Another concern was that many webpages are related to multiple topical areas
and may have value different in those areas. To handle this, the approach called
topic-sensitive PageRank [5] was elaborated. The Query-Dependent PageRank
[2] may be considered as a refinement of that idea assuming that the webpage
relevance measure should discern between webpages that are hit by user’s query
and those that are not. The idea of random walker neglects the fact that links
out of the given webpage may have different degree of relevance to the topic
of a given webpage. Intelligent Surfer idea was developed therefore in [10] that
makes preferences for jumps towards topically related pages. A further criticism
with respect to basic PageRank was that it does not reflect the true behavior
of a surfer who uses “back” button from time to time. Ranking with Back-step
[14] was developed therefore that proved to be more resilient to so-called surfer
traps that were used as a method of link spamming and to better model the
real behaviour of web surfers than classic PageRank [13]. Other modifications
of PageRank try to take into account the age of a web page (from its creation
and/or last modification), the page update frequency, etc. to properly estimate
its value.

The idea of PageRank had a number of important advantages when it comes
to combating the problem of spam on the Web. PageRank does not rely on the
content of a single page. It takes into account opinions of many web content
creators. No linguistic analysis is necessary.

However, the practice showed that it is vulnerable to some specific spamming
attacks, like link farms, spider traps, that may unjustly increase the PageRank
of a selected webpage or may be used to defame a web page by associating with
malicious concepts. It turned out to be possible also to issue attacks decreasing
the PageRank of some pages, by linking in from low rank (bad) pages.

2.2 TrustRank

In order to counteract the aforementioned spamming attacks, the concept of
TrustRank, DeadRank and BadRank were invented.

DeadRank and BadRank operate on the inverted webgraph, that is one
obtained by inverting the links. DeadRank deals with the issue of dangling links,
that is links leading to pages that have been removed (or not yet crawled) from
the network. “DeadPages” are assigned non-zero probability in the s vector,
while the other have zero probability, and the rank computation is performed as
for the ordinary PageRank. The higher the DeadRank, the lower quality of the
webpage (as nobody is caring for it). While DeadRank does not handle deliber-
ate spam, it nonetheless combats the web pages that belong to trash. BadRank
[6] makes use of a list of webpages that have been considered as of bad content
(collected by some community, e.g. parents). They play then the same role as
dead pages in DeadRank.

The inventors of TrustRank [3] intended to create a system that would assign
webpages values between 0 and 1 meaning the probability that a webpage is
a good one (not a spamming page). It is assumed that a costly but reliable
“oracle” is available with which we can evaluate a set of pages for their goodness.
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Based on these, they propose to use the PageRank method described by Eq. (1)
to compute the trust by assuming not the uniform s vector but rather one
in which positive probabilities are assigned to the webpages that the oracle
marked as good pages. They suggest to use one of three types of oracles: (1)
manual evaluation, (2) webpages with high original PageRank, (3) pages with
high pagerank in an inverted web graph. As an additional amendment they
propose not to use the original Web graph but as a graph where nodes are
linked if they are reachable from one another within a defined number of steps.
The TrustRank algorithm exploits the PageRank so-called power computational
method, however, they constrain themselves to a limited number of steps (instead
of striving for convergence).

2.3 Other Approaches to Spam Combating

[11] provides a broader overview of methods of combating link spams. Five major
groups of detection of link farms are distinguished there:

1. based on label propagation
2. based on link pruning and re-weighting
3. based on classifiers using link-related features
4. based on graph regularization

TrustRank and our method presented below belong to the first mentioned group.

3 Our Approach

The method of link spam elimination proposed in this paper, termed Flex-
TrustRank (Flexible Trusted Set Rank) is based on similar intuition as the
one that underlies TrustRank. The trust of a page p, however, is not modeled
as a numeric value, but as a collection of top-k ranked pages that link to p in n
hops. Such a back-link structure is a basis for computing a new ranking in the
next iteration. The outline of the method is listed as Algorithm 1.

– G = (V,E)-host graph
– k-the number of top hosts used to compute the algorithm
– idx(v)-represents the position of a host v in the ranking (1 is the best)
– r(v)-final ranking of the vertex v
– B(n, v)-the subset of k-top vertices in the current ranking, distinct from v

that link to v in n hops (for which there exists a path of length n linking to
v) , B(0, v) = ∅,

– I(n, v) =
∑

b∈B(n,v)[k−idx(b)]- aggregated information of positions of vertices
from B(n, v) in the ranking

– N -the number of back-hops taken into account when computing the ranking
– pagerank : V → [0, 1]-“classic” PageRank value for host v ∈ V
– cmax-maximum number of algorithm iteration.
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Algorithm 1. FlexTrustRank Algorithm
1: Input: G - the web-graph, k - the limit on the rank of the considered page, and N

- the number of backsteps;
2: Initially, idx is the position in the ranking according to the “classic” PageRank

function
3: c ← 0;
4: Kc ← {v ∈ V : idx(v) <= k};
5: repeat
6: for all v ∈ V , i = 1, . . . , N do
7: computation of B(i, v) based on G;
8: end for
9: for all v ∈ V do

10: based on {B(i, v) : i = 1, . . . , N} and on Kc compute r(v); {Examples of
particular methods for computing r(v) are discussed in Sect. 4.1.}

11: end for
12: The function idx() returns the position in the ranking computed by function r;
13: c ← c + 1;
14: Kc ← {v ∈ V : idx(v) <= k};
15: until |Kc \ Kc−1| < δ ∧ c < cmax

16: Output: the function idx returns the final host ranking.

FlexTrustRank’s steps:

1. compute “classic” PageRank on the host graph
2. select top-k PageRank hosts
3. compute FlexTrustRank initialized by the top-k PageRank
4. update the escape vector based on the updated rank of some hosts (i.e., the

hosts that dropped in the ranking have lowered jump-in probabilities)
5. repeat the steps 1–4 above using the new escape vector

4 Evaluation

4.1 Configuration

The search engine NEKST.pl limits the impact of spamming websites by com-
puting the pagerank not of a single webpage but rather of a single domain. The
“Domain Rank” is then distributed among the pages in that domain. However,
as NEKST team communicated us, this measure proved to be insufficient and
that fact lead us to the design of the FlexTrustRank which is presented in this
paper, to create a better domain ranking. Therefore, our experiments were not
performed on the network of webpages, but rather on the network of domains.

The graph of Polish Web domains (consisting of over 700,000 nodes after
deduplication) was used as a testbed for the experiments. Domain A links into
domain B, if there exists a webpage pA ∈ A that links to a webpage pB ∈ B.
The graph was collected and made available by the courtesy of the search engine
NEKST.pl team to whom we are grateful.
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Various variants of the Algorithm 1 were applied to the above graph and the
ranks obtained by the identified spamming domains were tracked.

In all experiments, the initial selection of trusted domains was based on the
domain PageRank top elements. But the number of top trusted domains k was
varied. Also the method of computation of rank r was varied. The following r
functions were considered (notation from the Sect. 3 is used):

– without taking the ranks of backlinks into account:
• without taking into account the dynamics of backlink spreading:

r(v) =
N∑

i=1

|B(i, v)|pi . (2)

where pi are fixed for i = 1 . . . N .
• with taking into account the dynamics of backlink spreading:

r(v) =
N∑

i=1

(|B(i, v)| − |B(i − 1, v)|) · |B(i, v)|. (3)

– with taking the ranks of backlinks into account (counting the good domains
pointing to a given domain):

• without taking into account the dynamics of backlink spreading:

r(v) =
N∑

i=1

I(i, v)pi . (4)

where pi are fixed for i = 1 . . . N .
• with taking into account the dynamics of backlink spreading:

r(v) =
N∑

i=1

(I(i, v) − I(i − 1, v)) · I(i, v). (5)

The formula (3), given N = 1, expresses the intuition that the more non-
spamming pages are pointing at a given page, the more likely the page is not
spamming. For N > 1, we take into account also pages that do not link directly
to a given page, but rather in two or more steps, but taking into account that
the further the trusted page is, the less the indirect pointing is reliable.

While the formula (3) treats the weight of pages i steps away from the page
v in isolation from the weight of pages i − 1 and less away from the page v, the
formula (3) demotes tightly coupled top-ranking pages.

The formula (4) differs from the formula (2) in that not only the fact of
belonging to the k top ranking pages counts, but also the actual ranking among
those k best pages. The closer to the top are the pointing pages, the higher the
rank of the pointed page.

A similar difference is visible when comparing the formula (5) differs from
the formula (3)
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4.2 Evaluation Results

In this subsection we report on the anti-spam capabilities with respect to all
spamming domains that were ranked too high (into top k pages) by the tra-
ditional PageRank. As a measure of success, we present the comparison of the
number of spamming pages among those returned as top-ranking by PageRank
and by FlexTrustRank, as well as the average position change of the spamming
domains. The measures are computed at the completion of the algorithm.

We used two sets of spamming pages, called BAD1 and BAD2.
The spamming domains of the set termed BAD1 were defined as ones contain-

ing “seo” or “katalog” strings in their domain names. Though strictly speaking
they are not always spamming domains, but due to their content they are use-
less from the point of view of queries to a search engine. This kind of domains
are very often used as a tool designed to artificially optimize PageRank score of
other domains.

The second set of spamming domains, called here BAD2, was obtained as fol-
lows: the set BAD1top is constructed as those domains from BAD1 that PageR-
ank qualified into top k domains. Then BAD2 is constructed as the set of all
domains linked to by domains from BAD1top (so to say linked to by most sus-
picious bad pages). Note that BAD1top and BAD2 are obtained separately for
each k, while BAD1 is the same in each experiment.

The Tables 1, 2 present the results. The columns have the following meaning:

K –the k parameter of the algorithm (how many domains are considered as top
k domains)

Rank fun –the ranking function; r999-according to formula (2), where the dig-
its mean p1, p2, p3 resp., r999Wgt-according to formula (4), where the digits
mean p1, p2, p3 resp., rDynl-according to formula (3), rDynlWgt-according
to formula (5).

P –the set of spam domains among top-k domains returned by PageRank
F –the set of spam domains among top-k domains returned by FlexTrustRank
P2 –the set of spam domains among the second top-k domains returned by

PageRank (ranked k + 1 . . . 2k)
Avg jump –the average rank jump of spamming domains from top k of PageR-

ank (negative means that the ranking after FlexTrustRank was worse than
after PageRank)

Up –how many spamming domains from top k of PageRank got better ranks
after FlexTrustRank

Down –how many spamming domains from top k of PageRank got worse ranks
after FlexTrustRank

As one may expect, with increase of k, the number of spamming pages
increases among top k domains as well as among top 2k domains of PageR-
ank (the columns |P |, |P2| in both tables).

The Table 1 presents the anti-spam results assuming BAD1 set as spamming
domains, that is domains with names containing “seo” or “katalog”. As visible,
the algorithm version r210Wgt leads consistently to the most significant decrease
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Table 1. Experimental results of application of FlexTrustRank for BAD1 spamming
set. Notation explained in the text.

K Rank fun |P | |F | |P ∩ F | |F \ P | |P \ F | |F ∩ P2| |P2| Avg jump Up/Down

1000 r110 3 0 0 0 3 0 3 −13959 0/3

r111Wgt 3 1 0 1 3 1 3 −7726 0/3

r210 3 0 0 0 3 0 3 −16516 0/3

r210Wgt 3 0 0 0 3 0 3 −51793 0/3

rDyn1 3 1 0 1 3 1 3 −6336 0/3

rDyn1Wgt 3 1 0 1 3 1 3 −6314 0/3

2000 r110 6 2 2 0 4 0 17 −14715 1/5

r111Wgt 6 3 2 1 4 1 17 −10217 1/5

r210 6 2 1 1 5 1 17 −17490 0/6

r210Wgt 6 2 1 1 5 1 17 −63175 0/6

rDyn1 6 4 2 2 4 1 17 −8391 1/5

rDyn1Wgt 6 4 2 2 4 1 17 −8321 1/5

5000 r110 28 13 7 6 21 4 29 −64993 4/24

r111Wgt 28 19 11 8 17 4 29 −44032 5/23

r210 28 5 2 3 26 2 29 −72407 1/27

r210Wgt 28 5 2 3 26 2 29 −109457 1/27

rDyn1 28 22 14 8 14 5 29 −34850 7/21

rDyn1Wgt 28 24 14 10 14 5 29 −34240 7/21

10000 r110 57 32 24 8 33 4 35 −87000 10/47

r111Wgt 57 35 26 9 31 4 35 −69369 11/46

r210 57 19 11 8 46 3 35 −98467 4/53

r210Wgt 57 19 11 8 46 3 35 −114587 4/53

rDyn1 57 40 27 13 30 4 35 −65795 14/43

rDyn1Wgt 57 43 28 15 29 4 35 −65424 16/41

of rank of spamming pages. Furthermore, r210Wgt together with r210 remove
the largest number of spamming domains from top k and promotes the lowest
number of spamming pages from the second top k to top k. rDyn1Wgt seems to
perform worst. But all the proposed variants demote BAD1 domains from top
k and promote fewer domains from the second top k to the top k.

The Table 2 presents the anti-spam results assuming BAD2 as the set of
spamming domains, that is ones pointed by most suspicious BAD1 domains.

Again, the algorithm version r210Wgt leads consistently to the most signifi-
cant decrease of rank of spamming pages. Furthermore, r210Wgt together with
r210 remove the largest number of spamming domains from top k and promotes
the lowest number of spamming pages from second top k to top k. For all algo-
rithm versions, the number of demoted spamming pages exceeds the number of
promoted ones.

The versions rank210 and rank210Weighted proved to be superior to the
other versions. However, starting with k = 5000 the performance in terms of the
number of spamming pages in the top k set is worse than that of PageRank.
This may be attributed to two factors (1) BAD2 set does not consist of clear
spamming domains, (2) the number of bad domains in the initial set (returned
by PageRank) is too high to be combated by information obtained from good
domains.
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Table 2. Experimental results of application of FlexTrustRank for BAD2 spamming
set. Notation explained in the text.

K Rank fun |P | |F | |P ∩ F | |F \ P | |P \ F | |F ∩ P2| |P2| Avg jump Up/Down

1000 r110 49 28 20 8 29 6 50 −12838 16/33

r111Wgt 49 36 22 14 27 9 50 −6134 16/33

r210 49 23 19 4 30 4 50 −13847 14/35

r210Wgt 49 24 18 6 31 5 50 −24400 13/36

rDyn1 49 41 23 18 26 10 50 −4709 16/33

rDyn1Wgt 49 41 23 18 26 10 50 −4698 16/33

2000 r110 133 106 67 39 66 26 134 −6305 45/88

r111Wgt 133 127 69 58 64 29 134 −4373 47/86

r210 133 77 54 23 79 17 134 −7844 35/98

r210Wgt 133 72 53 19 80 13 134 −13654 35/98

rDyn1 133 145 71 74 62 28 134 −3808 46/87

rDyn1Wgt 133 146 71 75 62 28 134 −3796 46/87

5000 r110 920 981 505 476 415 193 726 −10267 286/634

r111Wgt 920 1079 530 549 390 204 726 −8963 304/616

r210 920 712 440 272 480 131 726 −12673 204/716

r210Wgt 920 689 433 256 487 123 726 −15721 199/721

rDyn1 920 1159 541 618 379 205 726 −8682 329/591

rDyn1Wgt 920 1266 556 710 364 228 726 −8676 340/580

10000 r110 2095 3159 1247 1912 848 517 1662 −16244 702/1393

r111Wgt 2095 3238 1267 1971 828 548 1662 −14481 747/1348

r210 2095 3109 1125 1984 970 444 1662 −19569 598/1497

r210Wgt 2095 3038 1104 1934 991 429 1662 −22888 595/1500

rDyn1 2095 3223 1272 1951 823 551 1662 −14093 764/1331

rDyn1Wgt 2095 3414 1299 2115 796 571 1662 −14036 803/1292

5 Conclusions

In this paper a new link spam combating algorithm for domain ranking was pre-
sented. It exhibits anti-spam properties superior to the broadly known PageR-
ank algorithm when the number of spamming domains is low among top-ranked
domains identified by PageRank.

These preliminary results appear to be encouraging and urge for an investi-
gation to what extent our spamming/non-spamming behavior assumptions can
be really confirmed by human investigators. We attest the success of the algo-
rithm to the following assumptions: the authoritative pages/domains that enter
into the top k pages of PageRank get there at least partially because other
authoritative pages/domains point at them. If a website gets onto the top list
that is supported only by low-ranking pages then one can suspect that this gain
in authority results from a link spamming process. So it is worth investigating
whether or not the websites staying high in the ranking are really authoritative
ones. It is also worth investigating if the losing websites are really the ones that
gain their authority from spamming. An alternative hypothesis may be that for
example such a webpage is authoritative on a very narrow topic so that other
authoritative websites that could point at it do not exist. Should this alternative
hypothesis turn to be true, then still the algorithm may be used to get deeper
insights into the contents of the Web.
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As further research goals we consider comparisons to other anti-spam algo-
rithms as well as an investigation why the specific version of our algorithm
outperforms the other in order to extend its benefits.
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Abstract. Recommendation Systems are powerful tools generating rel-
evant suggestions for customers, as support in the decision-making pro-
cess. The most sensitive step in the recommendation process is the choice
of the similarity measure. The goal of this article is to present a detailed
analysis of similarity measures applied to memory-based collaborative fil-
tering techniques. Several experiments have been conducted, considering
various similarity-based scenarios, to determine which measure fits best
in the user-based or item-based context. Moreover, the characteristics of
similarity measures and data sets (sparsity, dimensionality) are explored
to determine their impact on the recommendation process. Besides, this
study provides valuable information that can be used to sustain the
choice of similarity measure, which can lead to improved performance
of the recommendation system.

Keywords: Recommendation systems · Collaborative filtering ·
Similarity measures

1 Introduction

Due to the continuous growth of available information, it is getting much harder
to search and find those high-quality trustworthy items and services. Moreover,
friends’ opinions and feelings about an item have a great influence on the user’s
decisions and beliefs. Additionally, when exploring the available item offers, it
is highly appreciated to be presented with a list of items generated by a recom-
mendation system, as this not only saves time and money but also consists only
of those items that best suit the users’ preferences.

In the process of producing satisfying recommendations, the most impor-
tant step is determining the similarity between the target user and his peers,
respectively between certain items.

In this context, the goal of the proposed approach is to compare the per-
formances of various similarity measures applied to memory-based collabora-
tive filtering algorithms: the user-based collaborative filtering and the item-based
collaborative filtering, through several numerical experiments. Several data sets,
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which are different in terms of sparsity and dimensionality, are used in the exper-
imental setup.

The remaining of this paper has been structured in the following manner:
the second chapter offers an overview of both traditional and newly designed
similarity measures for memory-based collaborative filtering algorithms. In the
third chapter, the problem statement is formulated by presenting a comparative
analysis of memory-based collaborative filtering algorithms performance from
a user-to-user, respectively item-to-item similarity point of view. The fourth
chapter outlines the conducted numerical experiments and the obtained results.
Lastly, conclusions are drawn and the future work perspectives are defined, high-
lighting that the proposed comparative analysis is a useful tool for deciding which
is the best similarity measure to apply in memory-based collaborative filtering
methods.

2 Related Work

Recommendation systems have a huge impact on reducing the negative influence
of overwhelming information on websites. The most widely used recommendation
technique is collaborative filtering, which implies rating certain items to generate
recommendations for a user, based on similar users or items.

The most popular algorithm used in collaborative filtering is the k Nearest
Neighbors (kNN) [5]. In this comparative study, both user-to-user and item-
to-item versions of the kNN algorithm are considered. The kNN’s performance
highly depends on the choice of similarity measure in the determination of the
k most similar users (neighbors) or items. The calculated rating prediction can
be improved just as much as the similarity measure provides better results.

In literature, the Pearson Correlation Coefficient (PCC) is the most widely
spread similarity measure, used in a variety of collaborative filtering approaches
[8,18] or [29]. The same degree of popularity is shared by the Cosine similarity
measure (COS), which is included as well in numerous studies, such as [1] or
[8]. However, in [25] a series of disadvantages for both PCC and COS similarity
measures are presented. For example, computing the similarity using PCC may
result in unbalanced values, if considering that two users are similar when one
of them rated a very small number of items and another one rated a large
number of items. Moreover, the COS similarity measure is negatively affected
by the sparsity problem, while the performance of the PCC similarity measure
is positively affected.

Other popular traditional similarity measures used in recommender systems
research papers are: the Jaccard Similarity (JAC) [21], the Spearman’s Rank
Correlation (SRC) [27] or the Euclidean Distance (EUC) [9].

Generally, the traditional similarity measures consider in the computation
only the users’ ratings and ignore the context in which these were given by the
users. Therefore, multiple proposed approaches are trying to improve the results
of the traditional similarity measures by either optimizing an existing one or by
designing a new one.
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The Constrained Pearson Correlation Coefficient (CPC) similarity measure
improves PCC by considering the impact of positive and negative ratings [32].
To overcome the limitations of COS, the Adjusted Cosine Similarity Measure
(ACOS) was used in several papers [24,31]. COS similarity measure does not
consider the case when users use different rating scales, while ACOS solves this
issue by subtracting the average rating provided by the user.

In [4] a novel similarity measure for the collaborative filtering technique is
presented. Taking into consideration contextual information about users, a sin-
gularity measure was designed for each item by analyzing the ratings given by a
pair of users. The main idea is to classify the rating into positive and non-positive
ones and to calculate the singularity values of each user and item. High values
of singularity between the ratings of two users/items produce a great impact
over the similarity. The singularity approach [4] is compared with traditional
ones (PCC, SRC, and COS). The proposed approach significantly improves the
recommendation process, on average, by 20% for recall and by 60% for precision.

The goal of the approach presented in [7] is to improve the results of the
Pearson Correlation Coefficient by designing a new metric based on both the
Jaccard similarity measure [22] and the Mean Square Differences (MDS) [30]
metric. The new metric enhances the numerical values of the user ratings with
non-numerical information based on the arrangement of ratings for each pair
of users. The kNN algorithm is applied to compare the results of the newly
proposed metric to the ones obtained using PCC. Results show that the proposed
metric outperforms PCC when applied to MovieLens [26] and Netflix [28] data
sets (using one-to-five user ratings). On the other hand, the new metric does
not manage to improve PCC when applied to the FilmAffinity dataset (having
one-to-ten user ratings) [7].

Having the goal of improving the recommendation system’s performance in
the cold-start context, a new heuristic user-based similarity measure was pro-
posed in [2]. The so-called PIP similarity measure is based on three factors:
Proximity, Impact, and Popularity. The proximity factor considers the arith-
metic difference between two ratings and whether the ratings are in agreement
or disagreement. If two ratings are in disagreement, a penalty is assigned to the
ratings. The impact factor considers how strongly an item is liked or disliked
by a user, as this means that a clear preference has been expressed for an item
and, therefore, the similarity measure’s results are more reliable. The popularity
factor considers those ratings that are further from the average rating of a co-
rated item. The conducted experiments considered several traditional similarity
measures: PCC, COS, CPC, and SRC. The best overall results were obtained
for the PIP similarity measure [2].

In [3], a new similarity model that combines the benefits of three measures:
CPC, Jaccard, and Inverse User Frequency (IUF) similarity to determine the
target user’s neighborhood is presented. The user’s taste is considered through
the CPC and Jaccard measures by favoring the positive impact and number of
rated movies for each user. Moreover, the focus is on less known items by using
IUF. IUF measure determines the significance of item i in the similarity cal-
culation. It decreases the weight on common items, as these are less beneficial
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in the recommendation process. A disadvantage is that the number of common
ratings is not taken into account. All in all, the proposed model [3] enhances the
similarity weights by considering the above-mentioned aspects. Several experi-
ments were conducted on the MovieLens data set [26] to compare the proposed
approach to a set of traditional similarity measures: PC, COS, CPC, Jaccard,
and IUF. Results verify the accuracy of the suggested similarity model.

The paper presented in [14] aims to define a new similarity measure that
considers all rated items and solves the problem of co-rated items in datasets,
even for the extremely sparse data sets. To improve the adaptability of the
similarity metric in the case of the sparse rating data, the proposed similarity
model [14] consists of three impact factors. The first one determines the similar-
ity between users. The second one was designed to punish the user pairs with a
small proportion of the number of co-rated items. The third one was defined to
weigh each user’s rating preference. To validate the proposed similarity measure,
experiments were conducted on four data sets: MovieLens 100 K [26], FilmTrust,
CiaoDVD, and Epinions data sets. As evaluation metrics, MAE and RMSE were
used. The experiment results show that the proposed measure achieves better
performance on all four datasets compared to all other measures, especially on
extremely sparse datasets. The advantages of the proposed model are more pro-
nounced with the increasing of sparsity.

In addition to these approaches, the proposed one aims to offer a solution
to one of the most urgent questions in recommendation systems research: which
is the most effective similarity measure to be selected for memory-based collab-
orative filtering algorithms, considering the dimensionality and sparsity of the
used data set? Several experiments are conducted in this study to prove that the
accuracy of the generated recommendations is visibly affected by the choice of
the similarity measure.

3 Problem Statement

The goal of this approach is to compare the memory-based collaborative filtering
algorithms from the choice of similarity measure point of view. The ultimate
purpose is to determine, for both user-based (UBCF) and item-based (IBCF)
collaborative filtering algorithms, the most appropriate similarity measure to
be selected. This approach seeks also to observe the algorithms’ performance,
equalities, and differences. Moreover, the proposed case study was designed to
offer an answer to the following four research questions of interest in literature:

– RQ1. Which is the most effective similarity measure to be selected for each
collaborative filtering perspective?

– RQ2. Which is a relevant k value for UBCF, respectively IBCF algorithms?
– RQ3. Which are the characteristics of similarity measures influencing the

recommendation process in terms of user-to-user or item-to-item collaborative
filtering?

– RQ4. How do the sparsity and dimensionality of the data set impact the
choice of similarity measure?
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3.1 User-Based Collaborative Filtering

The most popular algorithm, used in a variety of collaborative filtering
approaches [5,8,18,20,35], is the user-to-user version of the k Nearest Neigh-
bors (UBCF). Below are presented the main steps of the UBCF algorithm:

– A set of k users (called neighbors) for the target user u is determined using
one of the selected similarity measures. The obtained k neighbors are the
most similar users to u.

– The rating prediction of user u for item i is calculated based on the ratings
of the neighbors for item i:
pu,i =

∑k
v=1 rv,i∗sim(u,v)
∑k

v=1 sim(u,v)
, where the meaning of the variables is the following:

• k is the size of the users neighborhood.
• rv,i is the rating of neighbor v for item i.
• sim(u, v) is the similarity between the target user u and the neighbor v.

– Those n items most suitable for user u are selected based on the rating pre-
diction.

– The generated top-n recommendation list is provided for target user u.

The major drawbacks of the UBCF algorithm are low scalability and data
sparsity in the recommendation system databases. The data sparsity causes
problems in the calculation of the similarity measures and accentuates the cold-
start conditions, due to insufficient ratings to be used in users’ comparisons [6].
Besides, the UBCF’s performance depends on the choice of similarity measures
in the determination of the k most similar users.

3.2 Item-Based Collaborative Filtering

The item-based version of the k Nearest Neighbors (IBCF) method [13,23,31] is
more stable in comparison to UBCF, as the average item has a lot more ratings
than the average user. Therefore, an individual rating does not have such a major
impact.

In the IBCF algorithm, the first step is to select k most similar items to
the target item i from the set of items the target user has rated. Based on the
similarity values, the rating prediction for user-item pairs not present in the
dataset is calculated by taking the weighted average of the target user’s ratings
on these similar items.

pu,i =
∑k

j=1 ru,j∗sim(i,j)
∑k

j=1 sim(i,j)
, where the meaning of the variables is the following:

– k is the size of the items neighborhood.
– ru,j is the rating of user u for item j.
– sim(i, j) is the similarity between the target item i and the neighbor item j.

Two shortcomings in the IBCF method are the popularity bias, as the system
tends to recommend popular items and the item cold-start problem, due to the
impossibility to recommend new items since they have not been rated yet.
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3.3 Similarity-Based Scenarios

In this section, the most popular traditional and custom similarity measures
suitable to be used for the memory-based collaborative filtering approaches are
described. The following set of similarity measures was selected to be used both
in the computation of the users’ or items’ neighborhood and further when deter-
mining the rating prediction of the target user u for an item i.

Pearson Correlation Coefficient Similarity (PCC): is used in numerous
collaborative filtering approaches [9,17,18,30,34]. PCC has the target to deter-
mine each users’ or items’ deviations from their average ratings, while considering
the linear adjustment between the two users/items. The result is a value in the
[−1, 1] range, where: “ − 1” represents a negative correlation, “1” a positive one
and “0” (zero order correlation) describes no relation.

Constrained Pearson’s Correlation (CPC): is a modified version of PCC
that considers in the computation only the pairs of ratings that are either both
being positive or both being negative [32]. CPC uses the median value of ratings,
instead of the average: median value = 3 in the scale [1 − 5].

Cosine Similarity (COS): considers the angle between two vectors of ratings,
where a smaller angle represents greater similarity. Since the cosine of two vectors
is determined, the output will always range in [−1, 1]. The greatest drawback of
COS is that null preferences are treated as negative ones [1].

Adjusted Cosine Similarity (ACOS): has been applied exclusively for the
item-based collaborative filtering approach. This measure takes into account that
different users could have contrasting rating schemes. For example, some users
might tend to highly rate items, while others might accord lower ratings as a
preference. To avoid this, the average ratings for each user are subtracted from
each user’s rating for the current pair of items.

Euclidean Distance (EUC): is defined as the “ordinary” straight-line dis-
tance between two points, in the recommendation systems scenario it is calcu-
lated for two users/items [15].

Spearman’s Rank Correlation (SRC): computes the similarity between two
vectors based on the similarity of ranks of values in the vectors. SRC performs
better on small data sets, as the computation and storage of the ranks takes
long time [11,16,33].

Jaccard Similarity Measure (JAC): considers the number of commonly
preferred items between two users. The basic idea is that users/items are more
similar if they have more common ratings. The drawback is that it does not
consider the absolute rating [10].
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Proximity-Impact-Popularity (PIP): is a custom similarity included in this
comparative study for the user-based collaborative filtering approach, using the
formulas defined in [2].

3.4 Evaluation Measures

In the evaluation step, precision and mean absolute error (MAE) evaluation
measures were used. Precision is a classification accuracy metric [19] used for
measuring how frequently the recommender system makes correct decisions when
evaluating if an item is good for the target user.

precision(u) =
|recommended ∩ relevant|

|recommended| ,

where:

– u is the target user.
– recommended is the set of generated recommendations.
– relevant is the set of relevant recommendations. A recommended item is

relevant if it was rated by the target user u.

The mean absolute error (MAE) is a predictive accuracy metric [19], mea-
suring the average absolute deviation between a predicted rating and the user’s
true rating. The following formula was used for computing MAE, taking the sum
of the difference between the user’s rating (ru,i) and the predicted rating (pu,i)
and dividing it by the number of rated items (N):

MAE(u) =
∑N

i=1 |pu,i − ru,i|
N

4 Numerical Experiments

Several numerical experiments were conducted, considering the previously pre-
sented similarity measures and memory-based collaborative filtering techniques
(UBCF and IBCF).

4.1 Datasets

Two data sets, that are different in terms of dimensionality and sparsity, were
chosen for the numerical experiments.

The MovieLens 1M [26] data set contains 1 million ratings applied to 4.000
movies by 6.000 users. The DataFiniti - Hotel Reviews [12] data set consists of
10 000 reviews for 1670 hotels. Both data sets consider one-to-five user ratings.

From a sparsity point of view, MovieLens has 95.83%, while DataFiniti -
Hotel Reviews 99.91%.
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4.2 Results

UBCF Approach. In the UBCF approach, several similarity measures have
been applied to determine the k most similar users. In this context, different
scenarios have been defined, considering several values for k neighbors in the
[3, 50] range. The choice of the k nearest neighbors for the neighborhood forma-
tion results in a compromise: a very small k leads to a small set of candidate
items to be recommended, as there are not sufficient neighbors to support the
predictions. In contrast, a very large k impacts precision, as the particularities
of user’s preferences can be softened due to the large neighborhood size. The
optimal k value depends on the characteristics of the data set, such as sparsity
and dimensionality. The best results were achieved for k values equal to 10 and
50 and have been included in this study.

Tables 1 and 2 reflect the performance of the recommendation system in terms
of mean absolute error (MAE) and precision for the applied similarity metrics on
the MovieLens, respectively DataFiniti - Hotel Reviews datasets. The number
of generated recommendations was determined experimentally and the optimal
value obtained was n = 5. Greater values have shown to decrease the quality of
the recommendation list.

Table 1. MAE and Precision for UBCF on MovieLens

Similarity measure MAE Precision

k = 10 k = 50 k = 10 k = 50

Pearson correlation 0.53 0.27 0.75 0.85

Constrained Pearson correlation 0.32 0.19 0.82 0.82

Cosine similarity 0.69 0.70 0.67 0.62

Euclidean similarity 1.22 0.94 0.3 0.25

Spearman rank coefficient 0.26 0.34 0.73 0.75

Jaccard similarity 0.14 0.25 0.82 0.75

PIP similarity 0.09 0.01 0.86 0.92

Table 2. MAE and Precision for UBCF on DataFiniti - Hotel Reviews

Similarity measure MAE Precision

k = 10 k = 50 k = 10 k = 50

Pearson correlation 0.57 0.66 0.60 0.64

Constrained Pearson correlation 0.35 0.36 0.85 0.76

Cosine similarity 0.20 0.07 0.72 0.93

Euclidean similarity 1.59 1.41 0.30 0.40

Spearman rank coefficient 0.04 0.20 0.90 0.55

Jaccard similarity 0.09 0.13 0.48 0.46

PIP similarity 0.35 0.71 0.84 0.64
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The presented results illustrate that PIP similarity measure has the best per-
formance for UBCF (RQ1) for both values of k, when utilized for large datasets
(MovieLens 1M ). Besides, PIP similarity measure is a better choice when applied
on data of lower sparsity (RQ4).

To determine those characteristics that are relevant for a user-based recom-
mender system, the PIP’s similarity features have been analyzed. Therefore,
proximity (if the ratings of two users are in agreement [2]), impact (the strength
of preference for an item) and popularity (the ratings that are further from the
average of a co-rated item) are the features determining the best quality of rec-
ommendations in the UBCF scenario (RQ3). The best results have been achieved
considering k = 50 neighbors. A greater value for k (for large datasets) means
a larger neighborhood and more rated items in comparison with a smaller value
(RQ2).

On the other hand, the Spearman’s Rank Coefficient performs better
on smaller datasets (DataFiniti - Hotel Reviews 10K) with greater sparsity
(99.91%) (RQ4) and considering a lower neighborhood size (k = 10) (RQ2).

IBCF Approach. The IBCF approach has been designed considering the pre-
sented similarity measures, different values for the k items neighborhood (10,
respectively 50) and a resulted list of n = 5 suggested movies. Tables 3 and 4
present MAE and precision values for IBCF approach for all similarity-based
scenarios for both datasets.

Table 3. MAE and Precision for IBCF on MovieLens

Similarity measure MAE Precision

k = 10 k = 50 k = 10 k = 50

Pearson correlation 0.48 0.58 0.55 0.64

Constrained Pearson correlation 0.40 0.34 0.65 0.62

Cosine similarity 0.78 0.76 0.48 0.60

Euclidean similarity 1.37 1.02 0.575 0.577

Spearman’s rank coefficient 0.04 0.06 0.88 0.90

Jaccard similarity 0.54 0.45 0.86 0.88

Adjusted cosine similarity 0.25 0.35 0.79 0.70

Ranks (absolute numerical values) are valuable features for items, highlight-
ing the preference of a user for an item. The rating prediction computation is
greatly influenced by the similarity between the k most similar movies and the
target movie. Therefore, this idea validates that Spearman’s Rank Coefficient
fits best in the IBCF scenario for large datasets (MovieLens 1M ) (RQ1, RQ2,
and RQ4).
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Table 4. MAE and Precision for IBCF on DataFiniti - Hotel Reviews

Similarity measure MAE Precision

k = 10 k = 50 k = 10 k =50

Pearson correlation 0.40 0.12 0.50 0.66

Constrained Pearson correlation 0.16 0.22 0.70 0.62

Cosine similarity 0.16 0.18 0.46 0.42

Euclidean similarity 0.65 0.63 0.55 0.65

Spearman’s rank coefficient 0.32 0.29 0.62 0.54

Jaccard similarity 0.07 0.11 0.76 0.84

Adjusted Cosine similarity 0.07 0.13 0.70 0.58

In case of smaller datasets with greater data sparsity (DataFiniti - Hotel
Reviews) (RQ4), the Jaccard similarity measure achieved the best results (RQ1).
This idea is sustained by the small set of users that rated the same items (RQ3).

5 Conclusions

In the presented study, several experiments were conducted to offer an answer to
a set of essential questions in memory-based collaborative filtering approaches.
The main difficulty in the design of a recommender system lies upon the proper
choice of the similarity measure.

The used data sets, MovieLens [26] and DataFiniti - Hotel Reviews [12], were
chosen in terms of different dimensionality and sparsity features. The results of
the conducted numerical experiments lead to the following conclusions. In terms
of large data sets and lower data sparsity, the PIP similarity fits the user-based
context, while the Spearman’s Rank Coefficient could be a proper selection for
the item-based context. In contrast, when having a smaller data set with high
sparsity, the Jaccard similarity suits the item-based context. For the user-based
scenario, multiple similarities can be chosen, depending on the neighborhood
size. Moreover, questions like which is an appropriate k value for the size of the
neighborhood or which characteristics of similarity measures positively influence
the recommendation process, are discussed in this analysis.

As future work, several datasets will be used to validate and generalize the
obtained results and to explore an unsupervised flavor in the user/item profile
definition.
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Abstract. The interest in interpretable models that are not only accu-
rate but also understandable is rapidly increasing; often resulting in the
machine-learning community turning to decision tree classifiers. Many
techniques of growing decision trees use oblique rules to increase the
accuracy of the tree and decrease its overall size, but this severely limits
understandability by a human user. We propose a new type of oblique
rule for decision tree classifiers that is interpretable to human users. We
use the parallel coordinates system of visualisation to display both the
dataset and rule to the user in an intuitive way. We propose the use of
an evolutionary algorithm to learn this new type of rule and show that
it produced significantly smaller trees compared to a tree created with
axis-parallel rules with minimal loss in accuracy.

1 Introduction

In recent years, interest in the ability to deliver understandable machine-learning
models has increased [25]. Deep neural networks have been able to achieve an
impressive level of accuracy in a variety of domains [30]. Despite this, the machine
learning community recognises now the importance of eXplainable AI (XAI) [1];
that is, the priorities also include the ability of humans to understand how these
models are reaching their decisions. The European Union has recently intro-
duced regulations [2] that decisions by an automated system affecting a citizen
must be explainable to the citizen. This need for understandability is of critical
consequence, in particular in domains such as medicine [22], credit scoring [27],
and churn prediction [35]. Moreover, insights into the phenomena, links between
independent and dependent variables, and understanding of relationships is usu-
ally more important than black-box classification [22,27,35]. Even more relevant
is the value of incorporating humans’ expertise and experience. Researchers insist
for techniques that building classifiers with the human-in-the-loop [15].

Interpretability [12] is the key characteristic of decision trees. Thus, the area
of XAI has focused on decision trees [1,33] and decision forests [26]. One tech-
nique has been to use a decision tree or trees as a surrogate for a black-box model
where the decision tree is used for the explanation while the black-box model is
used for the prediction [4]. When solely using decision trees to learn interpretable
c© Springer Nature Switzerland AG 2020
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models, most research has been focused on either making these trees smaller, or
increasing their accuracy to better match the accuracy of black-box models [39].
However, little research has examined different forms of rule splits at each node
of a decision tree. We introduce a new type of split for internal nodes of a deci-
sion tree as well as a method of growing these trees using a genetic algorithm.
We argue that this provides a suitable trade-off between extremely sophisticated
splits that reduce the length of branches in the tree (and thus rules, but result
in unintelligible tests on attributes), versus the alternative of simple binary tests
but more extended rules. In all cases, the sacrifice in accuracy should be min-
imised. We also argue that this new form of rule split lends itself to human in
the loop learning of decision trees classifiers.

2 Supervised Learning

2.1 The Starting Point Is Greedy Hill-Climbing

The original goal of supervised learning is to learn a classifier from a supervised
sequence T of vectors (of the form (xi, yi)i=1,...,n), that minimises the misclassi-
fication rate MS given by MS = E[F (x) �= c(x)] (the expectation is with respect
to the distribution of unseen cases). The vector x is the independent variable
and holds d attributes. The set T is a matrix of n rows and d+1 columns. Thus,
a classifier F : X → Y labels an un-labelled case x as belonging to a class F (x)
among a finite set of categories C = {C1, C2, . . . , Ck} (yi ∈ C, ∀i = 1, . . . , n).
Machine learning uses T to build a predictor for the dependent variable y.

For assessing performance as accuracy, the common approach is V -fold vali-
dation [3]. We note that the understandability and generalisation capacity of the
classifier is correlated to its length [24, Section 3.6.2]. Other criteria to assess the
quality of the learning included such metrics as minimum-description length [31].
Therefore, aiming for short and shallow trees, (in what could be considered a
variant of Occam’s Razor), the construction of decision trees follows a fundamen-
tal greedy strategy that starts from a single-node tree and recursively operates
on the input T with two steps.

1. If the set T is such that all yi are equal or meet some homogeneity criteria
H, we call T and its associated tree-node “pure” [5] and we stop here with
the prediction given by a decision procedure D.

2. Alternatively, we select an informative criterion or question Q on some of the
attributes and horizontally split the set T by the criterion Q into subsequences
T1, . . . , Tt for which we apply the method recursively.

As described in the seminal book by Breiman et al. [5, Page 22], the entire
construction of the tree then revolves around three elements:

1. The selection of the splits (choice of Qs).
2. The decision procedure H to declare a node terminal.
3. The procedure D for assigning each terminal node to a class.



154 V. Estivill-Castro et al.

2.2 Higher Accuracy and Shorter (Oblique) Trees

Although basic decision trees perform tests over one attribute, tests with more
than one attribute lead to so-called “oblique test” [7,14,28] or “variable com-
binations” [5, Section 5.2]. These tests are a linear combination of all numerical
attributes [5, Section 5.2.2]. When decision trees use oblique tests, an oblique
hyperplane in the feature space [14] splits T . Oblique decision trees frequently
grow smaller and more accurate decision trees (standard trees are a subset of
oblique trees). However, decision trees with oblique splits are generally more
difficult to interpret [7]: since the splits are now represented by a hyperplane in
d-dimensional feature space, the split becomes difficult to describe to a human.

2.3 Our Choice of Parallel Coordinates

We demonstrate how to use parallel coordinates [19] for effectively growing inter-
pretable trees with rules testing more than one attribute. Parallel coordinates
efficiently visualise high-dimensional datasets [21]. Common data visualisation
techniques (such as the scatter diagram) rely on mapping data onto a Cartesian
plane. This mapping is quite effective in datasets with three or fewer dimensions.
Beyond this, however, it becomes difficult to obtain a complete representation of
the dataset and the potential relationship between attributes [37]. But the par-
allel coordinates approach to the visualisation of datasets is not dependent on
the number d of dimensions of that dataset [10]. A dataset of any dimensionality
d is represented and projected in a two-dimensional drawing. This breakthrough
in the presentation of high-dimensional datasets is achieved by drawing all axes
parallel to each other rather than requiring all axis to be orthogonal to each
other.

Fig. 1. The Iris Dataset visualised using
parallel coordinates [23].

In an d-dimensional dataset, each
observation is represented by a poly-
line that crosses each of the parallel
axes. Figure 1 shows the Iris dataset
being visualised using parallel coordi-
nates. Each instance in the dataset
appears as a poly-line that intercepts
each axis at the normalised value
of that attribute for that instance.
Despite its advantages for visualis-
ing high dimensional datasets, parallel

coordinates are used infrequently by the machine learning community [20].

3 Decision Trees Using Parallel Coordinates

We introduce the interactive use of parallel coordinates to, not only construct
the tree fully autonomously, but also to enable human drivers to incorporate
expertise in the tree. Previous efforts to involve humans in building a tree
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have involved the human to chose a very restricted shape (line or axis-parallel
rectangle) in a Cartesian visualisation of two attributes [36]. These propos-
als not only have the disadvantage of a weak visualisation but they are fully
manual (leaving the human without the powerful heuristic search of the com-
puter). In sharp contrast, we propose a new algorithm Q for recursively split-
ting the nodes of a decision tree under construction. In our system, the split Q

Fig. 2. Using a rectangle region in between two parallel
coordinates.

will be chosen by the
human but assisted
with resources (infor-
mation summaries and
indicators). Our Q
does not involve all
the attributes (recall
that oblique splits of
d attributes are hard
to understand). Our
Q is visible as a
rectangular region
between at most two
attribute axes on a
parallel coordinates
visualisation of the
dataset (and will have
an interpretation com-
prehensive to humans).
Figure 2 shows our

proposed method of using parallel coordinates for selecting a split Q. The splits
are oblique but are restricted to two attributes, so that they remain interpretable
to the user. Each split Q is represented by a rectangle in parallel coordinates
space between (but including) the two selected attributes (therefore, standard
splits of decision trees are also included). An instance is said to match this rule if
it intersects this rectangle in the parallel coordinates display. Despite only using
two attributes, a dataset with d attributes will have d(d − 1) = O(d2) possible
ordered choices with the additional possibility to flip one of these axes for a total
of 2d(d − 1) possible axes combinations.

These rectangles are interpretable by users as follows. A vertical range [a, b]
over one attribute xi (a horizontally flat rectangle [a, b]× [xi, xi]) corresponds to
selecting a range (a band) of values for attribute xi (and thus, to the standard
form of orthogonal splits in decision trees). That is, one branch of the tree is
{x | a ≤ xi ≤ b} while the other branch is {x | (xi < a)∨(xi > b)}. Alternatively,
the range [a, b] corresponds to the line L given by xi = (a+b)/2 with the margin
(b− a)/2, and those instances that fall within the margin are one branch of the
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binary split, while the other branch is those outside the margin (refer to Fig. 3).
As the vertical range travels from left to right in the parallel-coordinate space,
starting with attribute xi to attribute xj , the line L changes slope. That is, a
horizontally flat rectangle given by [a, b] × [u, u] with xi ≤ u ≤ xj) represents a
line with margin (b − a)/2 but with a slope that, in a 2D Cartesian space for
xi, xj , is between horizontal to vertical.

Fig. 3. Illustration of a range selection in Parallel-space versus Cartesian space.

Thus, if we consider not only a range (which is a rectangle of minimal hor-
izontal size in parallel-coordinate space) but a progressively wider rectangle
[a, b] × [u, v] (where xi ≤ u ≤ v ≤ xj), we are enlarging the set of slopes. If
we manipulate the vertical dimension of the rectangle (the values a and b), we
affect the position of the line and the width of the margin. Note the connection
to support vector machines.

The use of parallel coordinates allows for the easy capturing of a number of
interesting relationships between attributes. We emphasise the following.

1. Due to the point-line duality in parallel coordinates [19], shrinking a rect-
angle into a point (in parallel-coordinates space) corresponds to a split
where instances approximately follow a linear correlation between the two
attributes.

2. Squeezing the rectangle to a horizontal line segment L in parallel coordinates
space translates to a linear correlation of the two attributes that is rotated
around a point with the amount of rotation dictated by the length L.

3. If we squeeze the rectangle so it approaches a vertical segmemt L in parallel
coordinates space, it translates to a set of parallel linear correlations with the
width of this set being determined by the length L.
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Fig. 4. The learnt rule is shown in green
between the second and third attributes.

To illustrate the power of using
our suggested form of rule split
for decision trees, we constructed a
synthetic dataset. This dataset has
three attributes (d = 3) and 400
instances with two classes. We gen-
erated the data with uniformly dis-
tributed random values for each
individual attribute, but there is
a linear correlation between the
first and second attribute for one
class, and also for the second class,
the second and third attribute are
correlated. These relationships are
generated with a small amount of
random noise.

Figure 4 shows the rule that is learnt using our system with rectangular
regions in parallel coordinates. Due to the linear relationship between the two
attributes, the rectangle is completely slim and has taken the form of a line.
Although this is a rather simplistic example we argue that it allows a human
to easily understand a simple and accurate classifier where other systems would
either create an inaccurate classifier or an uninterpretable tree. On this dataset,
WEKA’s implementation of C4.5 produces a naive one-node tree with 50% accu-
racy. Recent studies have looked at techniques for learning smaller trees for the
sake of understandability [4]. But, these approaches do not offer effective visuali-
sation of their oblique splits. In recent years there have been numerous techniques
proposed to grow accurate and shorter oblique decision trees using evolutionary
algorithms [7,33]; however, these techniques rely on finding a hyperplane that
splits the data. The ability to understand this hyperplane by a human user is a
problem that seems to be largely ignored in the literature.

We argue that this form of split representation has numerous benefits:

1. Logic rules derived from the decision tree for explaining classification decisions
use splits on more than one attribute and remain understandable by humans
due to their ease for visualisation.

2. A user can review the rule in the context of the entire dataset and the patterns
exhibited by the dataset under classification.

3. Linear relationships between multiple attributes can be easily captured due
to the point-line duality in parallel coordinates [19].

4. Flipping an axes is an additional operation rarely considered in OLAP.

Moreover, when combining this approach with a human-in-the-loop learning
system, the user will be able to select and manage the subset of attributes
visible in the construction. Therefore, the user adjusts which and how many
attributes are under consideration, enabling the exploration of arbitrarily large
number of dimensions. But then again, the system will offer insights into which
attributes to include into the visible data set, as well as the order in which
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they are presented. Adding an attribute or removing an attribute from view
are analogous to OLAP’s operations (slicing and dicing), while OLAP’s pivoting
corresponds to the parallel-coordinates visualisation order [8]. OLAP has been
particularly successful in business intelligence applications [9] and for successful
analyses of human participation and human expertise and insights are critical
for successfully driving the process.

When moving from a single attribute split to an oblique split, the search
space increases exponentially with the number of dimensions in the dataset. To
tackle this problem, we use the Gain Ratio as used in the traditional C4.5 algo-
rithm [32] in conjunction with a differential evolution algorithm [34]. Differential
evolution initially encodes NP candidate solutions as real-valued vectors, start-
ing with NP random points in the solution space. It is possible, however, to
seed the algorithm with initial good candidates. The user shall supply a cost
function, as well as mutation and crossover factors, and the limit G of itera-
tions. At each iteration, crossover and mutation operations are applied to each
candidate solution. There are a number of different variants of the differential
evolution algorithm, the notation DE/A/B/C is used to describe these different
variants. Our experiments and discussions for the remainder of this paper focus
on the classic DE/rand/1/bin variant because OC1-DE [33] uses such variant.
Our algorithm works as follows.

Table 1. Datasets used.

Dataset Attributes Instances Classes Dataset Attributes Instances Classes

iris 150 3 liver 6 345 2

cryotherapy 6 90 2 seeds 7 210 3

ecoli 7 336 8 car 6 1728 4

breast-cancer-
wisconsin

9 699 2 glass 9 214 6

vowel 10 990 11 page-blocks 10 5473 5

wine 13 178 3 heart 13 270 2

credit 14 690 2 vehicle 18 846 4

ionosphere 34 351 2

1. At each non-terminal node with data T , pairs of attributes are selected1.
2. For each pair of attributes, an initial population of candidate solutions is

randomly generated. Each solution consists of four values, the xi coordinates
of the left and right side of the rectangle and the xj coordinates of the top
and bottom of the rectangle.

1 We use only adjacent attributes in the visualisation as pairs due to the computational
cost of evaluation of every possible attribute pair and maintaining the mental map
of the user. This reduces the complexity from O(d2) to O(d), and the user can still
permute attributes at will to create pairs.
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3. The differential evolution algorithm runs for each attribute pair and the best
candidate solution is recorded. The cost of candidates is defined as the inverse
of the information gain of the split.

4. We take the candidate solution with the lowest cost overall attribute pairs as
the split Q for this node.

5. The splitting process is repeated for each child node until all leaf nodes meet
a criteria H, which for simplicity, we make the node is pure.

6. Prune the tree and avoid over-fitting. with C4.5’s pruning strategy [32]

We generate a fraction of the initial solutions using C4.5 single attribute
splits, increasing the accuracy of our method. Single attribute splits are calcu-
lated for both attributes under examination using C4.5’s rule to chose a split.
Each later candidate derives uniformly from one of the two attributes. C4.5’s
split on a single attribute is a range v1 ≤ xi ≤ v2. But, we convert this split to
our parallel-coordinates rule representation by constructing a narrow box located
next to the left or right axis depending on the original attribute. The height and
position of the box closely approximates C4.5’s single attribute split.

4 Experiments

Although the intention of our system is to let the user guide the construction
of a tree, we evaluate the effectiveness of our algorithm for finding splits in
parallel coordinates space by allowing it to grow complete trees autonomously.
This demonstrates the power of our system’s suggestions. We test the algorithm
against a number of popular datasets in the UCI repository [23]. Table 1 shows
the details of these datasets.

Table 2. F-Measure scores averaged over 5 runs of 10-fold stratified cross-validation.

Dataset C45V1 C45V2 Weka J48 PC-DE PC-DE OC1 OC1-DE

(seed C45V1) (seed C45V2)

iris 0.95(2) 0.90(7) 0.95(2) 0.93(6) 0.94(4.5) 0.94(4.5) 0.95(2)

liver 0.65(1) 0.60(7) 0.64(2.5) 0.63(4.5) 0.64(2.5) 0.63(4.5) 0.61(6)

cryotherapy 0.91(2) 0.89(5) 0.90(4) 0.91(2) 0.91(2) 0.86(7) 0.88(6)

seeds 0.92(2.5) 0.88(7) 0.94(1) 0.90(6) 0.91(4.5) 0.92(2.5) 0.91(4.5)

ecoli 0.50(5) 0.41(7) 0.55(1) 0.50(5) 0.51(2.5) 0.50(5) 0.51(2.5)

car 0.88(6) 0.91(3) 0.90(4.5) 1.00(1) 0.99(2) 0.90(4.5) 0.85(7)

breast-cancer-wisconsin 0.94(3) 0.93(6) 0.94(3) 0.93(6) 0.93(6) 0.95(1) 0.94(3)

glass 0.69(1) 0.62(5.5) 0.62(5.5) 0.62(5.5) 0.64(2) 0.62(5.5) 0.63(3)

vowel 0.79(2) 0.71(7) 0.79(2) 0.74(6) 0.76(4) 0.79(2) 0.75(5)

page-blocks 0.84(2) 0.80(5.5) 0.85(1) 0.80(5.5) 0.81(4) 0.83(3) 0.56(7)

wine 0.93(2) 0.92(4) 0.93(2) 0.90(5.5) 0.90(5.5) 0.93(2) 0.89(7)

heart 0.76(2) 0.70(6) 0.78(1) 0.70(6) 0.70(6) 0.75(3.5) 0.75(3.5)

credit 0.84(3.5) 0.84(3.5) 0.84(3.5) 0.82(6) 0.81(7) 0.84(3.5) 0.86(1)

vehicle 0.72(2.5) 0.69(5.5) 0.73(1) 0.71(4) 0.72(2.5) 0.69(5.5) 0.58(7)

ionosphere 0.92(1) 0.87(5.5) 0.89(2.5) 0.88(4) 0.87(5.5) 0.89(2.5) 0.81(7)

Average Rank 2.50 5.63 2.43 4.87 4.03 3.77 4.77
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Calculating the F-Measure is delicate, especially for multi-class classification
problems and with cross-validation [11]. Nevertheless, when evaluating a classi-
fier, we use the F-Measure to quantify the predictive power, since this is resilient
to class imbalance in a dataset. We use 10-fold stratified cross validation and
perform this for 5 repeated runs. We then average the result across all 5 runs.

In particular, to ensure consistent results across all methods, when using
other machine-learning packages to train classifiers, we record the raw results
and calculate the F-Measure as suggested by Forman et al. [11].

We also measure the size of the decision tree constructed and the depth of
its deepest node. This size and depth is measured by training the classifier on
the full dataset for five individual runs and taking the average across all runs2.

The best possible splits of C4.5 provide some of the initial candidate solutions
for our genetic algorithm. Because of this, we first evaluate the performance of
our implementation in comparison to Weka’s J48 implementation of C4.5. We
test two different versions of our implementation of C4.5, one that looks for a
split Q of the form xi >= S1. We call this version C45V1. This is the traditional
implementation of C4.5 and the type of split that Weka’s J48 uses. We also test
a version, C45V2, looking for splits of the form S1 <= xi <= S2.

We next evaluate our parallel-coordinates algorithm, named PC-DE. We run
this algorithm in two different configurations, one seeded with initial candidates
from C45V1 and one seeded with candidates from C45V23. For the differen-
tial evolution algorithm, we use a population size of 50, cross-over rate of 0.4,
mutation factor of 0.6, for 100 iterations with 15% of the population seeded.

We also run all 15 dataset against the OC1 algorithm [29], an algorithm
for induction of oblique decision trees where the split point at each node is a
hyperplane across all attributes. Finally we run the OC1-DE [33] algorithm, a
version of OC1 using differential evolution to find the hyperplanes for OC14.
Table 2 and Table 3 respectively, show the F-Measure and tree structure results.
Each row of these tables also includes in brackets the rank of each algorithm for
that dataset, but the last row shows the average rank.

From the average rank we can already contrast the performance of each
algorithm. Nevertheless, we perform some statistical analysis to determine dif-
ferences in these algorithms. We make use of the scmamp [6] R-package for all
statistical analysis of results. To compare the results of these algorithms we first
use Iman Davenport’s correction [18] of the Friedman test [13] to check if there
exists a significant difference in the performance of at least one of these algo-
rithms. This test computes the p-value which is used to accept or reject the null
hypothesis H0 that all algorithms perform equally. We perform this test on the
F-Measure generated with each method and find a p-value of 1.449×10−5. Using
a significance level of 5% we can reject the null hypothesis that the predictive
power of each algorithm is the same. Having rejected the null hypothesis we can

2 We only run once on the full dataset when measuring the size and the depth of the
deepest leaf for C4.5 and J48 since these algorithms are completely deterministic.

3 We make available the sourcecode for our algorithm here.
4 We thank the authors of the OC1-DE algorithm [33] for providing their source code.

https://github.com/eugene-gilmore/SwiftDecisionTrees
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Table 3. Tree size and depth for each algorithm.

DeepestLeaf/Tree Size

Dataset C45V1 C45V2 Weka J48 PC-DE PC-DE OC1 OC1-DE

(seed C45V1) (seed C45V2)

iris 6/17(7) 5/13(6) 4/9(4) 5/9(4) 5/9(4) 4/7(1.5) 4/7(1.5)

liver 13/145(7) 21/99(6) 14/85(4) 9.8/49.8(1) 10/52.2(2) 18.8/98.6(5) 11.6/63(3)

cryotherapy 9/21(7) 6/17(6) 2/7(3.5) 3/5(1.5) 3/5(1.5) 3/7(3.5) 4.8/10.6(5)

seeds 8/25(6.5) 8/25(6.5) 5/15(5) 5.2/10.2(2.5) 5.2/10.2(2.5) 3/5(1) 5.6/11.8(4)

ecoli 13/93(7) 10/75(6) 7/37(3) 7.2/39.4(4) 7.4/39.8(5) 4/7(1) 8/32.6(2)

car 12/205(7) 12/139(5) 11/145(6) 9.2/44.2(2) 9.6/42.6(1) 9.6/62.2(3) 10/91.8(4)

breast-cancer 11/83(7) 9/67(6) 7/27(3) 7.2/30.6(4) 7.6/32.2(5) 4/7(1) 7.4/19.8(2)

glass 11/81(7) 11/57(5.5) 11/57(5.5) 7.2/36.6(2) 7.2/37(3) 4/11(1) 9/41(4)

vowel 13/245(7) 13/207(5) 15/211(6) 10/128.2(2) 10.2/131(3) 10/123(1) 13/176.6(4)

page-blocks 16/295(7) 17/179(6) 14/117(3) 11.4/133.4(5) 11.2/129(4) 11/91(2) 9.6/62.6(1)

wine 5/19(7) 4/11(5) 3/9(3) 4/9(3) 4/9(3) 3/7(1) 5.4/14.2(6)

heart 10/71(7) 11/49(6) 7/47(5) 9.8/34.6(3) 10/35.4(4) 4/11(1) 7.8/32.6(2)

credit 15/165(7) 12/77(6) 15/69(5) 9.6/67.4(4) 9.8/64.2(3) 4/7(1) 6/18.6(2)

vehicle 19/257(7) 29/179(5) 33/205(6) 11.8/97(2) 12.6/99.4(3) 13/67(1) 15.2/110.6(4)

ionosphere 9/39(7) 5/11(2) 7/23(5) 6.4/16.6(4) 6.4/15.8(3) 2/3(1) 9.2/37(6)

Average Rank 6.97 5.47 4.47 2.93 3.13 1.67 3.37

proceed to pair-wise comparisons between individual algorithms. For these pair-
wise comparisons we use the Bergmann-Hommel test [16] to check for differ-
ences in performance. Figure 5 shows a graph of the results of this test for the
F-Measure results of each algorithm. The nodes in the graph represent each
algorithm with their average rank, a link between two nodes shows that there is
no significant difference in the performance between these two algorithms.

Fig. 5. Results of the Bergmann-Hommel
test.

Figure 5 shows links between algo-
rithms where no significant differ-
ence is present. Thus, for most of
the algorithms, we cannot say that
there exists a significant difference in
predictive performance. This includes
predictive performance between OC1
and OC1-DE. We attribute this to
the well-known issue of reproducibil-
ity [17]. This graph also shows that

PC-DE based methods as well as OC1 do not perform significantly differently
to other methods in terms of predictive performance. Despite a large difference
in the performance between C45V1 and C45V2, the impact of which version
is used in our PC-DE algorithm is minimal. Nevertheless, seeding with C45V1
appears to have slightly advantage and as such we focus on this version of our
algorithm for further analysis. In a direct comparison between PC-DE(seeded
C45V1) and J48 (the best performing single attribute split algorithm) we would
expect that oblique tests would lead to more accurate trees given their increased
expressive power. We attribute the slight loss in predictive performance to the
trees that are learnt being significantly smaller. Indeed the trees learnt with our
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PC-DE(seeded C45V1) algorithm are on average 21% smaller than trees grown
with J48 and in some cases are half the size or less. This difference in size comes
at the cost of an average loss in F-Measure of 0.019. We perform the Wilcoxon
signed-ranks test [38] between these two algorithms for both F-Measure and
tree size. For 15 datasets results are statistically significant with a p-value of
0.05 the exact critical value is 25. When comparing the size of trees the mini-
mum sum of ranks for positive and negative difference is 21 for tree size while
for F-Measure it is 19. Both of these being below the critical value shows that
using the Wilcoxon, both the difference in tree size and F-measure are statisti-
cally significant. Given that smaller trees are much more interpretable to users,
we argue that this type of oblique split lends itself very well to application that
value human understandability.

5 Conclusion

We have presented a new type of oblique split for decision tree classifiers. We
have shown how parallel coordinates can be effectively used to make this type of
oblique split interpretable to a human user as well as the very promising potential
for the use of parallel coordinates in the machine learning community. We have
also demonstrated how this new type of split can be learnt with an evolutionary
algorithm to grow complete trees. We find that using this technique, we are
able to grow trees that are substantially smaller with minimal impact on their
accuracy. In future work, we would like to look at methods of GPU processing to
speed up the learning process and with this, the ability to examine all possible
combinations of attribute pairs in the dataset. We would also like to further
investigate the effectiveness of using parallel coordinates and this type of rule
split for a human in the loop learning systems by expanding our subject pool.
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Abstract. e-Recruitment Recommender Systems have been attracting
attention over the last few years. It is an economically relevant field
and can potentially revolutionize how organizations execute talent search
and acquisition. This paper briefly discusses the e-Recruitment problem
and presents a framework together with three recommendation models
aiming to overcome the particular challenges presented in this field.
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1 Introduction

The advances of the Internet revolutionized how the information flows inside
and outside organizations. Almost all aspects of businesses were influenced by
it. The use of Internet by the world’s population went from 34.6% in 2012 [15]
to 56.8% in 2019 [12], an increase of 64.2% in only seven years. There will be
a moment in history in which almost all transactions will be made digitally,
and organizations are pushed to review their processes to a cheaper, scalable
and digital version. Regardless of the size and nature of business, enterprises
have been tackling challenges regarding their human resources. “Recruitment is
on the cusp of digital disruption. Just as business has entered the age of the
consumer, arguably, recruitment is entering the age of the candidate. Websites,
like Glassdoor and LinkedIn, empower candidates with more information than
ever about potential employers, allowing them to reach out directly to people
they want to work with, regardless of whether they are hiring or not. . .”[16, pp.
304–305]

This paper proposes a framework which allows the integration between Rec-
ommender Systems (RS) and Application Tracking Systems (ATS). In addi-
tion, it suggests three recommendation models to be implemented using such
framework.

2 Theoretical Background

Typically, recommendation systems produce a score, known generically as util-
ity, for items to choose from, or a list of the N most recommended or highest
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score items [3]. The main approaches on recommender systems for e-recruitment
are based on content (CBR); collaborative (CF); knowledge (KBR); or Hybrid
[9,11,16]. The problem of matching jobs and candidates can be seen from two
distinct perspectives: a) find relevant candidates to a job opening; and b) select
the suitable jobs to a specific candidate. Regardless of the recommendation focus
and the approach used, it is common sense that USER is the term designed to
receive a set of objects recommended to it and ITEM is one of the objects
recommended to a specific user. A recommender system that embraces both
perspectives is known as a bidirectional recommender system [10] and treats
interchangeably users and items in a single solution. Looking at candidates past
job titles is not always the indication of which job titles are the candidate will-
ing to evaluate for his next move. Several studies address career trajectories
[1,2,8,17–19]. Finally, in [16], the authors summarize the recruitment process,
the categories of e-recruitment platforms and present approaches to run the
job-candidate recommendation, their characteristics and challenges.

3 The e-Recruitment Problem

E-recruitment is generically composed of two sub-processes, as illustrated in
Figure 1. Recommendations are useful in both sub-processes.

Fig. 1. e-Recruitment overview

The goal of the Attraction sub-process is to generate awareness to a job
vacancy among active or passive job postulants. Spreading the information about
the existence of the opportunity and receiving as much audience and applications
as possible are the main goals of this phase. At this stage, recommendation is
bidirectional, where candidates are recommended to jobs, and jobs to candidates.
Also, the criteria to decide if a candidate fits a job during this stage must be
more flexible but keeping a certain exclusion degree to avoid an overload of
information and the attraction of unsuitable candidates. Differently from the
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Selection sub-process, the goal of a recommender is to evaluate among a set of
candidates which ones are best suited for a position based on a specific fitness
function for that job position.

Thus, if during the Attraction phase a plethora of recommender systems
approaches could be employed to approximate candidates to job vacancies, at
the Selection phase a content-based approach is the main technique to filter the
best suited candidates and could be leveraged by a semantic context and/or inte-
gration with social networks to enhance a candidate profile, collect endorsements
and other types of information to validate and select the best suited candidates.
Additionally, third-party digital assessment systems can be integrated with the
solution providing data to enrich the user profile.

e-Recruitment can also occur without an ATS support, and in such situations,
the recommendation itself can improve only over the attraction sub-process,
where the candidates interact with job-boards. In this scenario, the selection is
going to be performed offline.

The matching process in this domain is highly contextual, bidirectional and
demographic sensitive. The quest for the right candidate involves assessing
hard and soft skills with the right cultural alignment. Furthermore, each job
vacancy carries intrinsic properties which influence the value of a recommenda-
tion: urgency, specialization level, employer brand attractiveness, compensation
package and current team characteristics, among others.

Building and keeping up to date applicant profiles is a crucial condition to
generate useful recommendations. The information provided by the user during
a registration in an e-Recruitment platform could sometimes appear incoher-
ent with the observed behavior. In [4], it is presented a technique to update
user information based on the users’ applications. It states that it is possible to
identify the user’s flexibility over criteria like salary, location, job title, among
others.

In summary, e-recruitment recommender solutions deserve the following con-
siderations: 1) A single recommender does not perform well in every scenario.
The characteristics and specificities of each application, the specialization level,
location and culture could make the same recommender suitable for a given
company, but unsuitable for a different one; 2) Specialized approaches usually
overcome generic ones; and 3) Collaborative filter can generate good results in
the attraction sub-process but cannot avoid unwanted and unskilled candidates
to advance during the selection sub-process without a proper triage.

4 The Proposed Framework

The framework proposed is expansible and can be customized to allow a hybrid
implementation of recommenders, by switching and/or cascading different mod-
els, aiming accommodate several algorithms working together as a single solu-
tion. By using this approach, it is possible to: 1) Create conditions to have a
comprehensive toolset of algorithms working simultaneously; 2) Allow one rec-
ommendation method to corroborate with another by identifying specific items
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recommended by more than one approach; 3) Collect implicit and explicit feed-
backs from users; 4) Parametrize ontologies to improve the match over concepts
rather than only over terms; 5) Allow candidates and recruiters to tune how to
receive recommendations; 6) Expand the solution to integrate with novel inter-
operable methods; 7) Allow the choice of specific methods; 8) Define how the
final recommendation list is composed; 9) Perform a sensitivity analysis of the
tunable parameters.

Figure 2 illustrates the proposed framework. The recommendations can be
performed using a single or an ensemble of recommenders. An adoption of a com-
mon interface makes it possible to expand the set of recommendation algorithms
without impact. The proposed framework is composed of two parts: 1) an archi-
tecture which modularizes and encompasses all the main features of RS; and 2)
the consumer part of these functionalities, the Applicant Tracking System (ATS),
which parametrizes, demands and receives recommendations. The modules of the
architecture are: a) Parametrization; b) Recommender; c) Ordered Items; and d)
Feedback. The Parametrization module allows the definition of all hyperparame-
ters which establish the context and the form of a desired recommendation. The
Recommender module captures the setup parametrized and encapsulates the
recommendation engines to generate a ranking list. The Ordered Items module
transforms the generated list into a ranking in terms of attractiveness. Finally,
the Feedback module records, explicitly or implicitly, all interactions between a
user and a recommended item, generating a database which could be used in
expanded recommended models refining the final list.

In summary, this framework proposes a common interface to generate per-
sonalized lists of recommended items for a determined context. Using a similar
interface, a candidate can request a list of jobs and a recruiter can request a list
of candidates for a specific job.

Once a recommendation is generated, its usefulness is assessed. From the
candidate’s perspective, are the jobs listed to him relevant at that moment? And
from the recruiter’s perspective, is the list of recommended candidates aligned
with the expectations? If not in any case, why? To address such questions, the
literature suggests to collect and analyze feedbacks from these actors [6,7,13,14].
The feedbacks can be either explicit, where the user is invited to inform his
preferences, generally by giving some rate based on a scale; or implicit, where
instead of questioning directly the user, it is observed the behavior associated
with the items presented in the recommended list. It could be the time spent
during navigation over items, page scrolls, etc. In other words, it relates to all
events that could be captured and recorded when a user is interacting with an
item which was presented to him by a recommender system. A hybrid feedback
is a combination of the classical approaches by using implicit data or allowing
the user to give explicit feedback only when he chooses to express his interest [5].

Another interesting feature of the proposed framework is that it performs
bidirectional recommendations using the same or a specific recommender algo-
rithm, depending exclusively on the user-defined parameters. Each recommen-
dation algorithm, represented by the list Rec 00 to Rec N, has its own set of
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Fig. 2. Framework architecture

parameters. However, there is a special set of parameters designed to balance
and integrate models like the weight between models, score threshold, ontologies,
among others.

During the attraction phase, the objective of a recommendation is to pop-
ularize the existence of a opportunity and recommend suitable items (jobs or
candidates), depending on the point of view, that could be relevant. Several
approaches can add value to this phase: collaborative filtering and content-based
algorithms can identify and select a list of relevant items to show to the user.
A form of identifying the usefulness of the recommended item to a user at this
stage is to observe his behavior in relation to the item. Did the user show inter-
est? To answer this question, both explicit feedbacks, by asking the user to rate
the presented item, and implicit feedbacks, by capturing navigation indicators
or by getting some business-related actions, can be used.

From the candidate’s point-of-view, it is only at the Attraction phase that
the recommender can add value to his quest. Once the candidate decides to
apply for a recommended job, the system has achieved its objective.

By contrast, from the recruiter’s point-of-view, the recommender system has
a role both in the Attraction and Selection phases. The candidates are presented
to the recruiter for his evaluation, manual filtering, and rating. This is fine if there
are only a few candidates to evaluate but, sometimes, hundreds of candidates are
presented, and a manual filtering process would not be efficient. Consequently,
a recommender system can, by matching job requirements with the candidates’
skills, score the candidates based on their attributes and refine the list presented
to the recruiter. The matching process can be leveraged by defining ontologies
and capturing external information from social networks. The recruiters can
establish rules to perform a different match for each job. Depending on the
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number of qualified candidates for a specific job, the criteria and weighs for each
attribute can be increased, decreased, or even ignored. The job selection criterion
can also vary depending on the field in which it lies.

An Item-to-Item Model. can be implemented in a way that establishes a
similarity score among jobs (past and present) allowing to retrieve a list of
well assessed candidates in previous ones to generate a recommendation list
for a new job vacancy. The main objectives are: a) to provide flexibility to
define scores by tuning the weights among features; b) to generate a list of
candidates evaluated during past hiring processes; c) to capture a contextual
preference of users which participated in similar processes and, because of that,
may have a particular interest to participate in this new suggested opportunity.
This recommendation technique generates potential candidates and could be
useful during the attraction sub-process.

The job posts’ features that are going to be included in the compari-
son and their respective weights to compose the final similarity score can be
parametrized. For text features, it can be employed the TF-IDF (term frequency
- inverse document frequency) matrix for each property during pre-processing
the information.

Figure 3 illustrates this process. It is suggested to normalize the distance
calculation for numerical features, and for location features it is suggested to
consider the distance between the job locations. It is expected two sets as input:
1) a list of jobs already finished; and 2) a list of open jobs vacancies to generate
recommendations. Both lists contain all necessary features. Then, the data is
cleaned, and a similarity score is calculated. Finally, it is returned a list with
similarity score ordered in descending order.

The final score is calculated by using the weighed sum of each feature. The
input data for this module include a) the similarity value between the vacant
recommendation object compared to all others for each property; and b) the
weight that characterizes the importance of a given property in the score value.
At the end of this process, the vacancies are sorted in descending order, that is,
the vacancies with greater similarity will be the first recommended. The module
outputs the set of recommended vacancies and their respective scores.

The input data for this model include: 1) the list of vacancies similar to each
recommended vacancy and their respective candidates at each stage of their
selection process and their score; 2) the threshold parameter that signals the
minimum similarity that a vacancy must have with the recommend candidates;
and 3) the parameter that informs which stage in the selection process that will
be considered. The return of this module is the set of candidates recommended
for the vacancy recommended, or an empty set if there are not enough similar
vacancies.
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The limitations of this approach are associated with the existence of a large
set of historical hiring processes. The cold start problem also impacts this model
once candidates which did not apply cannot be recommended. However, generally
candidates are added to a database by applying for a job and that fact could
mitigate this problem.

Fig. 3. Item-to-Item model
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An User-to-User Model. can also be implemented computing similarities
among users by several measures and, at the same time, keeping the essence of
the model. However, here the comparison between users will be measured by
the Jaccard’s similarity, which counts the job vacancies that both candidates
applied for (inner set) over all applications (union set). Equation (1) presents
the similarity measure.

S(Ua, Ub) =
Ua ∩ Ub

Ua ∪ Ub
(1)

where Ua is the set of jobs candidate “a” applied for, and Ub is the set of jobs
candidate “b” applied for. Thus, Ua∩Ub is the set of jobs both candidates applied
for, and Ua ∪ Ub is the sum of all applications.

(a) Similarities (b) N-levels

Fig. 4. User-to-User recommendation model

Figure 4(a) illustrates how the recommendation is made using this model.
In this example, it is calculated a similarity among three different users. It is
interesting to note that some jobs are recommended more than once, by two or
more candidates. For instance, the “Square” job which is recommended to User
1 by Users 2 and 3; or the “Circle” and “Triangle” jobs which are recommended
to User 2 by Users 1 and 3; or even the “Star” job recommended to User 3 by
Users 1 and 2. This is a strength signal and, consequently, it will take prece-
dence on a list of jobs to recommend to a candidate. The similarity score will be
greater between User 1 and User 3 because they have two applications in com-
mon against one between each one with User 2. Obviously, the similarity score is
used to rank candidates and only candidates with a value greater than a certain
parametrized threshold will serve as a source of recommendations. Additionally,
the similarity map among candidates can be expressed as a graph. The nodes
represent candidates and the edges represent a common job application. The
perception of a graph among users allows recommendations on n levels. Taking
for instance a user candidature, represented by node “0” in Figure 4(b), the
model can generate recommendations to candidates related to him (nodes 1 and
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2). Assuming the validation of recommended users, somehow (automatically or
manually) the validated recommendation can be used as a source for further
recommendations. As illustrated, the candidate represented by node 1 was con-
sidered valid and the user represented by node 2 was not. Then, the users similar
to Candidate 1 can also be recommended, and the process can be recurrent until
the number of recommended candidates suffices.

This model captures the contextual ephemeral interest that groups of candi-
dates could share for job opportunities disregarding their skills or backgrounds.
This method can be employed to generate leads of candidates during the Attrac-
tion phase. By considering the similarity index S obtained among users, it is
possible to recommend vacancies for which one of the two have not applied.
This collaborative technique contextually captures the common interest of the
candidates. If both candidates have applied for the same vacancy, it is inferred
that they share similar interests and, therefore, can be considered similar in that
context, regardless of having different skills and knowledge. However, it is not
being evaluated, in this case, if one candidate has more affinity for the vacancy
than another, but if they both share a common interest.

The Weighted Multidimensional Content-Based Model. computes sim-
ilarity between job vacancies and potential candidates. It is a user-item content-
based recommender enriched with candidate indications. The key difference over
traditional approaches is the similarity calculation split by dimension. Using this
method, the features are grouped in a way to distinguish candidates by: 1) who
he is, grouped as the CPA (Candidate Personal Attributes) and the expected
professional EPA (Expected Personal Attributes) metrics; 2) what he can do,
grouped as the CTS (Candidate Technical Skills) and RTS (Required Technical
Skills) metrics and; 3) by the alignment of the conditions offered JC (Job Char-
acteristics) with the CI (Candidate Interests); and 4) any Social Endorsement
(SE) a candidate may have and can distinguish him from other candidates.

Metric Similarity

WHO=PAT/EPA Personal features
WHAT=RTS/CTS Skills
HOW=CI/JC Conditions
SE Social Endorsements

Fig. 5. Match calculation

Figure 5 illustrates the calculation. The Match (M) determines the fitness
of a candidate over configurable thresholds and the result could be Unqualified,
Good fit or Overqualified. Thus, the assessment of a candidate is independent
of each dimension and because each job has its own particularities, so does the
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desired professional profile for it. For instance, some hiring processes may require
great emphasis on technical skills while another may not. The proposed method
allows the assignment of weights to each of the components, adapting how the
match is performed accordingly. Equation (2) presents the calculation.

M(j ,c) =
∑

⎛

⎝
WHO(j,c) W(who)

WHAT(j,c) W(what)

HOW(j,c) W(how)

⎞

⎠ + SE(c) (2)

5 Final Discussions and Future Trends

This paper discusses the e-Recruitment problem and presents a framework
together with three models. The widespread job requirements, seniority lev-
els, and other characteristics represent a challenge in creating a “silver-bullet”
algorithm that performs well in all situations. Flexibility is the key character-
istic of a model for e-Recruitment Recommender System and the models pro-
posed together with the framework tend to be a more comprehensive solution
to work on a vast number of different scenarios. Employing the proposed frame-
work encapsulates specific parts allowing the reuse of common components, thus
reducing the time needed to deploy novel solutions and establishing a standard
interface facilitating the interoperability among models.

As future works, the execution of experiments to validate the effectiveness of
the proposed solution regarding the Precision, as returning only relevant candi-
dates, and Recall by assessing if good candidates aren’t returned as expected in
a manual recruitment situation.

Acknowledgment. Process number 18/16899-6, Fundação de Amparo à Pesquisa do
Estado de São Paulo/Brasil (FAPESP).
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Abstract. Recommender systems aim to effectively recommend items to the user
based on their profile. An online recruitment system recommends jobs for a can-
didate according to his profile and can also act in reverse, recommending more
qualified candidates for a particular job. Defining which variables will be used
impacts directly the recommendation quality so that, when using the most impor-
tant variables, we have a better assertiveness in the process. The goal of this work
is to select the most important features of an online recruitment database using
feature selection techniques. More specifically, we used the algorithms of Mitra,
SUD and ACA to perform feature selection. The datasets used were derived from
the original dataset assuming three distinct scenarios: the dataset containing the
attributes related with the jobs’ features; the dataset containing the bag of words of
the description feature of the jobs; and the dataset resulting from the union of the
two previous ones. The features’ subsets selected in each of the above scenarios
had their performance evaluated in a clustering task. The results obtained in each
scenario show a performance gain of the clustering process when feature selection
is made over the original data. Also, it was observed that the jobs’ features result
in better performance than the other two cases.

Keywords: Recommender system · E-recruitment · Feature selection

1 Introduction

The traditional candidate recruitment process used by companies relies on announcing
available job positions, analyzing resumes, calling up candidates’ friends and referrals,
conducting various interviews, and other steps. This whole process is very expensive
and time consuming, in addition to limiting the pool of candidates to the job vacancy
[1, 2]. The probability of hiring a candidate who best suits the job vacancy is very low.

With the technological development and growth of the Internet, the availability of
information has grown so that today recruiters have access to diverse curricula over the
internet, being able to select among them the best qualified candidate for a given job
[2, 3]. As a result, online recruitment companies, called e-recruitment, have come up
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with specialized referral systems to meet the current demand for candidates and vacan-
cies [1, 3]. In general, the candidate submits his/her curriculum vitae to these systems
in text files or through forms on the platform, and recruiters enter employment oppor-
tunities specifying the characteristics and requirements of the vacancies. The system
then calculates the best combination of candidate and vacancy. The recommendation
can be made in two directions: jobs are recommended to candidates, and candidates are
recommended to job vacancies [3].

E-recruitment systems, however, face the problem of dealing with unstructured data
from job descriptions and candidate CVs. Techniques are applied to such data, such
as stemming and stopwords removal, in order to structure it [3]. However, structuring
text data usually results in high dimensionality, because each token becomes a feature
in the dataset, making the recommendation computationally intensive and sometimes
less assertive. Therefore, feature selection becomes a necessary step to provide a more
efficient and effective job-candidate match.

The dataset used in this project was obtained from a start-up in e-recruitment and,
thus, corresponds to real-world data about job vacancies. It is formed by two subsets
of features: structured and unstructured; and does not have a target class. The feature
selection investigation proposed here uses filtering (unsupervised) approaches, since
there is no information about the target class. More specifically, three feature selection
methods are used: Mitra [4]; SUD [5]; and ACA [6]. These methods are compared
with one another and with the well-known Principal Component Analysis (PCA). The
experiments are divided in three scenarios: using only the structured data; using only
the unstructured (job description) data; using both subsets of features.

This paper is organized as follows. Section 2 describes the feature selection process as
well as the algorithms that will be used and compared in this work. Section 3 describes
the methodology and presents the obtained results; and, finally, Sect. 4 presents the
conclusion and final remarks.

2 Feature Selection

Feature selection is the process that aims to reduce the number of attributes (search
space dimension) by selecting a subset of features that best meet a previously established
quality criterion and canbeused for different tasks, including classification and clustering
[7–9].

Formally, we can define the attribute selection as follows: for the original feature set
X, with cardinality |X| = n, there is a subset X ′ with cardinality

∣
∣X ′∣∣ = d , X ′ ⊆ X,

which is selected according to the evaluation criterion adopted, denoted by the evaluation
function J(X ′), J: X ′ ⊆ X → �. The task of selecting features consists of finding X ′,
X ′ ⊆ X, so that J(X ′) is maximal, assuming that a larger value of J(X ′) corresponds to
a better evaluation [8, 9].

Feature selection can be divided into four steps [8, 10]:

1. Subset generation: In this step a subset of candidate features is produced using
a search strategy. This step is essentially a heuristic search process in which two
important aspects must be defined: one or more initial points, and the search strategy.
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A search algorithm is responsible for guiding the selection process according to
some strategy. In this sense, search strategies that can be used to avoid the complete
enumeration of all possible feature subsets include forward selection, backward
deletion, a hybrid method (forward selection and backward deletion), and a random
method.

2. Subset evaluation: in this step the feature subset is evaluated according to some
criterion, comparing it with the best subset obtained so far, so that the best of the
two is used in the next step. The evaluation criteria can be categorized in dependent
(the evaluation is done based on the data mining algorithm that will be used); or
independent (the data mining algorithm is not used to evaluate the subset).

3. Stopping criterion: determines when the iterative part of the process should end. If
the adopted criterion is reached, then the algorithmmoves to the next step, otherwise
the process returns to the first step. In other words, subsets are generated iteratively
until the best one meets this criterion. Some criteria adopted include the search
termination; some pre-defined value, such as minimum (or maximum) number of
features; a pre-defined number of iterations without improvement in the feature
subset; or a sufficiently good subset is obtained.

4. Validation: some prior knowledge or criterion is used to evaluate the quality of the
result.

A Feature Selection Algorithm (FSA) is a computational approach to solve the
problem of selecting features based on a definition of relevance, or evaluation criterion.
The relevance adopted is strongly linked with the final objective. Based on the evaluation
criteria and the data mining algorithm adopted, the feature selection algorithms can be
divided into [7, 8]:

• Embedded: when the data mining algorithm has an embedded FSA, explicitly or not.
• Filter: when the FSA is based on general data features and is independent of the
mining algorithm. Its use usually occurs in an earlier stage, in the pre-processing, so
that it acts as a filter of the variables that will be used.

• Wrapper: when the FSA has its ownmining algorithm used as the evaluation criterion
of the generated subset. Although thismethod increases the performance of themining
process, it usually causes a high computational cost.

• Hybrid: away to obtain the best result using the Filter andWrappermodels at different
stages of the subset generation.

3 Feature Selection Algorithms Investigated

In this paper we used unsupervised (filter) feature selection techniques. We chose three
FSA to implement and evaluate: Mitra [4]; SUD [5]; and ACA [6].

3.1 Mitra

The algorithm described inMitra et al. [4] is based on the grouping of features according
to their similarities. The algorithmworks in two steps: 1) divide the initial feature set into
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homogeneous groups; and 2) select representatives from each group. The similarity of
features is calculated based on the linear dependence between them, using theMaximum
Information Compression Index [4, 11]:

2λ2(x, y) = a −
√

a2 − 4var(x)var(y)
(

1 − ρ(x, y)2
)

(1)

where x and y are two features, var(x) is the variance of x and ρ(x, y) is the correlation
coefficient between x and y, and a = var(x) + var(y). The values obtained are contained
in the interval 0 ≤ λ2(x, y) ≤ 0.5 (var(x) + var(y)), where two variables are totally
similar (linearly dependent) when λ2 is equal to zero and the more dissimilar, the greater
the value of λ2.

The algorithm works as follows [4]:

1. Calculate the n neighbors closest to each feature in the original 

feature set.

2. Among the subsets formed, select the subset with the shortest dis-

tance between the main feature and the farthest neighbor of the set. 

Discard the features belonging to the subset (n neighbors) while 

maintaining only the main feature.

3. In the first iteration, save the calculated value between the main 

feature and the farthest neighbor of the selected subset. This value 

will be used as an error threshold ε.

4. In the following iterations, check the λ2 value of the subset, if it 

is greater than ε there is a decrease in the value of n. 

5. Repeat the process with the remaining features until all features 

are in the same subset.

6. At the end of the algorithm we obtain as a result a list of fea-

tures, each being a representative of a feature subset.

3.2 SUD

The SUD algorithm [5] is a backward sequential feature selection method. It is focused
on determining the relative importance of each feature, as determined by the feature
subset entropy, such that the most important features, when removed from the dataset,
promote an increase in the entropy value:

E = −
∑N

i=1

∑N

j=1

(

Sij × log Sij +
(

1 − Sij
) × log

(

1 − Sij
))

(2)

where N is the number of objects being considered and Sij is the similarity measure
between two objects xi and xj.

When all variables are numeric or ordinal, Sij is defined as [5]:

Sij = e−α×Dij (3)

whereDij is the normalized Euclidean distance defined as:Dij =
√

∑M
k=1

(
xik−xjk

maxk−mink

)2
,

wheremaxk andmink are the largest and smallest values, respectively, of the k-th feature;
and α = − ln 0.5

D̄
, where D̄ is the average distance among the objects.
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For nominal features, Sij is defined as:

Sij =
∑M

k=1

∣
∣xik = xjk

∣
∣

M
(4)

where |xik = xjk | = 1 if xik = xjk and 0 otherwise, andM is the number of features being
considered.

The algorithm works as follows [5], where M is the number of features:

1. Let O be the ordered feature set, initially empty, according to 

their importance, with the first elements being the least important 

and the last being the most important. 

2. M 1 iterations are performed. 

3. For each iteration, the entropy is calculated after removing a fea-

ture v from the set of remaining features T. Initially, T contains 

all existing features. For each v in T it is calculated: 

4. Tv = the set T without the feature v. 

5. The entropy of Tv. 

6. Feature v, which, when removed causes the Tv entropy to be the 

smallest of all Tv, is the least important feature and is added to 

the end of O. 

7. T = Tv  

8. Returns the set O. 

Toobtain a list of themost important features, simply reverse the order of the resulting
set, so that the first features become the most important and the last the least important
ones. To reduce the dimensionality of the base simply select the first d features of the
resulting set. An apparent disadvantage is that d is dependent on the database in which
the algorithm is applied and it is necessary to determine it empirically, that is, to find the
minimum quantity that, if exceeded, does not lead to an improvement in the performance
and final results of the algorithm [5].

3.3 ACA

TheACA algorithmwas proposed in Au et al. [6]. Their strategy is to group the attributes
into subsets based on their similarity. To calculate similarity, the Interdependence Redun-
dancy Measure is used, capable of showing negative and positive correlations, as well as
interdependence and proximity of values, whilst being robust for dealing with outliers.

The notation used to describe the algorithm and the measures associated with it will
be as follows: let O be a dataset containing p attributes, let Ai, i ∈ {1, . . . , p} be each
attribute of the dataset O and vik , k ∈ {1, . . . ,m}, i ∈ {1, . . . , p}, be the value of feature
Ai in object k.
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The Interdependence Redundancy Measure between two attributes Ai and Aj, i, j ∈
{1, . . . , p}, i �= j, is defined as [6]:

R
(

Ai : Aj
) = I

(

Ai : Aj
)

H
(

Ai,Aj
) (5)

where I
(

Ai : Aj
)

is the mutual information measure between Ai and Aj, defined as:

I
(

Ai : Aj
) =

∑mi

k=1

∑mj

l=1
Pr

(

Ai = vik ∧Aj = vjl
) × log

Pr
(

Ai = vik ∧Aj = vjl
)

Pr
(

Ai = vik)Pr(Aj = vjl
)

(6)

and H
(

Ai,Aj
)

is the entropy measure between Ai and Aj, defined as:

H
(

Ai,Aj
) = −

∑mi

k=1

∑mj

l=1
Pr

(

Ai = vik ∧Aj = vjl
) × log Pr

(

Ai = vik ∧Aj = vjl
)

(7)

In the above equations Pr is the probability function defined as: let σ be function
SELECT from relational algebra, the probability of an attribute Ai be equal to vik is
given by:

Pr(Ai = vik) =
∣
∣σAi=vik (R)

∣
∣

∣
∣σAi �=NULL(R)

∣
∣

(8)

and the joint probability of two distinct features Ai and Aj assuming values vik and vjl ,
respectively, is given by:

Pr
(

Ai = vik ∧Aj = vjl
) =

∣
∣
∣σAi=vik ∧Aj=vjl (R)

∣
∣
∣

∣
∣σAi �=NULL∧Aj �=NULL(R)

∣
∣

(9)

with i, j ∈ {1, . . . , p}, i �= j, e k, l ∈ {1, . . . ,m}.
Linked to the interdependence redundancy measure, the algorithm also used another

measure to calculate the interdependence of a feature within a group (or subset) C =
{

Aj | j = 1, . . . , p
}

, C ⊆ O, called Multiple Interdependence Redundancy Measure
(IRM) [6], defined as:

MR(Ai) =
∑P

j=1
R
(

Ai : Aj
)

(10)

The algorithmuses the concept of amode to group the features into the corresponding
subsets. The mode of a subset C = {

Aj|j = 1, . . . , p
}

, denoted by η(C), is the feature
Ai ∈ C, such thatMR(Ai)>MR(Aj), for all Aj ∈ C. The algorithm follows the following
steps:
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1. The algorithm takes as an argument the number of groups to be 

formed, k, which is an integer and k  {2, ..., p}. From among the p

features, k distinct mode candidates are selected.

2. Each feature is added to the subset whose IRM between the mode of 

the subset and the feature is greater.

3. Once the groups have been defined, a new mode candidate is calculat-

ed for each group. The new mode candidate will be the feature of the 

group that has the highest IRM value, in other words, for each Cr, 

with r  {1, ..., k}, we assign ηr = Ai if MR(Ai) ≥ MR(Aj), for all 

Ai, Aj Cr, i ≠ j. 

4. Steps 2 and 3 are repeated until there is no change in the modes or 

a pre-defined number of iterations is reached.

The result of the algorithm are groups of features, from which one can choose a
feature as representative, moving from a representation of the dataset using p features,
to a representation using r features.

Different from the SUD algorithm, in ACA the value of k defines the final number
of groups. To find the ideal value of k, it is suggested an empirical approach, in which
values are tested until one finds the value that produces more similar subsets, k =
argmaxk∈{2,...,p}

∑k
r=1

∑

Ai∈Cr
R(Ai : ηr).

4 Performance Evaluation

The experiments designed aim to evaluate the performance of the three feature selec-
tion algorithms (ACA, SUD and Mitra) when applied to select features in a clustering
task. These methods will be compared with one another and the well-known Principal
Component Analysis (PCA). The clustering algorithm that will be used is the k-means
algorithm, and the Silhouette Coefficient will be used to evaluate the clustering. As the
k-means is stochastic, each experiment will be executed 10 times and the result presented
will be the mean ± standard deviation from the 10 runs.

4.1 Methodology

The original data set contains 1,933 job vacancies and consists of the following job
information: job title, requested language spoken, work period, salary, area of activity,
contracting model, level of education, benefits, previous experience required, location,
vacancy responsible, number of vacancies, and job description. All job features are either
numeric or nominal, except for the job description attribute, which corresponds to a text
field used by the company to describe the job.

The attributes of the original dataset were separated into three distinct subsets, form-
ing three test scenarios. The first feature subset (C1) contains only those features related
to the job vacancies, disregarding the job description attribute. The second subset (C2)
contains only the job description attribute, which is the textual part descriptive of the
job vacancy. This unstructured data was structured using a bag of words method. The
third subset (C3) is the union of the two previous ones. For each scenario the following
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k-means k values will be considered: {2, 4, 6, 8}. Each subset and each value of k leads
to a set of four experiments:

1. The first experiment will serve as benchmarking to compare the performance of the
feature selection algorithms. In it the dataset will be evaluated containing all the
attributes.

2. The second experiment will apply the Mitra algorithm to select the features. This
algorithm automatically determines the number of features to be used.

3. The third experiment will apply the SUD algorithm to select the features. The value
of d to be used by SUD will be the same as determined by Mitra.

4. The fourth experiment will apply the ACA algorithm to select the features. The value
of d to be used by ACA will be the same as determined by Mitra.

Each experiment will be evaluated using the following procedure: apply the feature
selection algorithm, execute the clustering algorithm in each scenario, and calculate the
silhouette measure of the formed clusters.

The Silhouette Coefficient [12] is a metric used to assess a clustering considering its
compactness and separation. The metric is based on the distance that an object is from
other clusters, considering that the distance between an object and a cluster is given by
the average distance between the object and each element of its cluster. Formally, for
each object i the silhouette coefficient s(i) of this object is defined as:

s(i) = b(i) − a(i)

max{a(i), b(i)} (11)

where a(i) is the distance between the object and the other cluster objects to which it
belongs, and b(i) is the average Euclidean distance between the object and the nearest
cluster without considering its own cluster. The possible values of the coefficient are
−1 ≤ s(i) ≤ 1, so that values close to 1 indicate that the distance of the object to the
cluster to which it belongs is smaller than the distance from it to any other cluster; values
close to−1 indicate the opposite, the object is closer to another cluster; and values close
to 0 indicate that the clusters are very close, overlapping one another, making it more
difficult to assign the object to a specific cluster. The Silhouette Coefficient of the whole
cluster is determined by the average of all objects.

4.2 Results and Discussion

The results obtained are summarized in Table 1. In the first scenario, the dataset consists
only of the structured features (job title, requested language spoken,work period, salary,
area of activity, contracting model, level of education, benefits, previous experience
required, location, vacancy responsible, number of vacancies), disregarding the job
description feature.

It is observed that for the four k-means k values to group the data ({2, 4, 6, 8}),
clustering without feature selection (SF) results in a low silhouette value. The appli-
cation of the feature selection methods promoted a significant increase in the k-means
performance, and it should be noted that the algorithm SUD was the one that obtained
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Table 1. Performance of the feature selection methods. C1: all features of the base with the
exception of the job description; C2: Structured job description feature using the bag of words;
C3: union of all features; WFS: results obtained without feature selection; D: original number of
features; d: number of features after selection; k = number of k used in k-means.

k 2 4 6 8

C1
D = 48
d = 23

WFS 0.40 ± 0.00 0.33 ± 0.00 0.36 ± 0.00 0.37 ± 0.00

Mitra 0.73 ± 0.00 0.78 ± 0.00 0.84 ± 0.00 0.88 ± 0.00

SUD 0.94 ± 0.00 0.96 ± 0.00 0.96 ± 0.00 0.98 ± 0.00

ACA 0.45 ± 0.00 0.54 ± 0.00 0.64 ± 0.00 0.72 ± 0.00

PCA 0.41 ± 0.00 0.34 ± 0.00 0.36 ± 0.00 0.40 ± 0.00

C2
D = 1774
d = 886

WFS 0.81 ± 0.00 0.84 ± 0.00 0.84 ± 0.00 0.85 ± 0.00

Mitra 0.82 ± 0.00 0.82 ± 0.00 0.82 ± 0.00 0.82 ± 0.00

SUD 0.82 ± 0.00 0.85 ± 0.00 0.86 ± 0.00 0.85 ± 0.00

ACA 0.81 ± 0.00 0.81 ± 0.00 0.82 ± 0.00 0.83 ± 0.00

PCA 0.81 ± 0.00 0.84 ± 0.00 0.84 ± 0.00 0.85 ± 0.00

C3
D = 1822
d = 910

WFS 0.38 ± 0.00 0.30 ± 0.00 0.33 ± 0.00 0.35 ± 0.00

Mitra 0.39 ± 0.00 0.32 ± 0.00 0.34 ± 0.00 0.37 ± 0.00

SUD 0.41 ± 0.00 0.36 ± 0.00 0.38 ± 0.00 0.42 ± 0.00

ACA 0.51 ± 0.00 0.55 ± 0.00 0.60 ± 0.00 0.63 ± 0.00

PCA 0.38 ± 0.00 0.30 ± 0.00 0.33 ± 0.00 0.35 ± 0.00

a silhouette closer to 1 in all cases. The PCA, however, did not present a significant
improvement in the k-means performance in the situations analyzed in this scenario.

In the second scenario (C2), considering only the description attribute structured
using a bag of words, it was noted that the feature selection practically did not influence
the clustering result, although it reduces the number of attributes from 1,774 to 886,
reducing the computational cost of the process. In addition to the similar performance
of all methods, it was significantly lower than the best performance of scenario 1 (C1).
The performance of the algorithms was affected in this scenario mainly because, among
the 1,933 job records, only 272 have a job description.

In the third and last scenario (C3), corresponding to the union of the two feature
subsets, it is observed that the database without feature selection has low silhouettes
in the four situations, contained in the range of 0.30 and 0.38. The Mitra algorithm
presented little improvement, so that the performance of the clustering algorithm did
not show improvement with feature selection. The SUD algorithm presented a slightly
better performance than the Mitra in the four situations, but it was the ACA algorithm
that obtained the best performance among all the algorithms, with Silhouettes between
0.51 and 0.64. The PCA also did not result in a feature set that promotes performance
improvement when compared to the absence of selection.
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In summary, it is noted that the set of attributes without the job description feature
selected by the SUDmethod obtained the best overall performance. However, the use of
the structured job description attribute with the bag of words resulted in more stable k-
means performance for all feature selection methods, including when compared to base
usage without selection. It was observed that the use of all the combined algorithms
deteriorated the performance of k-means.

4.3 Some Notes on the Running Time

To assess the running time of the feature selection methods, we tested them using two
different compute nodes. The first compute node, named Skylake, is composed of two
Intel® Xeon® Platinum 8160 processors @ 2.10 GHz, each one with 24 physical cores
(48 logical) and 33MB of cache memory, 190 GB of RAM, two Intel® SolidState Drive
Data Center (Intel® SSD DC) S3520 SERIES with 1.2 TB e 240 GB store capacity
and a CentOS* 7 operation system running kernel version 3.10.0-693.21.1.3l7.x86_64.
The second compute node, named Phi, is composed of one Intel(R) Xeon Phi(TM) CPU
7250 @ 1.40 GHz, with 69 physical cores (272 logical) and 34 MB of cache memory,
115 GB of RAM, two INTEL SSDSC2BB480G7 each one with 480 GB store capacity
and a CentOS 7 operation system running kernel version 3.10.0-862.3.3.el7.x86_64.

All algorithms presented in this paper were developed using Python programming
language. Thus, we have used Intel Distribution for Python as the main software envi-
ronment to perform all the experiments. The Intel Distribution for Python is an Intel’s
effort to provide optimized Python packages to its processing platforms. SciKit-Learn,
TensorFlow,Keras,Numpy, SciPy andPandas are some examples of optimized packages.

We performed some experiments aiming at investigating Intel’s High Performance
Computing (HPC) platforms. To this performance investigationwe have selected the best
algorithm presented in the previous section: SUD. Figure 1 presents its total running time

Fig. 1. Performance comparison between the Skylake and Phi nodes. Darkgray: Phi. Light gray:
Skylake.
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or wall time. In the x axis are the k values (number of centroids), and in the y axis we
have the wall time in seconds. The dark gray bars present the wall time performed on
Skylake, and the light gray bars present the wall time performed on Phi.

As expected, by observing Fig. 1, we note that the wall time increases when k
increases. Another important observation is the performance. The Skylake compute
node performed about 4× faster than the Phi compute node.

5 Final Remarks and Future Trends

This work aimed to investigate the influence of feature selection on the task of grouping
data from an e-recruitment database. The algorithms of Mitra, SUD and ACAwere used
for feature selection and these were analyzed and compared with each other and with
the PCA. The feature selection algorithms were evaluated in three distinct scenarios:
considering all features except the job description feature; considering only the job
description feature; considering both subsets of features.

In none of the scenarios did the PCA prove to be superior to the feature selection
algorithms tested, having, on the contrary, presented little or no improvement in most
cases. Among the feature selection algorithms, it was possible to observe that the three
methods presented better performance using the structured features, in contrast they
presented little or no improvement in the unstructured (job description) scenario. In
the mixed scenario, the performance was also affected, but slightly better than the first
scenario.

In terms of computational running time, it could be observed that the use of an
optimized architecture resulted is a significant improvement in performance (over 4×
faster) when compared with a standard architecture. For future investigation we plan to
use the feature selection methods to select the features to be used in the recommender
system for e-recruitment.
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Abstract. One of the most challenging problems of modern data mining
and Computational Intelligence society has been the task of anomaly
detection in large datasets, particularly containing mixed data, namely
categorical, spatial, or spatio-temporal. In this study, we discuss various
versions of the well-known Isolation Forest method as a efficient tool for
finding outliers or anomalies. The versions are based on binary, ternary,
etc. search trees. Traditional Isolation Forest is based on searching binary
search trees. We build and investigate n-ary search trees and analyze
their efficiency in the context of anomaly detection.

Keywords: Isolation Forest · Outlier detection · Anomaly detection ·
Binary trees · n-ary trees

1 Introduction

The issue of detecting anomalies in data sets is one of the most important prob-
lems of data analysis and Computational Intelligence. The problem is very com-
plex due to the fact that the data can appear in various forms, they can create
complex connections, as well as relate to various aspects of life, e.g. transport,
business analysis, security issues, etc. Moreover, many of the anomalies present
in databases are generated by people consciously (e.g. attempting to impersonate
someone) or unconsciously (simple mistakes). That is why finding an anomaly
sometimes becomes a very complicated task.

Many methods of finding anomalies in databases have their roots in clas-
sic machine learning tools, e.g. k-nearest neighbor-based methods [1,12,17],
support vector machines [19], deep learning (including autoencoders or long-
short term memory, self- organizing maps, or generative adversarial networks)
[2,3,5,7,16,18,20], Fuzzy C-means and fuzzy C-medoids-related proposals [4,8–
10], or Isolation Forest [13,14] and its enhancements [11,15]. The last one is
c© Springer Nature Switzerland AG 2020
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based on searching binary trees and is trained on a subset of the analyzed data
set. The enhancements use clustering to find divide the initial set onto two sets
or build the search trees with more number of nodes.

The purpose of this work is to present an analysis of the Isolation Forest
method in a situation where we have different search trees (binary, ternary and,
in general, n-ary). We analyze an impact of n and check the effectiveness of these
various approaches. In a series of experiments, we present the results dealing with
artificially generated data sets. The originality of this work comes from that such
attempt of building n-ary search trees incorporated with the Isolation Forest has
not been presented in the literature. Moreover, it is interesting to quantify the
performance of various modifications of this approach. Finally, an experimental
evidence will show the flexibility of the method, i.e., that it is easy to match the
parameter n to the data.

The rest of the work has the following structure. The Sect. 2 is devoted to the
Isolation Forest method. In the third section we describe the results of exper-
iments and carry out comparative analysis, while Sect. 4 contains conclusions
and future research directions.

2 Isolation Forest

Isolation Forest [13,14] is constructed in two main stages. The first is the training
process during which we build binary search trees on a basis of random samples of
the dataset. The second one is the scoring. It based on the searching binary trees
for all the records in the dataset. First, let us recall the intuitive description of
the approach. Let us assume that A is the whole dataset containing R records.
Each of them has B attributes. One constructs t decision trees. The number
of records which are randomly chosen to build the decision tree m, namely
X ⊂ A,X = {xi : i = 1, . . . ,m}, is used to build a decision tree. This decision
tree is built in a following manner: There is randomly chosen an attribute b ∈ B
and its value v. This value is a point of division of the set into two subsets
assigned to two nodes of the root. Again, for the subsets next attributes and
their values are randomly selected. Obviously, the filter coming from the root
still is applied. This process is going on until the consecutive subsets have zero or
one element or a predefined depth of a tree is reached. Typically, it is suggested to
work with a depth l = log2 m. Such tree is a part of a forest (a so-called Isolation
Forest). For all elements of the dataset the anomaly scores are calculated for each
of the trees of the forest. The final result is the sum of all the scores obtained
during the iteration through the whole forest of binary trees. The general idea
is that the deeper the tree is traced, the lower anomaly score is obtained for the
dataset record. Moreover, the original version of the method assumes slightly
complicated formula for normalization of the results.



190 P. Karczmarek et al.

Fig. 1. Constructing a binary decision tree (Color figure online)

Fig. 2. Constructing a binary decision tree (a chosen path)

Figure 1 shows the above-described process of building a tree. Note that there
are six divisions to stop the process of decision tree construction (the point which
is a singleton is marked red). The process of finding the same point when tracing
decision tree is depicted at Fig. 2. Here, we shortly discuss the modifications of
binary search tree-based Isolation Forest. They are n-ary Isolation Forest. The
only difference is that instead of two nodes each root has n nodes (unless a part
of them is empty or it is a singleton), see Fig. 3. Note that in this case to reach
the marked points one needs to check three possible ways (divisions). Figure 3
shows the above-described process of building a tree. Note that there are six
divisions to stop the process of decision tree construction (the point which is
called a singleton is marked red).

In the “classic” Isolation Forest method, the formula for calculating the
anomaly scores for each data record is relatively complicated. Namely, it reads
as

s (x) = 2− e(x)
c(m) , (1)

where

c (m) =

⎧
⎨

⎩

2H (m − 1) − 2 (m − 1) /m for m > 2
1 for m = 1
0 for m = 0

, (2)
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Fig. 3. The intuition behind the ternary decision tree building (Color figure online)

while
H (i) = ln (i) + 0.5772156649, (3)

and E returns the number of comparisons when searching the binary search tree
increased by the value of c (y) at the last node, i.e., when the trace reaches the
maximal depth of the tree and y is the number of elements located at the node.
Moreover, the function c (·) is used to normalize the results. It is difficult to
generalize these formulae to the case with more divisions of the tree. Our novel
modification is based on the introduction of an arbitrary number of nodes at
each tree. Such trees can be more elastic and during their searching the trace
can be shorted because of their width. However, it is difficult to find a proper
normalizing function estimating the number of unsuccessful searches in the case
of n-ary search tree would appear as the function c (·) in the formulae above.
Therefore, we apply the following function instead of c (·) [6]

d (n) =
√

2πmn (n − 1). (4)

Next, we modify the original algorithm as follows. The maximal depth (or height)
of n-ary search tree is assumed to be

l = �logn m� , (5)

where n is a number of nodes at one root and m is a number of elements used
to build the sample training tree. In this way the length of a search trace is
limited. The strength of this approach is that the trace of the n-ary search tree
is shorter. However, at each node we need more comparisons, namely n − 1, but
this may make the method more flexible and more matched to the data.

3 Experimental Results

Our experiments have been conducted using the set of two-dimensional tables of
records (x, y-coordinates) containing 100200 records. These points are randomly
generated. Locations of 200 points are chosen from the whole area of interest.
The rest of the points are clustered in the geometrical figures. Since in the works
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[13,14] it its suggested to train the Isolation Forest using the subsets of samples
containing m = 256 or m = 128 records in practical applications, here, for our
experiments we use m = 250 records as the sample size and build the forest
containing 100 trees in each experiment. We think that this is sufficiently big
number for all tested n-ary search trees. Moreover, instead of classic anomaly
score used in the isolation fores, we just calculate the depth of the tree when
tracing the binary (or n-ary, n = 2, 3, . . . , 21) search tree. This approach seems
to be intuitive because if any point is somehow isolated then there is more chance
to isolate it earlier (it is not near any other group of points).

The obtained results are depicted at the Figs. 4, 5, 6, 7, 8, and 9 for 2, 3, 4, 5, 6,
and 8-ary Isolation Forest versions, respectively. The red color means that the
point is suspected to by the isolated one. The green corresponds to normal
rather than isolated points. It is easy to see that there are no evident similarities
between them. However, ternary and 4-ary versions seem to be more precise
when considered are the points laying far from the figures. But these cases are
also relatively oversensitive and give relatively high anomaly scores for the inner
points. 5-ary and 6-ary Isolation Forests work quite similarly. Particularly, 6-ary
Isolation Forest gives very accurate results when observing the figures (it marks
both inner and outer points). Our next observation is that the more nodes,
the more points are suspected to be isolated. This situation takes place at the
8-ary version and higher, see Fig. 10. An interesting fact is noticeable from the
heat map of correlation between the results of all methods. Namely, it is hard
to say, that the n-ary Isolation Forest versions for lower values of n give, even
approximately, correlated results. Only higher values of n gives quite correlated
results. The source of this fact may be that there are different values of maximal
depth of a search trees for the lowest values of n, see Eq. (5).

The next figure (Fig. 11) shows that the anomaly scores obtained by all the
methods are rather stable because of low standard deviation. However, the span
of the values understood as the difference between maximal and minimal value is
getting higher for higher n. This shows that it is easier to distinguish points and
classify their degree of isolation. However, this can also be a sign of considerable
randomness in the results returned by these methods.

The collection has 196 outliers (identified with noise, i.e. elements not belong-
ing to clusters), which is close to 0.2% of all cases considered. In the case of using
as a measure of classification as outlier the distance to the maximum value in the
set, it turns out that for 5-ary Isolation Forest all classified as outliers (regardless
of the level of distance from the maximum value) belong to the set of noise. The
distance from the maximum value is understood here as the value determined
by the formula

threshold (α) = {x ∈ A : s (x) − max s (x) < α} (6)

Accumulated interest for the correct classification is presented in the figure.
Figure 12 indicates the percentage of the number of elements belonging to the
noise among all elements belonging to the cut-off at a given level.
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When using the classifier of the percentage of noise elements belonging to
a given quantile of a set of function values as a measure of effectiveness, we
obtain the summary presented in the Fig. 13. As can be seen in the case of 6-ary
Isolation Forest, the largest percentage of noise elements was classified into a
given quantile of the set of values. This means that, for example, nearly half
of the elements with the highest isolation values belong to the 0.999 quantile.
In other words, out of 100 elements with the highest level of isolation, 47 are
elements of noise. Finally, an interesting observation of Fig. 13 is that there is a
slight dependency between the value of function (5) and the number of correct
outlier detections.

Fig. 4. Results of Binary Isolation Forest

Fig. 5. Results of Ternary Isolation Forest
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Fig. 6. Results of 4-ary Isolation Forest

Fig. 7. Results of 5-ary Isolation Forest

Fig. 8. Results of 6-ary Isolation Forest
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Fig. 9. Results of 8-ary Isolation Forest

Fig. 10. Correlation heat map of the results obtained by various methods

Fig. 11. A summary of the statistics of the methods
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Fig. 12. Percentage of properly classified outliers

Fig. 13. Percentage of outliers in a quantile

4 Conclusions and Future Work

In this study, we have proposed a generalized framework to construct a so-
called n-ary Isolation Forest methods. We have compared the results obtained
for artificialy generated dataset and discussed their similarities and differences
for 20 values of n. The preliminary results discussed in this work suggest that
it is hard to a priori propose one version of Isolation Forest to apply for any
dataset as for various n the results may differ significantly. However, there are
a few regularities, e.g., a correlation of results for higher n values, which may
suggest the directions of enhancement of the proposal.

Therefore, the future work directions may cover, among others, a devel-
opment of a framework to establish an application-oriented modifications of
Isolation Forest methods, for instance, an in-depth analysis of time series or
spatio-temporal datasets, e.g., intermodal transporation databases. Moreover,
we are going to work with fuzzy set-based methods, or more generally, Granu-
lar Computing-based enhancement of this approach. Finally, an interesting app-
roach may be to built a similar to K-Means-Based Isolation Forest [11] technique
related to Fuzzy C-Means Isolation Forest.
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Abstract. The paper studies the major reason for the contradictions in
the Kleinberg’s axiomatic system for clustering [9]. We found that the
so-called consistency axiom is the single source of problems because it
creates new clusters instead of preserving the existent ones. Furthermore,
this axiom contradicts the practice that data to be clustered is a sample
of the actual population to be clustered. We correct this axiom to fit this
requirement. It turns out, however, that the axiom is then too strong
and implies isomorphism. Therefore we propose to relax it by allowing
for centric consistency and demonstrate that under centric consistency,
the axiomatic framework is not contradictory anymore. The practical
gain is the availability of true cluster preserving operators.

Keywords: Cluster analysis · Clustering axioms · k-means algorithm

1 Introduction

As the number of clustering algorithms is growing rapidly, a research effort is
going on to formalize the concepts of clusters, clustering, and clustering algo-
rithms. Various axiomatic frameworks have been proposed, e.g., for unsharp par-
titioning by [14], for graph clustering by [10], for cost function driven algorithms
by [4], for linkage algorithms by [2], for hierarchical algorithms by [6,7,13], for
multiscale clustering by [5], for settings with increasing sample sizes by [8], for
community detection by [16], for pattern clustering by [12], and for distance
based clustering [9]. The latter work by Kleinberg is heavily cited (over 600
times, according to Google Scholar). However, nobody seems to draw atten-
tion to the major drawback of that axiomatic system that is the inadequacy
for Euclidean embedding based distances and the fact that algorithms cluster
samples and not entire populations. Last but not least, Kleinberg’s axiomatic
system is contradictory.

In this paper, we aim at eliminating these deficiencies. In particular, we show
that the so-called consistency axiom is the single source of problems because it
creates new clusters instead of preserving the existent ones (Sect. 3). Further-
more, this axiom contradicts the practice that data to be clustered is a sam-
ple of the actual population to be clustered. We correct this axiom to fit this
c© Springer Nature Switzerland AG 2020
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requirement (Sect. 4). It turns out, however, that the axiom is then too strong
and implies isomorphism. Therefore we propose to relax it by allowing for cen-
tric consistency (Sect. 5) and demonstrate that under centric consistency, the
axiomatic framework is not contradictory any more (Sect. 6). The practical gain
is the availability of true cluster preserving operators.

2 Preliminaries

Kleinberg [9, Section 2] defines clustering function as:

Definition 1. A clustering function is a function f that takes a distance func-
tion d on [set] S [of size n ≥ 2] and returns a partition Γ of S. The sets in Γ
will be called its clusters.

Definition 2. With the set S = {1, 2, . . . , n} [...] we define a distance function
to be any function d : S × S → R such that for distinct i, j ∈ S we have
d(i, j) ≥ 0, d(i, j) = 0 if and only if i = j, and d(i, j) = d(j, i).

Given that, Kleinberg [9] formulated axioms for distance-based cluster anal-
ysis, which are rather termed properties by others, e.g., [3].

Property 1. Let Range(f) denote the set of all partitions Γ such that f(d) = Γ
for some distance function d. A function f has the richness property if Range(f)
is equal to the set of all partitions of S.

Property 2. A function f has the scale-invariance property if for any distance
function d and any α > 0, we have f(d) = f(α · d).

Property 3. Let Γ be a partition of S, and d and d′ two distance functions on
S. We say that d′ is a Γ -transformation of d if (a) for all i, j ∈ S belonging to
the same cluster of Γ , we have d′(i, j) ≤ d(i, j) and (b) for all i, j ∈ S belonging
to different clusters of Γ , we have d′(i, j) ≥ d(i, j). The clustering function f has
the consistency property if for each distance function d and its Γ -transformation
d′ the following holds: if f(d) = Γ , then f(d′) = Γ

Kleinberg demonstrated that his three axioms (Properties 1, 2, 3) cannot be
met all at once (but only pair-wise), see his Impossibility Theorem [9, Theorem
2.1]. In order to resolve the conflict, there was proposed a replacement of con-
sistency axiom with order-consistency axiom [15], refinement-consistency ([9]),
inner/outer consistency [3], order-invariance and so on (see [1]).

However, none of these approaches seems to address the root of the prob-
lem. Many clustering algorithms, including k-means, kernel-k-means, and their
variants rely explicitly on the embedding into Euclidean space, which Kleinberg
ignores. Therefore we discuss embedding of the data points in a fixed-dimensional
Euclidean space, with distance between data points implied by the embedding1

1 An embedding of a data set S into the m-dimensional space R
m is a function

E : S → R
m inducing a distance function dE(i, j) between these data points being

the Euclidean distance between E(i) and E(j).
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Subsequently, whenever we talk about distance, we mean Euclidean distance.
Furthermore, the Kleinberg’s axioms seem to be different in nature. While

Property 1 addresses the value range of the clustering function, the other two
address the transformations of the function domain, which are intended to be
clustering preserving. However, the Γ -transform described in Property 3 allows
for cluster formation, which is an internal contradiction to its intention. We will
address this in the next section (Sect. 3).

3 Convergent Consistency as a Way to Resolve
Kleinberg’s Impossibility

Let us diverge for a moment from the assumption of embedding in the fixed
dimensional space and resume Kleinberg’s distance definition.

The paper [9] showed that invariance and consistency imply antichain prop-
erty (his Theorem 3.1). The proof of that Theorem reveals, however, the mecha-
nism behind creating the contradiction in his axiomatic system: the consistency
operator creates new structures (hence new clusters) in the data. His proof goes
as follows: He introduces the concept of a distance function d”(a, b)-conforming”
to a partition Γ of the data if for all pairs of data points i, j d(i, j) ≤ a, if both
belong to the sane cluster and d(i, j) ≥ b if they don’t. With respect to a given
clustering function f, we say that a pair of positive real numbers (a, b) is Γ -forcing
if, for all distance functions d that (a, b)-conform to Γ we have f(d) = Γ .

Let f be a clustering function that satisfies Kleinerg’s consistency property.
He claims that for any partition Γ ∈ Range(f), there exist positive real numbers
a < b such that the pair (a, b) is Γ -forcing. By definition of Kleingerg’s Range
functional, as Γ ∈ Range(f), there must exist a distance function d such that
f(d) = Γ . Let a0 be the minimum distance among pairs of points in the same
cluster of Γ and let b0 be the maximum distance among pairs of points that
do not belong to the same cluster of Γ . Choose numbers a < b so that a ≤ a0

and b ≥ b0. Then any distance function d0 that (a, b)-conforms to Γ must be a
Kleinberg’s consistency transformation of d, and so by the consistency property,
f(d0) = Γ . It follows that the pair (a, b) is Γ -forcing. Now suppose further that
the clustering function f satisfies Scale-Invariance, and that there exist distinct
partitions Γ0, Γ1 ∈ Range(f) such that Γ0 is a refinement of Γ1, that is each
cluster of Γ0 is a subset of a cluster in Γ1. Then Kleinberg shows that this leads
to a contradiction: Let (a0, b0) be a Γ0-forcing pair, and let (a1, b1) be a Γ1-
forcing pair, with a0 < b0 and a1 < b1. As already shown, such a0, b0, a1, b1
exist. Let a2 be any number a2 ≤ a1, and let ε such that 0 < ε < a0a2b

−1
0 .

It is now straightforward to construct a distance function d with the following
properties: For pairs of points i, j that belong to the same cluster of Γ0, we have
d(ij) ≤ ε. For pairs i, j that belong to the same cluster of Γ1, but not to the
same cluster of Γ0 we have a2 ≤ d(i, j) ≤ a1. For pairs i, j not in he same cluster
of Γ1 we have d(i, j) ≥ b1. The construction may proceed as follows: Let d1 be
a function (a1, b1)-conforming to a partition Γ1. Let us obtain d2 from d1 by
scaling up the minimum distance d1 within a cluster of Γ1 so that it exceeds a2.



202 M. A. K�lopotek and R. A. K�lopotek

Then obtain from d2 the d3 by consistency transformation for Γ1, changing
distances only within clusters of Γ1 so that they are bigger than a2, but smaller
than a1. From this, obtain a d4 by consistency transform over Γ0 by reducing
the distances below ε if the data points are in the same Γ0 cluster, and retaining
the remaining distances. The d4 is our d.

The distance function d (a1, b1)-conforms to Γ1 and so we have f(d) = Γ1.
Now set α = b0a2

−1
1 , and define d′ = αd. By Scale-Invariance, we must have

f(d′) = f(d) = Γ1. But for points i, j in the same cluster of Γ0 we have d′(i; j) ≤
εb0a

−1
2 < a0, while for points i, j that do not belong to the same cluster of Γ0

we have d′(i, j) ≥ a2b0a
−1
2 ≥ b0. Thus d′ (a0, b0)-conforms to Γ0 and so we must

have f(d′) = Γ0. As Γ0 �= Γ1, this is a contradiction.
So far, the proof of Kleinberg. Now let us point to suspicious steps of the

proof. d1 was a legitimate distance function generating Γ1 under f . Then there
was a sequence of transforms changing d1 → d2 → d3 → d4. The step that we
question here is the transformation d3 → d4. This was a structure generating
step, and no wonder that Γ0 was obtained out of Γ . By the way, this step could
be applied not only to creating new clusters from a single existent one but also to
invert this operation, which is to create a combined cluster from several clusters.
So the Γ -transformation is a full-fledged cluster creation operation instead of
cluster preserving one, as was intended.

This behavior should be prohibited if the transformation shall produce the
same clustering of data, as consistency property assumes. We insist that if
d(i, j) ≤ d(k, l), then also d′(i, j) ≤ d′(k, l) and d(i, j)/d(k, l) ≤ d′(i, j)/d′(k, l)
for any data points i, j within the same cluster and k, l within the same clus-
ter (that is the longer distances decrease faster). This would prohibit the step
d3 → d4 and hence remove Kleinberg’s contradiction. To prohibit the creation
of new structures outside of clusters, one should also consider the same condi-
tion when i, j stem from different clusters, and l, k stem from different clusters
shorter distances grow more rapidly). So define:

Property 4. Define the convergent-Γ -transform as Γ -transform from
Property 3 in which if d(i, j) ≤ d(k, l), then also d′(i, j) ≤ d′(k, l) and
d(i, j)/d(k, l) ≤ d′(i, j)/d′(k, l). The clustering function f has the convergent
consistency property if for each distance function d and its convergent Γ -
transformation d′ the following holds: if f(d) = Γ , then f(d′) = Γ

Under these circumstances one can define a new brand of single linkage
algorithm, the quotient single link algorithm. First of all, the order preserving
requirement ensures that the edges are considered in the same order whatever
termination condition is imposed. Let us now look for a termination condition
that will not be violated by the transformation definition. An edge is added only
if the quotient of the longest to the shortest edge in the emerging cluster does
not exceed a predefined threshold. This single link algorithms with this stopping
criterion fits the Kleinberg’s axiomatic framework given that the consistency is
updated as indicated above.

Theorem 1. The axioms of richness, scale-invariance and convergent-consis-
tency are not contradictory.
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Proof. Just consider the quotient single link algorithm as an easy to verify exam-
ple for which all three axioms hold.

4 Subsampling Consistency

The Kleinberg’s consistency axiom suffers from a further practical weakness. The
typical clustering function applications consist of using the clustering function
to cluster a sample from the population with the hope that it will reflect the
true structure of the population. We would expect from the clustering preserving
operation the following: If Γ = f(Sn, d) and Γ ′ = f(Sn′ , d) where S⊂Sn′ are two
samples from the same population and of different sizes n, n′, and if Γ agrees
with Γ ′ that is objects in the same cluster of Γ are in the same cluster of Γ ′, then
for any permissible Γ -transformation yielding distance function d′

Sn
there should

exist a Γ ′-transformation yielding distance function d′
Sn′ agreeing on elements

from Sn. Furthermore, if Sn′ consists of points from the “vicinity” of elements
Sn of some small radius, then Γ and Γ ′ should agree (so-called perturbation
robustness [11]).

Let us now consider an infinite population in a fixed dimensional Euclidean
space Rm described by a probability density function over this space such that for
any point of density bigger than 0 there exists a ball of positive radius containing
it and only points of positive density.

Now consider a sample Sn and its clustering Γ . Take a cluster C from it and
a sample point P . In its vicinity εP > 0 of non-zero density, we can choose an m-
simplex (m+1 points) with edge length say εP . Distinguish one of its corners A1

and the height from this point and two points on this height: A2 on the opposite
face and A3 at 2/3 of the height (2|A1A3| = |A3A2|. By increasing the sample
size in this vicinity, we can find m+1 points in the ε vicinity of the corner points
of the simplex and of A2, A3, with ε << εP . Let the points B1, B2, B3 be in the
vicinity of A1, A2, A3. Let the images of B1, B2, B3 under convergent Γ -transform
be B′

1, B
′
2, B

′
3. Let line segments B1B2, B2B3, B1B3 be shortened (multiplied)

by factors γ13, γ32, γ12 resp. upon transformation. Necessarily γ13 ≥ γ32 ≥ γ12.
Consider one-dimensional space m = 1.

Obviously |B′
1B

′
2| = |B′

1B
′
3|+|B′

3B
′
2| = γ13|B1B3|+γ32|B3B2| ≥ γ12|B1B3|+

γ12|B3B2| = |B′
1B

′
2| which implies γ13 = γ32 = γ12 that is a proportional

decrease of length. In m > 1 dimensional space we get the same conclusion in the
limit, by decreasing the ε vicinity (in m dimensions we have no guarantee that
B′

1B
′
2, B3′ lie on the same line but by decreasing ε we can approximate linearity

with any degree). By rotating the simplex and taking A2, A3 from vicinities of
other cluster points, we come to the conclusion that each whole cluster distances
can only be decreased proportionally. By selecting more points A from differ-
ent clusters we conclude that the entire convergent Γ - transform must be an
identity transform if the same clustering must hold in the limit. So we have just
proven (in an outline) that:

Theorem 2. If the in-the-limit condition has to hold then the convergent-Γ=-
transform must be an isomorphism.
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5 Centric Consistency

The Kleinberg’s consistency property, after correction for not creating new struc-
tures and being consistent in the limit, turns out to be too rigid.

So let us look for ways of weakening this rigidness. From the informal point
of view, a clustering preserving operation should care only about cluster points
close to other clusters so that the gap does not decrease, while it is not so
important about other cluster points. This idea can be formalized in one of
possible incarnations that we will call here “centric consistency”.

Definition 3. Let Γ be a partition embedded in R
m. Let C ∈ Γ and let µc

be the center of the cluster C. We say that we execute the Γ ∗ transform (or a
centric consistency transformation) if for some 0 < λ ≤ 1 we create a set C ′

with cardinality identical with C such that for each element x ∈ C there exists
x’ ∈ C ′ such that x’ = µc + λ(x − µc), and then substitute C in Γ with C ′.

Note that the set of possible centric consistency transformations for a given
partition is neither a subset nor superset of the set of possible Kleinberg’s consis-
tency transformations. Instead it is a k-means clustering model-specific adapta-
tion of the general idea of shrinking the cluster. The first differentiating feature
of the centric consistency is that no new structures are introduced in the cluster
at any scale. The second important feature is that the requirement of keeping
the minimum distance to elements of other clusters is dropped, and only cluster
centers do not get closer to one another.

Note also that the centric consistency does not suffer from the impossibility
of transformation for clusters that turn out to be internal.

Property 5. A clustering method matches the condition of centric consistency
if, after a Γ ∗ transform, it returns the same partition.

Let us now demonstrate theoretically, that k-means algorithm really fits at
least in the simplest case of k = 2.

Theorem 3. k-means algorithm satisfies centric consistency in the following
way: if the partition Γ is a global minimum of k-means, and k = 2, and the
partition Γ has been subject to centric consistency yielding Γ ′, then Γ ′ is also a
global minimum of k-means.

Proof. Let the optimal clustering for a given set of objects X consists of two
clusters: T and Z. The subset T shall have its gravity center µ(T ) at the origin
of the coordinate system. The quality of this partition Q({T,Z}) = nTV ar(T )+
nZV ar(Z) where nT , nZ denote the cardinalities of T,Z and V ar(T ), V ar(Z)
their variances (averaged squared distances to gravity center). We will prove by
contradiction that by applying our Γ transform, we get partition that will still
be optimal for the transformed data points. We shall assume the contrary that
is that we can transform the set T by some 1 > λ > 0 to T ′ in such a way that
optimum of 2-means clustering is not the partition {T ′, Z} but another one, say
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{A′ ∪ D,B′ ∪ C} where Z = C ∪ D, A′ and B′ are transforms of sets A,B for
which in turn A ∪ B = T . It may be easily verified that

Q({A ∪ B,C ∪ D}) = nAV ar(A) + nAv2
A + nBV ar(B) + nBv2

B

+nCV ar(C) + nDV ar(D) +
nCnD

nC + nD
(vC − vD)2

while

Q({A ∪ C,B ∪ D}) = nAV ar(A) + nDV ar(D) + +
nAnD

nA + nD
(vA − vD)2

+nBV ar(B) + nCV ar(C) + +
nBnC

nB + nC
(vB − vC)2

and

Q({A′ ∪ B′, C ∪ D}) = nAλ2V ar(A) + nAλ2v2
A + nBλ2V ar(B) + nBλ2v2

B

+nCV ar(C) + nDV ar(D) +
nCnD

nC + nD
(vC − vD)2

while

Q({A′ ∪ C,B′ ∪ D}) = nAλ2V ar(A) + nDV ar(D) + +
nAnD

nA + nD
(λvA − vD)2

+nBλ2V ar(B) + nCV ar(C) + +
nBnC

nB + nC
(λvB − vC)2

The following must hold:

Q({A′ ∪ B′, C ∪ D}) > Q({A′ ∪ D,B′ ∪ C}) (1)

Q({A ∪ B,C ∪ D}) < Q({A ∪ D,B ∪ C}) (2)

Additionally also

Q({A ∪ B,C ∪ D}) < Q({A ∪ B ∪ C,D}) (3)

Q({A ∪ B,C ∪ D}) < Q({A ∪ B ∪ D,C}) (4)

These two latter inequalities imply:

nCnD

nC + nD
(vC − vD)2 <

(nA + nB)nC

(nA + nB) + nC
v2
C

and
nCnD

nC + nD
(vC − vD)2 <

(nA + nB)nD

(nA + nB) + nD
v2
D

We get for an extreme contraction (λ = 0) yielding sets A”, B” out of A,B:

Q({A” ∪ B”, C ∪ D}) − Q({A” ∪ C,B” ∪ D})
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=
nCnD

nC + nD
(vC − vD)2 − nAnD

nA + nD
v2
D − nBnC

nB + nC
v2
C

=
nCnD

nC + nD
(vC − vD)2

− nAnD

nA + nD

(nA + nB) + nD

(nA + nB)nD

(nA + nB)nD

(nA + nB) + nD
v2
D

− nBnC

nB + nC

(nA + nB) + nC

(nA + nB)nC

(nA + nB)nC

(nA + nB) + nC
v2
C

=
nCnD

nC + nD
(vC − vD)2

− nA

nA + nB
(1 +

nB

nA + nD
)

(nA + nB)nD

(nA + nB) + nD
v2
D

− nB

nA + nB
(1 +

nA

nB + nC
)

(nA + nB)nC

(nA + nB) + nC
v2
C

<
nCnD

nC + nD
(vC − vD)2

− nA

nA + nB

(nA + nB)nD

(nA + nB) + nD
v2
D

− nB

nA + nB

(nA + nB)nC

(nA + nB) + nC
v2
C < 0

because the linear combination of two numbers that are bigger than a third
yields another number bigger than this. Let us define a function

h(x) = +nAx2v2
A + nBx2v2

B +
nCnD

nC + nD
(vC − vD)2

− nAnD

nA + nD
(xvA − vD)2 − nBnC

nB + nC
(xvB − vC)2

It can be easily verified that h(x) is a quadratic polynomial with a positive
coefficient at x2. Furthermore h(1) = Q({A∪B,C∪D})−Q({A∪C,B∪D}) < 0,
h(λ) = Q({A′ ∪B′, C ∪D})−Q({A′ ∪C,B′ ∪D}) > 0, h(0) = Q({A”∪B”, C ∪
D})−Q({A”∪C,B”∪D}) < 0. However, no quadratic polynomial with a positive
coefficient at x2 can be negative at the ends of an interval and positive in the
middle. So we have the contradiction. This proves the thesis that the (globally)
optimal 2-means clustering remains (globally) optimal after transformation.
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6 Auto-means Algorithm

After reducing the restrictions imposed by Kleinberg’s consistency axiom, we
have to verify if we did not introduce another contradiction ion the axiomatic
framework. So we have to find a clustering algorithm for which the properties of
richness (or near richness), scale-invariance, and centric consistency hold. Note
that k-means has only the property of k-richness because it can produce only
a fixed number of clusters. To approximate the true richness, an algorithm has
to be found that operates like k-means but automatically selects the k, and the
range of k is at least broad. We will use here a brand of hierarchical k-means,
embedded in R

m. Note that hierarchical kmeans does not produce the same
clustering as k-means hence special care is needed.

Let us introduce the Auto-means Algorithm. This algorithm can be consid-
ered as a hierarchical application of k-means with k = 2 with a special stopping
criterion. The algorithm is continued if at the step dividing the data set into
two,

– both created clusters A,B clusters have cardinalities such that p ≤ |A|/|B| ≤
1/p for some parameter 0 < p < 1, and |A| ≥ m + 1, |B| ≥ m + 1, where m
is the dimensionality of the data set, and

– both A and B can be enclosed in a ball centered at each gravity center with
a common radius R such that the distance between gravity centers is not
smaller than (2 + g)R, where g > 0 is a relative gap parameter.

We shall prove that

Theorem 4. For appropriate p and g, the auto-means algorithm has the prop-
erty of (near) richness, scale invariance and centric consistency.

Proof (An outline). Assume a g = 6, p = 2. Assume the algorithm 2-means
created clusters A,B, each enclosed in a ball of radius R, subject to further
clustering. Assume that in cluster A, a lower level cluster was subjected to
centric Γ transformation, so that A′ cluster emerged. The outcome should be
so, contrary to the claim of the theorem, that now the 2-means would have
divided the set A′ ∪B into C,D. Let C = A′

1 ∪B1 and D = A2‘∪B2 where A′ =
A′

1 ∪ A′
2, B = B1 ∪ B2. Denote the gravity center of a set A with µ(A). Assume

now that ‖µ(A′
1)−µ(C)‖ > 2R, ‖µ(B1)−µ(C)‖ > 2R, ‖µ(A′

2)−µ(D)‖ > 2R,
‖µ(B2) − µ(D)‖ > 2R. Then A′, B would be a clustering with lower k-means
cost than C,D. Assume now that ‖µ(A′

1)−µ(C)‖ ≤ 2R, ‖µ(A′
2)−µ(D)‖ ≤ 2R.

This would be contrary to the assumption of p = 2. The symmetric situation is
also excluded. So assume that ‖µ(A′

1) − µ(C)‖ ≤ 2R, ‖µ(B2) − µ(D)‖ ≤ 2R.
Hence ‖µ(B1)−µ(D)‖ ≤ 4R, so clustering A′

1, B1∪D would be a better one than
C,D. So assume that ‖µ(A′

1) − µ(C)‖ ≤ 2R, whereas 2R < ‖µ(A′
2) − µ(D)‖ ≤

4R. Switching from C,D to A′, B would decrease the distance of A′
2, B2 to the

balls around centers of A′
1, B1 with radii equal to their distances to centres

of C,D so that the cost function of k-means is lower for A′, B partition. The
above considerations are also valid in case of empty subsets. This means that if
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any subcluster of A is subject to centric Γ transform, no impact occurs for
A,B partition by 2-means. This is valid recursively, till we are to partition
the cluster subject to centric consistency. As scaling does not affect k-means,
the hierarchical clustering will proceed as before the centric transform. Hence
the clustering remains the same under centric consistency of a cluster in the
hierarchy. As k-means is invariant under scaling, scaling invariance is granted. As
by appropriate choice of distances, we can achieve any nesting of clusters. Near
richness is achieved with the constraint that there are minimal sizes of clusters.
The maximum auto-selected k as a function of sample size and dimensionality
can be easily computed.

7 Conclusions

We have shown in this paper that the contradiction in Kleinberg’s axiomatic sys-
tem may be annihilated if the condition of convergent consistency is introduced.
We demonstrate that this property leads to a too strong rigidness in cluster
preserving transformations if we study the clustering of samples taken from a
continuous population. As a remedy, we propose centric consistency axiom that
proved to be less rigid, and not producing contradictions. The practical gain is
the availability of true cluster preserving operators.
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Abstract. The Twitter platform is one of the most popular social media
environments that gathers concise messages regarding the topics of the
moment expressed by its users. Processing sentiments from tweets is a
challenging task due to the natural language complexity, misspelling and
short forms of words. The goal of this article is to present a hybrid feature
for Twitter Sentiment Analysis, focused on information gathered from
this social media. The baseline perspective is presented based on differ-
ent scenarios that take into consideration preprocessing techniques, data
representations, methods and evaluation measures. Also, several inter-
esting features are detailed described: the hashtag-based, the fused one,
and the raw text feature. All these perspectives are highlighted for prov-
ing the high importance and impact that the analysis of tweets has on
social studies and society in general. We conducted several experiments
that include all these features, with two granularity tweets (word and
bigram) on Sanders dataset. The results reveal the idea that best polar-
ity classification performances are produced by the fused feature, but
overall the raw feature is better than other approaches. Therefore, the
domain-specific features (in this case Twitter hashtags) represent infor-
mation that can be an important factor for the polarity classification
task, not exploited enough.

Keywords: Sentiment analysis · Twitter · Hashtags

1 Introduction

Nowadays there is an increased interest from various areas like politics, business,
economy or marketing to find answers to questions regarding people’s opinions
and feelings. Some of the questions can be “What do they hate about iPhone
6?”, “Does it worth watching this movie?”. This interest leads to the analysis
of social media content which is very useful in activities like opinion mining
from product reviews, emotion detection or sentiment classification. Twitter is
considered “a valuable online source for opinions” [18] and shows a way to catch
the public’s ideas and interests for social studies.

Bearing in mind all these questions, it arrives at the point when it needs a
methodology or area that can solve these issues and can help people to analyze
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the context in order to understand it. Therefore, the emotional polarity problem
can be expressed as a classification one by identifying if textual items reveal
a positive or negative emotion/opinion. The analysis of Twitter is a research
area with high and growing interest where the main concept is a tweet. It is
composed of two main parts: a short and simple text message (maximum 140
characters) which is posted on the social media and hash-tags and hypertext-
based elements: related media (maps, photos, videos) and websites. Hash-tags
[13] are keywords prefixed with the “#” symbol that can appear in a tweet.
Twitter users use this notation to categorize their messages and enable or mark
them to be more easily found in search. Based on tweets messages that are
provided as input for the emotional polarity problem, we can define the output
which is represented as a binary opinion (categorical two-point scale: positive,
negative). The main contributions of the current paper are at the level of feature
extraction and representation derived from tweets. Features can be handcrafted
(keywords, list of words, n-grams, frequencies) or can be automatically extracted
from data (features learned by a Machine Learning algorithm, also known as
embeddings). We decided to use the handcrafted feature because the automatic
features require either an external lexicon or a pre-trained word embedding.
Behinds, in the case of short-texts, the automatically extracted features have
not improved the classification process (in terms of classification quality and
required resources), yet. Considering these aspects, we propose to combine the
features extracted from both parts of a twitter message (text and hash-tags) in
order to test if the fusion of them brings relevant information in the classification
process.

The remaining of the proposed paper is structured as follows: section two
presents a literature overview of exploring features for Twitter Sentiment Anal-
ysis. Section three describes in detail our approach focusing on the Sentiment
Analysis process and several extracted features from tweets. Then, in the fourth
section, the dataset, numerical experiments, and relevant findings are high-
lighted. In section five, conclusions are outlined and the future work perspectives
are defined, pointing out that this approach improves the Twitter Sentiment
Analysis by considering domain-specific features.

2 Related Work

In literature, there are various approaches that explore the Twitter polarity
classification problem considering a set of relevant features that can be used for
the sentiment analysis process.

Baseline features like bag-of-words, unigrams, bigrams and part-of-speech are
used in [2,3,5–7,10]. Other approaches used lexicon or semantic features, when
the words are enhanced with polarity based on an external knowledge base [6,7,
11]. An interesting point is represented by the micro-blogging features indicating
the presence of positive, negative or neutral emoticons, abbreviations or URLs
[6,7]. Word embedding features are quite used in sentiment analysis [8,14–17].
In comparison with these approaches, ours present a mixed feature perspective
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that is based on the message’s text and the Twitter-specific information that is
represented by hash-tags. Several scenarios are combined in order to prove the
valuable information that is brought by these keywords to the short messages
posted on the Twitter environment.

3 Proposed Approach

Twitter Sentiment Analysis is a challenging task due to the short length of mes-
sages and a variety of domain-specific elements: hash-tags, re-tweets, emoticons,
abbreviations or colloquial style specific for an online platform. Our approach
presents a process applied to the Twitter data, focusing on feature extraction
and data representation steps.

3.1 Sentiment Analysis

The features of sentiment analysis can be the following: scalability, real-time
analysis, adaptability. The sentiment analysis area defines multiple concepts like
opinion, polarity, subject or opinion holder. An opinion is an expression that
reflects people’s feelings about a specific topic. This expression can take various
forms: written or text-based, spoken or voice-based and behavior or gesture-
based. Sentiment analysis can be modeled as a classification problem that implies
subjectivity (classify opinions into subjective and objective ones) and polarity
(classify expressions into negative, positive and neutral), based on input rep-
resented as textual information (documents, messages, etc). In this paper, we
focus on the polarity classification task.

Phases. Sentiment Analysis, visualized as a polarity classification task (detect-
ing opinions and classifying them into positive, negative or neutral), implies the
next phases. The initialization step prepares the data for the classification algo-
rithm. Data collection means to retrieve data and analyze the content of it (How
many messages are positive, negative, neutral? Is the data balanced?). If the data
is not already labeled, manual annotation is required to validate the approach.
The preprocessing phase means to transform the unstructured information into
a clear one without misspellings, abbreviations or slang words. Then, a feature
extraction stage determines how data is represented in terms of relevant fea-
tures. The next step is represented by the learning phase when a training model
is passed to a Machine Learning algorithm. The last stage is the evaluation when
performance measures are computed to reflect how good is the methodology.

Preprocessing Techniques. The preprocessing step is very important for the
polarity classification task by providing clean and relevant information for the
next phases.

Cleaning operations are those that involve only to normalize words from
textual information and to remove the disadvantages given by the freeway of
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writing opinions. Therefore, can be applied the following methods that are used
to define a uniform text [1]: remove the URLs, hashtags from messages, remove
the numbers and special characters, replace repeated sequences with only one,
remove blank spaces, lowercasing.

Negation is an essential operation because negative words influence a lot the
polarity of a message. Ignoring negation is one of the causes of misclassification.
So, all negative words (can’t, don’t, never) are replaced with not. Dictionary
approach means to convert slang words or abbreviations with their formal forms.
Then, a word like “l8” will be converted to “late” [1] or “approx.” to “approx-
imately”. Removing stop words is very important and it can improve the
performance of the classifier. Stop words can be pronouns or articles (e.g. our,
me, myself, that, because, etc).

Stemming means to reduce the inflective or derivation form to a common
radix of it (e.g. cars become car). Stemming implies cutting off the prefixes or
suffixes of a word. A flavor of stemming is lemmatization that works with
morphological context based on dictionaries (e.g. studies becomes study).

Feature Extraction. In this phase, the relevant features from the text are
extracted and used as inputs for the classification algorithms. Text mining deals
with several attributes, but only some of them are frequently used in the context
of tweets (e.g. hash-tags).

We have experimented with several text representations. First, we investigate
the classic approach Bag-of-words, when a message is represented as the bag of
its words. The set of all the words from all the messages forms the vocabulary
(of size V S), which is used for mapping each message into a vector of length V S,
in which the ith entry contains the number of occurrences of the word i in the
message. Such an approach is very easy to be computed and very intuitive, but
it is not able to emphasize the spatial characteristics of the text, losing grammar
and ordering information. A flavor of the previous method is Bag-of-n-grams
that tries somehow to gain back some of the word order information lost by the
bag-of-words approach: the frequency of short char sequences (of length two,
three, etc.) can be used to construct word vectors. One major downside of the
bag-based approaches is the non-linear dependence of the vocabulary size on
the number of unique words/n-grams, which can be very large for large corpora.
Filtering techniques are commonly used to reduce the vocabulary size. But in
the twitter case, the vocabulary is not so large.

Document-term matrix representation reflects the frequency of extracted
words from a collection of documents (texts, sentences). In this paper, the two
mentioned granularities for the document-term matrix representation are used:
word and bi-gram granularity. In other words, each row from the matrix corre-
sponds to a message and columns represent the granularity level (word/bi-gram).
Bi-gram granularity means a list of unordered words of size 2.

For both bag-based approaches, two weighting schemes were investigated. In
fact, two scenarios are defined for determining the values from the matrix which
represent the frequencies determined at granularity level (word or bi-grams).
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The value from each cell can be integer or real. In the case of integer values,
it describes how many times a word or bigram appears into a tweet (message).
The real values are computed considering TF (term frequency) and IDF (inverse
document frequency) formula:

TF (t) = m
M and IDF (t) = log(Nn ), where m is the number of times term

t appears in the message, M is the number of terms in the message, N is the
number of messages and n is the number of messages where term t appears [12].
This method re-weights the above word (or n-gram) frequency vectors with the
inverse document frequency (IDF) of each word. The TF term grows as the word
appears more often, while the IDF term increases with the word’s rarity. This is
meant to adjust the frequency scores for the fact that some words appear more
(or less) frequently in general.

Feature-Based Approaches. Hashtags are valuable indicators for a tweet
representing the keywords of the message preceded by the hash sign (#). Even
though a tweet has text, hashtags, and hypertext elements, we took into consid-
eration only the first two because hypertexts offer diverse information, from type
perspective (links, videos, etc) and also from semantic one (meaning). Besides
this, the multimedia concepts are not present in each tweet, so the dataset would
be decreased considerably for our analysis. Based on these reasons, we outlined
four perspectives that are applied to the Twitter polarity classification task.
Baseline Sentiment Analysis (BSA) is the perspective where we extract
the text from a tweet, removing the hashtags. For this feature, we take into
consideration only the classic words belonging to a message. Hashtag-Based
Sentiment Analysis (HSA) implies the fact that we extract the hashtags from
a tweet, maintaining for each message a list of hashtags (indicators). The Fused
Sentiment Analysis approach (FSA) combines BSA with HSA, providing
as input for the sentiment classifier, the classic text of the message concatenated
with the list of hashtags. Last but not least, we depicted a Raw text feature
Sentiment Analysis (RSA), where hashtags are considered common words:
we remove the special sign # and we pass to the classifier the text in its initial
form.

Machine Learning Algorithms and Performance Measures. Various
techniques like lexicon-based, machine learning methods or hybrid approaches
can be applied for the classification task. For this paper, the focus is on machine
learning algorithms. In our approaches, three classification methods [9] are
involved: Näıve Bayes (a probabilistic algorithm based on Bayes theorem), Sup-
port Vector Machine (SVM) (a deterministic algorithm used for finding a hyper-
plane that separates the data input in two classes, each of one side of it) and
Logistic regression (a statistical classifier based on a logistic function). In terms
of performance measures, accuracy, precision, recall, and f-score can be computed
to indicate which algorithm fits the best.
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4 Numerical Experiments

Several experiments were conducted focusing on preprocessing techniques, data
representation in terms of relevant extracted features (BSA, HSA, FSA, and
RSA) and Machine Learning algorithms involved in the classification process.

4.1 Methodology

Dataset. For the following experiments, Sanders dataset [4] is used. It consists
of 5113 annotated tweets: 519 marked as positive, 572 negative, 2333 neutral and
1689 irrelevant. These tweets are messages related to four main topics, important
companies from the world, and they are Twitter, Apple, Google, and Microsoft.
The focus is to classify messages into positive and negative ones. Therefore,
irrelevant and neutral messages are removed and 1091 tweets are considered.
Due to the fact that our approach designs four feature extraction processes, we
considered only tweets that contain hashtags. Therefore, 786 messages were used
for our experiments, 415 tweets being positive and 371 negative. 20 were used
as testing dataset and the rest of them for training.

Data Preprocessing. Data preprocessing is an essential step in the Sentiment
Analysis domain because it can improve the whole process by removing the
disadvantages or problems reflected by the free writing style of microblogs (e.g.
misspellings, use of slang words, abbreviations). The following techniques were
applied to Sanders dataset due to the fact that it is desired to have a fast
and simple procedure: cleaning operations: removal of punctuation, lowercasing;
removal of stop words; stemming.

Data Representation. After the preprocessing phase, the focus is to represent
the tweets for the classification algorithms. Consequently, the document-term
matrix is built considering the granularity levels (word and bi-gram) and the
weighting schema: determining the frequency of words/bi-grams (integer values)
and the TF.IDF computation explained in the previous section.

Classification Algorithms and Evaluation Measures. As classification
algorithms, Näıve Bayes (NB), Support Vector Machine (SVM) and Logistic
regression (LR) are used for the Twitter Sentiment Analysis approach. For the
evaluation phase, accuracy and average precision are computed (precision values
for all experiments can be found here). The last metric is chosen because both
classes (positive and negative) represent our focus for the polarity classification
task. As parameters, for the classification task, for logistic regression, the inverse
of the regularization strength parameter is considered having the value 1.5. The
SVM classifier with linear kernel and regularization parameter (set to value 1.0 )
is also applied for the proposed approach. Last but not least, the Multinomial
version of Näıve Bayes is used for the classification task.

http://www.cs.ubbcluj.ro/~sergiu/Appendix-ICAISC.pdf
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4.2 Results

We design our case study to answer the following four research questions:

– RQ1 Do the tweets’ preprocessing bring useful knowledge for the polarity
classification process?

– RQ2 Does the weighting schema influence the sentiment analysis?
– RQ3 How do the hashtag-based features reflect the opinion embedded in the

messages?
– RQ4 Polarity classification is sensitive to the extracted text features or the

involved classifier?

BSA Feature. Based on the BSA feature, we conducted several experiments
considering word and bigram granularity and two different ways of computing the
values from the document-term matrix: integer values and tf.idf values. Tables
1, 2, 6 and 7 (last two tables can be found here) present the performance mea-
sures, in terms of accuracy and precision, for these scenarios. Also, we applied
different preprocessing techniques to find the best procedure that can be used
for considered Twitter data.

Table 1. Accuracy for BSA with word granularity (integer and tf.idf weightings)

Preprocessing technique NB LR SVM

Integer tfidf Integer tfidf Integer tfidf

Without preprocessing 59.49 61.39 57.59 60.13 60.13 65.19

Removal of punctuation 77.85 74.68 73.42 73.42 70.89 73.42

Removal of stop words 58.23 61.39 58.86 61.39 55.7 65.19

Lowercasing 65.19 59.49 58.23 57.59 57.59 63.29

Stemming 59.49 61.39 57.59 60.13 60.13 65.19

All 55.06 51.27 56.96 53.80 56.96 53.80

Due to the short length of messages (maximum 140 characters), applying
all preprocessing techniques seems to not bring useful knowledge about data
to be classified (RQ1). Best polarity classification performances are achieved
when removal of punctuation is applied. Thus, in the following experiments this
preprocessing step is performed, only. If we consider the weighting scheme, tf.idf
achieves better results in terms of both metrics (accuracy and precision).

HSA Feature. The second approach is based on the hashtag feature, by keeping
from the initial tweet only the list of hashtags. The conducted experiments were
done based on both granularity levels and both weighing mechanisms. Table
3, 8 and 9 (last two tables can be found here) present the results achieved for
accuracy and precision. Considering the results from the BSA feature, we used

http://www.cs.ubbcluj.ro/~sergiu/Appendix-ICAISC.pdf
http://www.cs.ubbcluj.ro/~sergiu/Appendix-ICAISC.pdf


Hybrid Features for Twitter Sentiment Analysis 217

Table 2. Accuracy for BSA with bi-gram granularity (integer and tf.idf weightings)

Preprocessing technique NB LR SVM

Integer tfidf Integer tfidf Integer tfidf

Without preprocessing 59.49 59.49 58.86 62.66 59.49 60.76

Removal of punctuation 76.58 74.05 75.32 73.42 75.95 72.78

Removal of stop words 60.13 61.39 60.13 62.03 63.29 60.13

Lowercasing 61.39 56.96 63.29 62.66 62.66 61.39

Stemming 58.86 59.49 58.23 61.39 61.39 60.13

All 47.57 45.57 56.33 55.06 57.59 55.06

Table 3. Accuracy for HSA with word and bi-gram granularity (integer and tf.idf
weightings)

Preprocessing technique NB LR SVM

Integer tfidf Integer tfidf Integer tfidf

Without preprocessing 66.46 64.65 65.19 63.29 65.82 66.46 word

Removal of punctuation 65.19 64.56 69.62 68.35 66.46 67.09

Without preprocessing 64.56 66.46 67.09 66.46 65.82 65.19 bi-gram

Removal of punctuation 63.29 65.19 63.29 63.92 65.19 62.03

only the removal of punctuation as a preprocessing technique. Also, the case
when no preprocessing is used is performed.

Considering the presented results, HSA-word on raw data (without prepro-
cessing) performs better than BSA-word without preprocessing, but BSA-word
achieved larger accuracy then HSA-word when preprocessing is applied (removal
of punctuation). Also, for BSA-bigram best values are achieved when no prepro-
cessing is implied, but for HSA-bigram, accuracy is better than the other feature
when preprocessing is implied.

Fused Features. The third perspective is a hybrid one, implying the fusion
between BSA and HSA. The text is concatenated with the list of hashtags.
Same scenarios (different granularities, different types of computation values)
are presented for accuracy and precision (see Tables 4, 10 and 11 (last two
tables can be found here)).

Considering the previously mentioned tables, it can be observed that FSA
over performs in 11 from 12 cases in comparison with BSA. BSA achieves better
results than FSA for bigram granularity, with preprocessing, for SVM technique
and integer values. HSA has better results than HSA in 3 cases when no prepro-
cessing is used. In the rest scenarios, FSA reached good values.

Raw Text Feature. The last perspective implies the use of raw text when
hashtags are treated as simple words. Specifically, the initial text is provided as

http://www.cs.ubbcluj.ro/~sergiu/Appendix-ICAISC.pdf
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Table 4. Accuracy for FSA with word and bi-gram granularity (integer and tf.idf
weightings)

Preprocessing technique NB LR SVM

Integer tfidf Integer tfidf Integer tfidf

Without preprocessing 63.29 63.29 67.09 65.82 65.19 68.35 word

Removal of punctuation 79.75 80.38 75.32 76.58 71.52 77.22

Without preprocessing 65.19 63.29 65.82 65.82 65.19 68.35 bi-gram

Removal of punctuation 79.75 80.83 77.22 76.58 70.89 77.22

input for a sentiment classifier, but removing the # sign. Tables 5, 12 and 13
(last two tables can be found here) show the values reached by the RSA feature.

Table 5. Accuracy for RSA with word and bi-gram granularity (integer and tf.idf
weightings)

Preprocessing technique NB LR SVM

Integer tfidf Integer tfidf Integer tfidf

Without preprocessing 65.19 64.56 67.09 65.82 63.92 69.62 word

Removal of punctuation 79.75 79.75 79.75 79.75 77.85 77.85

Without preprocessing 67.09 64.56 65.82 66.46 63.92 63.29 bigram

Removal of punctuation 78.48 77.22 74.68 77.22 77.85 77.85

RSA feature achieves the best accuracy in all 12 cases in comparison with
BSA (word and bigram granularities). RSA outperforms in 8 from 12 cases when
we consider the FSA. Also, FSA produces good results for word granularity when
applying NB and SVM. Overall, RSA has better results than the ones produced
by HSA.

Based on the previously presented experiments we can conclude the following.
Both fused and raw features are better than BSA in 11 cases from 12, due to the
fact that hash-tags contains important information (RQ3). HSA approach does
not produce good values in comparison with others, considering the short length
of messages. Hashtags are important keywords of tweets, but only in combination
with the text. Hashtags bring important information in context (RQ3). The best
preprocessing technique is the removal of punctuation and a lot of combinations
between methods decrease the performance of the process (RQ1). Best polarity
classification results are achieved for the fused feature (accuracy 80.38% for word
and bigram granularity with tf.idf values and 79.75% for integer values for NB
classifier) (RQ4). Overall, the raw feature is better than the fused one in 8 cases
from 12, due to the fact, that the initial text is passed as input for the classifier
(RQ3).

5 Conclusions

In the presented approach we designed several perspectives that exploit the fea-
tures of the Twitter environment. Bearing in mind the fact that hashtags are

http://www.cs.ubbcluj.ro/~sergiu/Appendix-ICAISC.pdf
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important features of a tweet, a hashtag-based sentiment analysis (HSA) sce-
nario is defined considering only the extracted hashtags from a message. Also, a
combination of HSA and BSA (baseline sentiment analysis) is reflected in a fused
and raw text feature. The experimental results prove the notable improvement
of our representations. As future work, we want to explore the word embeddings
part and also to perform a context-based analysis, by considering the order of
hashtags into tweets.
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Abstract. Stylometry analysis of Slavic-language texts is less explored
challenging issue in direction of computational study. The aim of the
paper is to develop and verify stylometric methods in a task of author-
ship, age, and gender of author recognition for literary texts in Ukrainian
that could give a usable accuracy. Were prepared common stylistic fea-
tures using the self-designed corpus. Different feature selection and classi-
fication methods were analyzed. Also, the objective of this examination is
to analyze several stylometric variables to test its statistical importance
with χ2 selection.

Keywords: Stylometric · Ukrainian · Text analysis · Classification ·
Machine learning

1 Introduction

Stylometry is a research field that has been extensively investigated in the last
century. Moreover, it based on the assumption that there is a similarity of styles
between the texts in the same group. It relies mostly on machine analysis of some
features generated from texts and attempts to define unique characteristics that
can identify the uncovered class of the text [12]. However, most of the stylomet-
ric analysis concerns texts in English and the authorship attribution [7]. This
study aims to compare stylometric methods for texts in the Ukrainian language.
Achieving the aim of the work required: applying natural language processing,
reviewing existing solutions in stylometry assignments, developing a corpus for
testing, implementing the algorithm, testing the validity of features, and com-
paring the accuracy of classifiers. The potential of experiments in such a field is
addressed to exploit new dependencies through the prepared corpus of selected
documents. The paper is structured as follows. It starts with some information
on the Ukrainian language. Afterward, stylometry is briefly over-viewed. A short
review of the types of features used in stylometry depicted subsequently. It is
followed by a description of used data sets, performed for classification tasks,
feature generation methods and used classifiers. The summary is the last section
of the current study.
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2 Ukrainian Language

The Ukrainian language like other Slavic languages belongs to the group of
Indo-European languages [16]. It is used by around 40 million people1. The
most similar to the Ukrainian language are Belarusian - 84% of the common
vocabulary, then Polish and Serbian (70% and 68% respectively), Russian - just
62%. Found on comparative studies of Slavic languages concerning phonetics
and grammar Ukrainian language has from 22 to 29 features in common with
the Belarusian, Czech, Slovak and Polish languages. However, with Russian only
11 [3]. Ukrainian alphabet contains letters based on Cyrillic [16]. It includes 33
letters. Also, special characters are used, such as an apostrophe(’), a soft sign

and the accent used above letters. The Ukrainian language is divided into
parts of speech such as open classes (6), closed classes (3), exclamation (1).
The following study [1] presents important information related to the frequency
use of letters in Ukrainian. Can be seen the most used vowels: and e.
The consonants are a bit more and they form several groups. The first one con-
structed from such letters as In one of relevant studies [2] related
to cryptography, information about the average frequencies of letter bigrams
were found. Generally can be distinguished such most common types of let-
ter bigrams: consonant-consonant , vowel-consonant ,
consonant-vowel , vowel-vowel . Important features of any lan-
guage are the frequencies of separate words. The top 10 most-used words are

3 Stylometry

Stylometry is a collection of methods for statistical analysis of the similarity
of the literary style between works, in terms of authorship, genre or others [8].
The second part of the name “metry” refers to the conversion, measuring the
occurrence of individual letters, sets of them, sentence length, etc. The data
is used to present the so-called individual style text units assigned to selected
classes. You can not explain why the sentence was written in a particular way, for
different thinking of each other for following simple reason: the techniques and
rules used when writing is used at the level of the subconscious [8]. In stylometric
studies and literature, the above phenomenon is referred to as “fingerprint”. Over
time, writing habits can change, a phenomenon known as “evolution of style”.
Style is likely an auxiliary element in the detection of that or other similarities
between sets of texts, which can also be represented graphically, eg. with the
help of Burrows Delta [10] or Principal Component Analysis (PCA) [9]. Using
stylometry, also the problem of estimating the time interval in which the certain
work has been published can be resolved. Such methods are based on changes
in the use of words in texts over the centuries.

One of the most important studies associated with stylometry found in
Ukrainian carried out by scientists contains developed methods for recognizing
1 https://www.mustgo.com/worldlanguages/ukrainian/.

https://www.mustgo.com/worldlanguages/ukrainian/


222 A. Mazurko and T. Walkowiak

the style of the author based on linguometry, stylometry, glottochronology [4].
The main idea was to use an algorithm to compare two text fragments prepared
earlier. Only significant words from the list were left out of each part: preposi-
tions, conjunctions, particles whose total number was 71, while the remaining
ones were cut out. Then, a table was created with the values of AF (absolute
frequency), RF (relative frequency), RF in the reference table. Based on this
data, correlation coefficients were obtained and the most similar fragments were
uncovered.

Another article related to the analysis in Ukrainian presents a comparison
of two texts written by Ivan Franko from 1884 and 1907 years [6]. The authors
showed the evolution in the style of the author based on part of speech statistics.

4 Performed Stylometric Analysis

4.1 Data Sets and Classes

During the work with textual data, attention should be paid to coding Cyrillic
characters - letters used in east Slavic languages, which was used to represent the
Ukrainian language [16]. Coding is becoming less frequent other than Unicode
(UTF-8), but some of the files found in CP1251 prepared to work with Cyrillic
characters. Finally, a Ukrainian language corpus was built. An example of one
of the filename is FRAN 31. Analyzing the length of all texts the shortest one
contains less than 6200 characters. Then each text was divided by size: short
(6,000 characters), medium-length (10,000 characters), long (20,000 characters)
(Table 1).

Table 1. Statistical values of texts.

function size (in characters)

Min 6189

Average 205344

Max 1317446

The next step is to divide each unit into smaller equal parts. The assumption
was used to extract N parts from each text, where 1 ≤ N ≤ 5. Additionally
were used certain filters to clean unnecessary data from documents: a filter that
removes stop words and filter blocked non-exception words.

Corpus of data often has a big impact on stylometric analysis, because train-
ing data is the main limitation. The study was conducted on a collection of
Ukrainian author’s novels. The data used for experiments are sourced from the

digital library at ukrlib.com.ua. The originally prepared corpus con-
sists of 90 texts written most in Ukrainian. Few of those novels were translated
into the Ukrainian language. Consequently, the new three sets were obtained by
dividing texts from the first set into parts of equal size. Set differs than with the
number of texts and the size of each of them (see Table 2).
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Table 2. Number of input texts and parts after dividing

Name Number

# short fragments 403

# middle fragments 345

# long fragments 308

4.2 Features Used in Stylometry

Features are the numerical values that represent the properties of the analyzed
textual unit. Researchers from the United States, precisely from Pace University
[5] presented a big set that contains 228 features in their study of stylometry.
Most of them (166) were syntax-based. Fewer numbers belong to the character
category (49), remaining based on words.

Finally, a set of features has been prepared specially for Ukrainian. Some
values that couldn’t be just converted from English required additional work
(Table 3).

Table 3. Examples of generated features based on last reminded study after prepara-
tion:

Name of group Example

Character-based Number of alphabetic characters

Number of vowels

Number of most frequent consonants

Word-based Number of 5-char words

Dictionary richness (number of different words)

Number of words with single occurrence

Syntax-based Number of commas

Number of verbs

Number of noun-verb bigrams (NV)

Character-Based. Current group contains easiest-to-obtain values. But for
start was required to find some statistical facts especially for the selected lan-
guage. Without such information, it is impossible to know which are the most
frequent vowels in usage. Also to know how to sort consonants from higher to
lower in usage scale. Obtaining them doesn’t require any complicate calculations
except simple counting with regular expression.
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Word-Based. Features related to full-words, contain the smallest part of total
items. Only 13 values that are most related to the size of the word. Taken
attention to the length of words from 1 to 7 characters. There is also a marker
that responds to vocabulary richness, i.e. to count of unique tokens. Values in
this category obtained only from counting.

Features Based on Syntax. Current is the bigger group of features in com-
paring to others. It contains markers that could be acquired with the usage of
the special technique of NLP only. After mapping each word to certain part-of-
speech, it was possible to count those items separately. Other values have been
gotten thanks such preparation also. The bigger part of attributes requires to
make research and found a set of most common words. It was an important
factor because after that be able to approve the importance of certain markers
in studied language.

4.3 Classification

Targets. Usually, after the counting process, the obtained numbers need to be
assigned to some target value in the other words to a certain class or label. After
prepared the relation of feature numbers to the label like examples with answers,
the machine learning algorithm could be trained. Type of learning with answers
is defined as supervised learning.

In the current study, three different classification tasks were analyzed gender,
age-range and authorship. Selected elements are most common in the stylometry
area. Gender divides into 2 parts. Age ranges of authors were customized to
make parts more or less on the same level. Final set of ranges: 0–29, 30–35,
36–45, 46–55, 55–x. Authorship has no constant size of labels. This is caused
by dividing text documents into different lengths. Labels proportion of short,
middle and long fragments as 39/34/31. Despite different values experiments
based on authorship were not skipped in this work (Table 4).

Table 4. Number of text units in each class

Category name Size Number of elements

Gender L 181 122 – – –

M 216 145 – – –

S 241 162 – – –

Age L 55 41 68 72 67

M 70 59 79 82 71

S 80 77 85 89 72
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Preprocessing. Before classification input data must be pre-processed. Usually,
this is values which placed in columns of the array with data rows. It need to
be done for the confidence of data integrity. Techniques that were used became
widely-used Min-Max and Z-Score [14]. With their help, all values were in some
ways modified.

In the case of Min-Max data are subject to change where output values
belong to the closed range [0, 1]. Second function Z-Score used for place raw
data around the origin of a coordinate system.

Dimension Reduction. As each feature in the sequence is a separate dimen-
sion scale of calculations could be increased. Then next step after normalization
is decrease count of attributes with the usage of certain methods. There are
multiple examples of that but selected were only χ2 [13] and PCA [7].

χ2 belongs to the statistical test group. This is a one-dimension selection
based on finding the biggest impact of style-marker on the result. Then n ele-
ments with highest with best Chi-square scores are filtered from the rest an
treated a new feature vector.

PCA is a linear transformation that projects data onto a set of orthogonal
axes. Columns of the projection matrix are taken as eigenvectors of the covari-
ance matrix of the features, where the eigenvectors are ordered by descending
value of the corresponding eigenvalues. Then n elements co-responding to the
highest eigenvalues are selected as a new (reduced) feature vector.

ML Algorithms. Results were acquired by following algorithms: Support Vec-
tor Machines(SVM), Neural Network (MLP), Decision Tree (DT), Naive Bayes
(NB) [11]. SVM uses the concept of hyperplane and kernels to assign input ele-
ments to unknown classes. DT is the simplest classifier based on rules. CART is
the most common decision tree variation, which is based on growing and cutting
their nodes during the learning process. Third one algorithm based on count-
ing and probabilities. Naive Bayes is a type of classic Bayes classifier, with the
assumption that input data is not correlated. In fact, in reality, it could be false,
but after all, it has high accuracy in distinguishing labels. NB is also faster in
calculations if compare to the initial approach. Neural Network is the last used
in the recognition algorithm, exactly the multilayer perceptron was used.

Results Estimation. After calculating results must be chosen way to estimate
output values. Confusion matrix, k-fold cross-validation are examples of them.
Selected was the last one. It based on a random separation of sets by training
and testing in some proportions, where also training randomly divides into 50/50
internal training and validation sets. Learning and verification take place with
these two parts. When the calculated accuracy error rate is acceptable then
proceed to check the intelligent algorithm with the usage of the testing set. In
the current iteration, the error rate is obtained one more time. Final accuracy
is an average of intermediate results after k iterations. In all experiments a
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stratified variation of validation [18] with the number of splits k = 5 was used.
In comparison to standard approach, it will take similar label distribution into
consideration across each fold.

Tools. The most common founded NLP tool called NLTK doesn’t support
Ukrainian, therefore for POS tagging was selected UDPipe [17]. It is a generic
powerful linguistic tool that is associated with UD (Universal Dependencies)
framework that supports more then 70 languages, including Ukrainian. Moreover
scikit-learn [15] was used for machine learning algorithms.

5 Results

5.1 Gender Classification

Among all tested classification algorithms the highest accuracy had MLP and
SVM as 65.66% and 70.97% respectively. The used configuration was: Z-Score for
normalization, kernel=rbf, and C=1.0 for SVM, and solver=sgd for MLP. After
applying χ2 dimension reduction the maximum accuracy obtained was enlarged
to 83.75% (MLP) and 82.52% (SVM) with a number of features equal to 108
and 111 accordingly.

A list of the 10 most important attributes using χ2 are presented in Table 5.
It could be noticed that it consists of punctuation parameters and the most
common consonants.

Table 5. 10 most important features obtained by χ2 in gender task

Ranking Feature index Description

1 68 Number of quotes and double quotes (’) and (”)

2 65 Number of commas (,)

3 63 Number of eight punctuation symbols (.,?!;:’”)

4 198 Number of sentences with count of words 1–10

5 67 Number of colons (:) and semicolons (;)

6 23 number of 3rd most common consonants

7 69 number of non-alphabetic non-punctuation and non-space characters

8 71 number of personal pronouns of 1st person

9 100 number of 5th most common word

10 79 Number of conjunctions

5.2 Impact of Dimension Reduction Methods

Figure 1 shows the impact of the number of selected features on the classification
accuracy for SVM classifier. In the category of gender recognition, the highest
accuracy was 82.52% with χ2 method and vector of 111 elements. A smaller
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Fig. 1. Comparison of χ2 and PCA in gender (a) and age (b) tasks.

improvement was reached by the PCA method, even with a bigger size of fea-
tures. In case of age, the better results are for PCA. Interesting is the fact that
with only 24 items with principal components with a difference more than 6%,
accuracy is higher than 172 features from χ2.

Authorship required a lot more features for both analyzed approaches. χ2

was received the highest result from all experiments - 96.67%. Details are shown
in Table 6.

Table 6. Accuracies archived with SVM classifier with longest text units, without any
word-filter, using Z-Score

Category name Reduction method # features Accuracy

Gender χ2 111 82.52%

PCA 172 79.55%

Age χ2 172 46.49%

PCA 24 52.70%

Authorship χ2 155 96.67%

PCA 179 93.75%
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5.3 Impact of a Text Size

Text size is an additional parameter that was studied. Results are presented in
Fig. 2. The used configuration was: SVM, without stop-word filter, χ2, Z-Score.
As it could be expected, longer documents give better results. However, we can
notice that two lines related to the middle and long sizes of texts sometimes
are trimmed. The biggest difference in accuracy is between short and middle
fragments sizes.

Fig. 2. Impact of fragments size on authorship recognition accuracy

5.4 Impact of Stop-Words Filter

In the next set of experiments, different stop-word filters were analyzed: T (all
words together, i.e. no filtering), N (only non stop-words present), O (only stop-
words present). The highest impact was detected in the authorship task, see Fig.
3. We can notice that filtering is decreasing the results.

Fig. 3. Impact of stop-words filter on authorship recognition accuracy
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5.5 Classification Tasks

Table 7 presents the best parameters for different classifiers in analysed recog-
nition tasks. The best results were obtained by support vector machines, only
in the category of age first place was taken by MLP, but second by SVM. An
interesting fact that during distinguishing authorship Naive Bayes classifier had
a second place, but in the other cases had one of the last positions.

Table 7. Best set of parameters in various classification tasks for selected approaches

Task Size Filter Reduction # features Normalis. Classifier Accuracy

Gender L – χ2 111 Z-Score SVM 82.52%

L – PCA 18 Min-Max DT 70.18%

M O χ2 51 – NB 73.14%

L – χ2 108 Z-Score MLP 83.75%

Age L – PCA 24 Z-Score SVM 52.70%

L O χ2 91 Z-Score DT 43.11%

L – χ2 4 – NB 41.50%

L O χ2 157 Z-Score MLP 46.57%

Authorship L – χ2 155 Z-Score SVM 96.67%

L – χ2 41 Z-Score DT 57.92%

M O χ2 194 – NB 90.80%

L – PCA 27 Z-Score MLP 79.58%

6 Summary

A large number of experiments were performed. The set of the most impor-
tant style-markers was found and the impact of parameters like text length and
present of stop-word filter was analysed. Selected classifiers and different tasks
were compared among themselves. The best achieved accuracy in the authorship
attribution task was 96.67% with Z-Score normalisation and SVM classifier.
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burrows’s delta in literary authorship attribution. In: Proceedings of NAACL-HLT
Fourth Workshop on Computational Linguistics for Literature, pp. 79–88 (2015)

11. Hastie, T.J., Tibshirani, R.J., Friedman, J.H.: The elements of statistical learning:
data mining, inference, and prediction. Springer series in statistics, Springer, New
York (2009), autres impressions : 2011 (corr.), 2013 (7e corr.)

12. Koppel, M., Schler, J., Argamon, S.: Computational methods in authorship attri-
bution. J. Am. Soc. Inform. Sci. Technol. 60(1), 9–26 (2009)

13. Liu H., Setiono R.: Chi2: feature selection and discretization of numeric attributes.
In: Proceedings of 7th IEEE International Conference on Tools with Artificial
Intelligence, Herndon, VA, USA, pp. 388–391 (1995)

14. Mohd Nawi, N., Atomi, W., Gillani, R., Muhammad, S.: The effect of data pre-
processing on optimized training of artificial neural networks, vol. 11, June 2013

15. Pedregosa, F., et al.: Scikit-learn: machine learning in Python. J. Mach. Learn.
Res. 12, 2825–2830 (2011)
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Abstract. News websites are rich sources of terms that can compose a linguistic
corpus. By introducing a corpus into a Data Warehousing environment, appli-
cations can take advantage of the flexibility that a multidimensional model and
OLAP operations provide. This paper presents Newsminer, an exploratory OLAP
framework, which offers a consistent and clean set of texts as a multidimen-
sional corpus for consumption by external applications. The proposal integrates
real-time gathering of news and semantic enrichment, which adds automatic anno-
tations to the corpus. The multidimensional facet allows users and applications to
obtain different corpora by selecting news categories, time slice, and term selec-
tion. We performed two experiments to evaluate the semantics enrichment and the
feasibility of real-time during Newsminer’s ETL.

Keywords: News websites ·Multidimensional database · Text corpus ·
Semantic enrichment · News categorization · Exploratory OLAP

1 Introduction

The integration of Online Analytical Processing (OLAP) and Data Mining (DM) is a
widely discussed topic of research. Proposals such as [1] provided architectural solutions
for this integration. One of the advantages of the integration is to provide clean data
for data mining applications to explore data cubes. As exposed by [2], the integration
of OLAP and DM is not just for DM applications to take advantage of OLAP, Data
Warehouse (DW), and Extract-Transform-Load (ETL) processes. DM techniques can
be used to capture the semantics of data sources, such as discovering Data Warehouse
elements and data hidden in the data sources. Hence, the process works both ways. These
discoveries can be used later by DM applications to be explored as part of OLAP data
cubes.

Exploratory OLAP is a concept presented in [3], where new data sources and new
ways of structuring, integrating and querying data are explored. The exploration of new
external data sources allows enhancing OLAP results for users’ queries dynamically.
In the case of web data sources, Data Warehouse environments have the challenge of
working with unstructured data written in natural language. DataWarehouse technology
has evolved to process, store, and retrieve such data [4–6]. In particular, news websites
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are rich sources of texts, which can compose a linguistic corpus. A text corpus is a large,
structured set of terms that can serve as a basis for data and text mining applications.
If a Data Warehouse environment stores a corpus, applications can take advantage of
the flexibility that a multidimensional model and OLAP operations provide [1]. These
benefits are the navigation through the data, the selection of relevant data cubes, and
data analysis at different levels of abstraction. OLAP operators enable aggregation,
disaggregation, rotation, and filtering over any set of data.

However, there are challenges related to deal withweb data. One is the exploitation of
news sources in real-time or near real-time, since working on an up-to-date corpus may
be necessary for some applications, such as E-business applications and stockbroking.
A second challenge is the lack of completeness of the data. For example, by December
2016, of about 200.000 news stories collected by us, 27.5% has no defined category by
the source. Moreover, automatic annotations are relevant elements for a set of texts [7].
Annotations make the corpus useful for linguistics and add semantics to the corpus. An
example of an annotation is to label the speech part of each word (noun, adjective, verb,
etc.). Another example is storing the category of each text in the set.

In this context, this paper presents Newsminer. This exploratory OLAP framework
provides a consistent and clean set of data in the form of a multidimensional corpus
for consumption by external applications and users. The corpus is a set of terms stored
according to a multidimensional model. Multidimensionality allows exploring data sets
at different levels of abstraction. The multidimensional feature enables users and appli-
cations to obtain diverse text corpus for a category depending on the time slice. When a
dataset holds the temporal aspect, it makes sense to use a corpus of that same period to
conduct data analytics because its terms are more likely the terms of the corpus.

Usually, researches have collected data to build a corpus from social media, news
websites, etc.with a specific purpose. For example, thework described in [8] usedTwitter
to detect emerging drug terms. A corpus based on opinion articles and the comments
posted in response to the articles in a Canadian newspaper was created by [9] for the
analysis of online news comments. The authors of [10] created a corpus of news articles
manually annotated for analyzing propaganda.

Therefore, we believe that not just DM applications could take advantage of our
approach. Any application that captures analyzes and explores the semantics of text
documents can benefit from Newsminer, such as those based on natural language pro-
cessing and information extraction and retrieval. For example, our tool offers words
association that can be useful to automatic semantic-aware multidimensional design,
semantic disambiguation, redundancy reduction, among others.

This paper is organized into sections. Section 2 describes the Newsminer’s archi-
tecture. Section 3 answers the research questions from experiments and discusses the
results. The last section presents the final remarks about our proposal.

2 Newsminer: Architecture

The primary goal of Newsminer is to serve as a clean and organized, multidimensional
data source for text analytics applications. The specific objectives are:
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• to propose a multidimensional model that can store the set of texts and capture the
temporal property of the news;

• to collect news articles in real-time;
• to add automatic semantic annotations, linguistic or otherwise, dynamically to the
corpus;

• to make data available for multidimensional user and application queries;
• and finally, to propose an architecture that achieves the integration of previous
objectives.

Figure 1 illustrates the proposed architecture forNewsminer. The architecture is orga-
nized into five layers: Data sources, ETL+, Corpus, OLAP, andConsumer/Requester.We
can notice that the framework supports interactions and iterations because applications
(in the layer Consumer/Requester) not only consume data cubes, they can request data
that better fit their needs. Data sources are dynamic since they are news collected from
websites. At first, we provide a corpus of English texts. As part of the ETL+, the crawler
extracts data from digital newspapers to obtain the corpus online. The web crawler col-
lects news in the English language from The Guardian, CNN, BBC, Fox News, NyPost,
China Daily, and CNBC websites.

Fig. 1. Architecture of Newsminer.

Additionally, when possible, it extracts the news’ category. Furthermore, if users or
applications demand data not found in the database, the crawler is activated online to
search for them. Once the data are locally stored, the texts are cleaned and transformed,
removing special characters and stopwords. Next, the semantics-enrichment module
discovers semantics from data relations and metadata. All data and new elements are
loaded into the DW and available for querying by users and applications.

Newsminer’smultidimensional database consolidates and stores news texts that have
been collected and transformed. It provides the resources to explore and analyze the news
fromdifferent perspectives and to carry outmultidimensional queries. Figure 2 illustrates
two data cubes in the x-DFM (Extended Dimensional Fact Model) graphical notation
[11], which represent fact tables at different levels of granularity.
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Fig. 2. Newsminer’s multidimensional model.

Thefirst diagram inFig. 2(a) shows the structure of the cube at themost granular level.
Each node represents a level in the hierarchy (from the most granular level to the most
aggregate level (all). The second diagram, Fig. 2(b), depicts the cube of relevant terms by
category which includes all measures: frequency and four derived measures of ranking
positions of terms by category - according to Information Gain (IG),Mutual Information
(MI), andChi-square (X2), respectively. These lastmeasures exist at different granularity
in a separate fact table that is associated with an aggregated dimension (see category
node in the figure). They compute term selection (explained in Sect. 2.2), and they are
calculated after each loading of new data into the base using the frequency.

The proposed model aims to offer the applications a new way to explore a set of
texts, therefore, called multidimensional corpus. The data are stored in a PostgreSQL
database. The rest of the architecture acts as the traditional one. The queries are executed
using a ROLAP server.

2.1 ETL+: Semantic-Enrichment

In thiswork, the basis of the term semantic enrichment stems from the approachdescribed
in [2] and [12]. The authors introduced a data enrichment layer responsible for detecting
new structural elements using data mining and other techniques. In this case, the discov-
ered elements can be metrics, dimensions, or hierarchical levels and can represent static
or dynamic properties of the data.

Our proposal for a semantic enrichment module adds semantic properties to the data
collected. Initially, two types were defined: the news category and the POS-Tagging
annotation for each term of the texts. The POS-Tagging annotation recognizes the
morphological class of each term.

As already mentioned, about 27.5% of the news has no defined category by the
source. For this reason, the categorization becomes a target of semantic enrichment. The
17 categories of the IPTC (International Press Telecommunications Council) ontology
(https://iptc.org/) defined the classes for the news. To discover the news category, five

https://iptc.org/
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classification methods, generally used in the literature, were evaluated. The best method
is used at the ETL stage, offering categorized texts for applications and users.

2.2 How Can Applications Use Newsminer?

Multidimensional queries can be performed using the web prototype available at http://
lasid.sor.ufscar.br/newsminer/ or via programming, through an API. The purpose is to
explore and navigate the data contained in the Data Warehouse, allowing flexible selec-
tion of some or all of the data and analysis of the data at different levels of abstraction.
Some types of multidimensional queries have been predefined. The types of queries are:

• Ranking of terms: returns the terms that occur the most throughout the bank or in a
specific category. For example, in the Politics category, in the period between January
2015 and December 2016, the two highest occurrence terms were “Clinton” and
“Trump”, the surnames of the candidates for the presidency of the United States in
the selected period.

• Association between terms: given a term, returns the words that occurred the most
throughout the database or in a particular category. For example, in the Economy,
Business and Finance category, the three terms that are most associated with “dollar”
are “economy”, “market”, and “investors”.

• Categorization of texts: given an input text, this query returns its category. For example,
given the text “Brazilian President Michel Temer is struggling with a loss in the
political and in the economy”, the query returns that the phrase belongs to the Politics
category.

• Textual search: this query has as input a set of terms and returns the Top-K texts where
these terms appear together.

• Data cube: to turn flexible user and application queries, Newsminer offers an
exploratory query, which contains all attributes in the multidimensional model. With
this query, the user easily retrieves all data, explores the multidimensionality, and
applies filters, generating any cube from the database.

We developed a RESTful API that allows applications requesting and consuming
data using the same queries above. Newsminer’s API is available at http://lasid.sor.ufs
car.br/newsminer/api.

Text analytics applications and machine learning algorithms need to perform dimen-
sionality reduction. One of the techniques for achieving dimension reduction is term
selection based on term frequency [13]. Thus, applications can obtain the corpus through
terms that reflect their importance for each category.Applications can choosewhichmea-
sure to use to request the data via interface or API. Table 1 shows the Top-5 terms in the
Sports category without and with term selection. The data cube illustrated in Fig. 2(b)
provides this case scenario.

http://lasid.sor.ufscar.br/newsminer/
http://lasid.sor.ufscar.br/newsminer/api
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Table 1. Case scenario for the Sports category.

Ranking Frequency Information gain X2 Mutual information

1 team smartphones championship hippy

2 game bitcoin score copied

3 season cells squad heist

4 league laptop injury store

5 time cia clubs branson

3 Experiments

We performed some experiments to answer two research questions: (1) is the semantics
enrichment during the ETL+ process, in particular, the automatic categorization of news,
indeed enriching the dataset? (2) is Newsminer’s ETL+ process possible in real-time?
To perform the experiments, we used an X3430 Tower Server with Intel Xeon X3430
processor (four cores - 2.4 GHz) and 8 GB of RAM.

3.1 Datasets

We use two datasets to validate the first experiment: (1) the NewsMinerCollection [14],
a dataset of news collected and cleaned; (2) the 20 Newsgroups dataset, a collection of
public data, commonly used in scientific work for text classification [15].

The NewsMinerCollection was built by collecting news from 1990 until 2016 by
the web crawler. This dataset contains 7000 news items equally distributed among the
seven categories: Art, Culture and Entertainment, Sport, Lifestyle and Leisure, Politics,
Economy, Business and Finance, Environmental Issues and Science and Technology.
The NewsMinerCollection is ready to be used by other applications, and it is one of the
contributions of this paper.

The 20 NewsGroups dataset contains approximately 20,000 news documents, parti-
tioned (nearly) across 20 different categories.We use this dataset to test the classification
methods since it is not balanced; it has other categories and also contains news. The 20
NewsGroups dataset is available at http://qwone.com/~jason/20Newsgroups/.

3.2 Experiment 1: Categorization of News

This experiment is focused on answering the first research question. We are concerned
about finding the best transformation to be applied to the newswith the best classification
method to categorize the news according to the IPTC ontology.

We applied four transformation settings to the original dataset to evaluate which one
obtains the best result with the classification methods:

1. full text (FT) – no transformation (all words in the news);
2. stopwords cleansing (SW) – all words except stopwords;

http://qwone.com/%7ejason/20Newsgroups/
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3. substantive (NN) – only nouns; and
4. keyphrases (KP) – nouns and keyphrases.

The four datasets are available as part of the NewsMinerCollection at http://lasid.
sor.ufscar.br/newsminer/datasets/. We used the baseline methods for text classification
because they perform online and incremental learning: Perceptron Neural Network,
Naïve Bayes Multinominal (NBM), Bernoulli (NBB), Stochastic Gradient Descent
(SGD) and Rocchio. Although the Support Vector Machine (SVM) classifier achieves
the best performance for various text classification tasks, it is not suitable for real-time
systems. A grid search technique adjusted the parameter values of each classification
method. We use the implementations of these algorithms from the Scikit-learn library
[16] to obtain the results.

3.2.1 Results

We carried out this study using the following experiment protocol. Our experiments
were diligently designed to ensure statistically sound results. In this way, we performed
10-fold cross-validation for each method and dataset. The performance is evaluated
based on the well-known machine learning evaluation metric F-Measure. We present
the average F-measure obtained by each classifier for each dataset in 10 runs. Table 2
shows the results achieved by each classifier for the NewsMinerCollection.

Table 2. Results achieved by the classifiers for theNewsMinerCollection for each transformation
setting.

The results indicate that, among all evaluated approaches, Perceptron attained the
best performance for the NewsMinerCollection. Also, NBM and NBB showed a good
performance similar to Perceptron. To support our claims, we also performed a statistical
analysis of the results. For that, we used the Friedman test [17] and 95% confidence inter-
val. The null hypothesis, in this case, states that all methods have similar performances.
The analysis suggests that there is no difference between Perceptron, NBM, and NBB
methods. It also indicates that there is a significant statistical difference between these
methods and the SGD and Rocchio. Thus, the null hypothesis is rejected.

We also investigated the best transformation setting on the NewsMinerCollection,
analyzing all ten runs for each transformation and method. For reasons of space and
clarity, we show in Table 3, the results of the best classification methods (Perceptron,
NBM, and NBB). Note that the bold values indicate the best scores.

We performed a statistical analysis based on the average ranking of each classi-
fication method illustrated in Table 3. For that, we used the paired T-test [18], with a

http://lasid.sor.ufscar.br/newsminer/datasets/
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Table 3. F-measure achieved by each run (1 to 10) of each transformation setting (FT,
SW, NN, KP) using the best classification methods (Perceptron, NBM, and NBB) for the
NewsMinerCollection.

confidence interval= 95%. The analysis suggests that there is a significant statistical dif-
ference between Perceptron with the SW transformation setting and the other evaluated
approaches.

We run the same experiment to the 20 NewsGroups dataset. Table 4 shows the results
achieved by each classifier. Note that we highlighted in bold the best outcome for each
method. The best result was also performed by the Perceptron method with the SW
transformation setting.

Table 4. Results achieved by the evaluated classificationmethods for the 20NewsGroups dataset.

The statistical results are consistent with the individual best results. So, we conclude
that it is possible to enrich the dataset during the ETL process using the Perceptron
classifier method with SW transformation.

Furthermore, we collected the medians of the execution times for the classifier after
ten runs. The processing time was computed from the runtime of the training phase
plus the execution time of the testing phase, for all 7.000 news. Perceptron classifier
obtained a good execution time of 13 min. It also performs online learning, updating the
prediction model incrementally. This property is of great importance for categorizing
news in real-time.

The categorization of news is a task already accomplished by several works of the
literature. The experiments described in [19] used SVM over several news structures for
online news. The best score for the F-measure reaches to 81.7%. In [20] is presented
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experiments using Naïve Bayes, SVM, and artificial neural networks classifiers in con-
junction with feature extraction and selection for Azerbaijani news articles, reaching
almost 89% of accuracy.

3.3 Experiment 2: Is ETL in Real-Time Possible?

According to [21, 22], the data acquisition process introduces the highest data latency.
Therefore, this experiment aims to verify if it is possible to execute the ETL+ process in
real-time (or close to real-time). Therefore, applications can collect new news articles,
via API, and obtain a set of current and up-to-date texts.

Knowledge discovery techniques have been employed to semantically enrich data
and metadata in Data Warehouse environments during the ETL process. Some papers
that use this approach are described in [2, 12, 23, 24].

For this experiment, we used the 7,000 URLs of the news articles used in Experi-
ment 1 (NewsMinerCollection). We collect three execution times: web crawler runtime,
preprocessing time, and loading time. The preprocessing time consists of the execution
time of the cleansing and transformation steps, removing stopwords, and calculating the
frequency of terms. For each URL, we computed the median time of 10 runs.

3.3.1 Results

Table 5 illustrates the results obtained during the ETL+ process. The first column indi-
cates the number of news articles collected (|D|), and the others are web crawler’s
collection time (WC), preprocessing time (PT), and loading time (LT).

Table 5. Median time (milliseconds) of Newsminer’s extraction, transformation, and loading per
news article.
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The execution times were collected for different subsets of news articles, whose
size increase gradually, first in intervals of 100 and then in intervals of 1.000 news
articles. The average runtime, regardless of the volume collected, is 2 s per article for
our hardware.

The average number of articles (between stories and videos) that an American news-
paper publishes per day is 500 [25].Newsminer currently works over seven sources. This
roughly means that daily we could process 3.500 news reports. The processing time is
117 min (3.500 news in almost 2 h or 17 min to process 500 news articles).

If we considered that the processing time of the categorization for all the articles in
the dataset is 13 min, we could say that the overall execution time of the ETL+ is at most
246 min (4 h and 10 min). As the Perceptron classifier supports online learning, news
articles are incorporated into the prediction model incrementally, and they don’t have to
be processed every time, so it is possible that the execution time does not exceed 13 min.

These results need to be improved but are compatible with some of the applications
presented in [21, 22]. However, applications can collect daily news in real-time, and
thus obtain a set of current and up-to-date texts. To improve this time, we can deal with
techniques of distributed data processing or parallelism.

4 Conclusions and Future Work

Online news is a significant data source for text analytics applications. In this study, we
have described a general framework for building a multidimensional text corpus. We
can automatically collect online news by activating the crawler. Our experimental study
answered the research questions.

This study has made several contributions. First, we proposed a general framework
for building a multidimensional corpus from news websites. With such a framework, we
can automatically gather news from theweb and organize it into different categories, thus
providing authentic and up-to-date information to applications and users. Therefore, we
believe such a unique framework is relevant and advantageous to researchers from these
fields. Second, we provided a new consistent and clean dataset of 7000 news in English,
theNewsMinerCollection, categorized for future research. Third, we examined five high-
performance algorithms for four dataset variations to identify which machine learning
algorithm yields better classification results upon what kind of transformation works
best for classifying online news articles. Also, we confirmed the viability of enriching
the corpus by classifying online news automatically. Thus, semantic enrichment in the
ETL process fulfills the news category based on the IPTC ontology. The category of the
news reflects directly on relationships between terms. For last, in addition to category
discovery, we provided to applications with the automatic extraction of semantic anno-
tations such as the part of speech - POS-tagging - to each term. Besides, we integrated
Information Theory measures that are commonly used in conjunction with text min-
ing research to reduce dimensionality using term selection. Initially, we implemented
Information Gain, Mutual Information, and Chi-square measures.

The multidimensional corpus based on the news allows being querying by time,
categories, and terms. It is available as cubes of data via web and API for consumption
by the applications and users. We only focus on English news sources. However, future
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research could easily extend to incorporate multilingual processing to deal with news
sources in other languages. Also, we intend to enhance news categorization to add
classification based on IPTC’s subcategories and multi-classes (more than one category
or subcategory label per news article). To improve the ETL’s runtime, we envision
techniques of distributed data processing or parallelism.
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Paulo Research Foundation, Brazil), grant number 2011/12115-1. The authors acknowledge the
CAPES’ graduate program.

References

1. Han, J., Kamber, M., Pei, J.: Data Mining: Concepts and Techniques, San Francisco. Morgan
Kaufmann Publishers Inc., California (2011)

2. Mansmann, S., Rehman, N.U., Weiler, A., Scholl, M.H.: Discovering OLAP dimensions in
semi-structured data. Inf. Syst. 44, 120–133 (2014)

3. Abello, A.: Using semantic web technologies for exploratory OLAP: a survey. IEEE Trans.
Knowl. Data Eng. 27(2), 571–588 (2015)

4. Berbel, T.R.L., González, S.M.: How to help end users to get better decisions? Personalizing
OLAP aggregation queries through semantic recommendation of text documents. Int. J. Bus.
Intell. Data Min. 10(1), 1–18 (2015)

5. Mendoza, M., Alegría, E., Maca, M., Cobos, C., León, E.: Multidimensional analysis model
for a document warehouse that includes textual measures. Decis. Support Syst. 72(1), 44–59
(2015)

6. Gallinucci, E., Golfarelli, M., Rizzi, S., Abelló, A., Romero, O.: Interactive multidimensional
modeling of linked data for exploratory OLAP. Inf. Syst. 77, 86–104 (2018)

7. Hovy, E., Lavid, J.: Towards a ‘science’ of corpus annotation: a newmethodological challenge
for corpus linguistics. Int. J. Transl. 22(1), 13–36 (2010)

8. Simpson, S.S., Adams, N., Brugman, C.M., Conners, T.J.: Detecting novel and emerging drug
terms using natural language processing: a social media corpus study. JMIR Public Health
Surveill. 4(1), e2 (2018)

9. Kolhatkar, V., Wu, H., Cavasso, L., Francis, E., Shukla, K., Taboada, M.: The SFU opinion
and comments corpus: a corpus for the analysis of online news comments. Corpus Pragmatics
4(2), 155–190 (2019). https://doi.org/10.1007/s41701-019-00065-w

10. Da SanMartino, G., Yu, S., Barrón-cedeño, A., Petrov, R., Nakov, P.: Fine-grained analysis of
propaganda in news article. In: Proceedings of the 2019 Conference on Empirical Methods in
Natural Language Processing and the 9th International Joint Conference onNatural Language
Processing (EMNLP-IJCNLP), Hong Kong, China, pp. 5636–5646 (2019)

11. Mansmann, S.: Extending the multidimensional data model to handle complex data. J.
Comput. Sci. Eng. 1(2), 125–160 (2007)

12. Rehman,N.U.,Mansmann, S.,Weiler, A., Scholl,M.H.: Building a datawarehouse for Twitter
stream exploration. In: IEEE/ACM International Conference onAdvances in Social Networks
Analysis and Mining, Istanbul, pp. 1341–1348 (2012)

13. Sebastiani, F.: Machine learning in automated text categorization. ACMComput. Surv. 34(1),
1–47 (2002)

14. Sakata, T.C., Nogueira, R., González, S.M.: NewsMinerCollection (2017). http://dx.doi.org/
10.17632/9j47dhd4kx.2

https://doi.org/10.1007/s41701-019-00065-w
http://dx.doi.org/10.17632/9j47dhd4kx.2


242 S. M. González et al.

15. Lang, K.: Newsweeder: Learning to Filter Netnews. In: Proceedings of the 12th International
Conference on Machine Learning, Tahoe City, California, pp. 331–339 (1995)

16. Pedregosa, F.: Scikit-learn: machine learning in Python. J. Mach. Learn. Res. 12, 2825–2830
(2011)

17. Demsar, J.: Statistical comparisons of classifiers over multiple data sets. J. Mach. Learn. Res.
7, 1–30 (2006)

18. Nadeau, C., Bengio, Y.: Inference for the generalization error. Mach. Learn. 52, 239–281
(2003)

19. Dai, Z., Taneja, H., Huang, R.: Fine-grained structure-based news genre categorization. In:
Proceedings of the Workshop on Events and Stories in the News, Santa Fe, USA, pp. 61–67
(2018)

20. Suleymano, U., Rustamov, S.: Automated news categorization using machine learning meth-
ods. In: IOP Conference Series: Materials Science and Engineering, vol. 459, Aegean Inter-
national Textile and Advanced Engineering Conference (AITAE 2018), Lesvos, Greece
(2018)

21. Vaisman, A., Zimányi, E.: Data warehouses: Next challenges, Business Intelligence, Vols.
First European Business Intelligence Summer School, pp. 1–26 (2012)

22. Bouaziz, S., Nabli, A., Gargouri, F.: From traditional data warehouse to real time data ware-
house. In: Madureira, A.M., Abraham, A., Gamboa, D., Novais, P. (eds.) ISDA 2016. AISC,
vol. 557, pp. 467–477. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-53480-
0_46

23. Wagner, R., de Macedo, J.A.F., Raffaetà, A., Renso, C., Roncato, A., Trasarti, R.: Mob-
warehouse: a semantic approach for mobility analysis with a trajectory data warehouse. In:
Parsons, J., Chiu, D. (eds.) ER 2013. LNCS, vol. 8697, pp. 127–136. Springer, Cham (2014).
https://doi.org/10.1007/978-3-319-14139-8_15

24. Victor, S., Rex, M.M.X.: Analytical implementation of web structure mining using data
analysis in educational domain. Int. J. Appl. Eng. Res. 11(4), 2552–2556 (2016)

25. Meyer, R.: How many stories of newspapers publish per day?, 26 May 2016. https://www.
theatlantic.com/technology/archive/2016/05/how-many-stories-do-newspapers-publish-per-
day/483845/. Accessed 23 Oct 2019

https://doi.org/10.1007/978-3-319-53480-0_46
https://doi.org/10.1007/978-3-319-14139-8_15
https://www.theatlantic.com/technology/archive/2016/05/how-many-stories-do-newspapers-publish-per-day/483845/


Detecting Causalities in Production
Environments Using Time Lag Identification
with Cross-Correlation in Production State

Time Series

Dirk Saller1, Bora I. Kumova1(B), and Christoph Hennebold2

1 Baden-Württemberg Cooperative State University, Mosbach, Germany
{dirk.saller,bora.kumova}@mosbach.dhbw.de

2 Fraunhofer Institute for Manufacturing Engineering and Automation IPA, Stuttgart, Germany
christoph.hennebold@ipa.fraunhofer.de

Abstract. One objective of smart manufacturing is to resolve complex causalities
of production processes, in order to minimize machine idle times. We introduce a
methodology for mining from raw state time series of machines, possible causal
relations between the machines of a given production environment. By applying
the similarity measure cross-correlation on binary production state time series of
two machines pairwise, we obtain a probability distribution, whose characteristic
properties imply possible causal orderings of the twomachines. In case of complex
causalities, the measure may be applied to all possible machines pairwise, in order
to extract a complete web of statistically significant causalities, without any prior
context information of the environment. In this paper, we analyze the characteristic
properties of such probability distributions and postulate four hypotheses, which
constitute the steps of our methodology. Furthermore, we discuss the stochastic
and temporal conditions that are necessary for the transitive propagation of causal
states.

Keywords: Production process optimization · Time lag identification ·
Nominal-valued time series · Cross-correlation · Knowledge mining

1 Introduction

In industrial production, almost all automated or semi-automated production processes
produce a variety of digital data that are stored in some kind of database. In particular,
if a production process contains several steps performed by independent machines, the
current state of each machine can be measured at any time. Measured machine data have
often common economic constraints, coming from standardmanagement and controlling
needs, such as cost control or operating accounting, and are handled quite differently by
varying companies. Although learning from data is a core feature of industrial internet
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of things (IIoT), particularly in subsystems like smart Manufacturing Execution Sys-
tems (MES) [1, 3, 6, 7], applications that efficiently minimize idle times in production
processes have not yet been explored sufficiently in the literature.

Smart manufacturing utilizes data analytics to refine complicated production pro-
cesses and minimize machine idle times [9]. Manufacturing machines can be highly
interconnected und continuously report operation states in various numbers of state type
messages. The idle state or any partial operation state of a machine of a production line
can propagate through the line and cause further disturbance. Predicting such machine
operations within complex production environments, out of a series of various state
type messages, is a challenging task that can be tackled efficiently only with statistical
approaches. The problem for two machines can be decomposed into a correlation anal-
ysis of two time series, with the objective to learn time lags, in order to predict such lags
afterwards in similar series.

For instance in IT system management, estimation algorithms were proposed with
iterative expectation maximization on interleaved binarized series of vital IT system
signals that are fluctuating and noisy [12]. For detecting irregularities in psychophysi-
ological time series, windowed cross-correlation [8] was combined with peak picking,
where cross-correlation was normalized, i.e. transformed into a time-dependent Pearson
correlation [13]. We have adopted this approach for time series in manufacturing pro-
cesses, however without normalization. For predicting time lags in series of database
alerts with disk capacity alerts, a non-stochastic algorithm with sorted time lag lists is
proposed, in order to resolve interleaved temporal lag dependencies [14]. Linear pro-
gramming approximation is proposed with average best time lag identification perfor-
mance in terms of mean deviation and squared deviation and tested for virus scanning
[15, 16].

Different objectives for improving similarity measures are persuit in the literature.
For instance performance, such that linear time and space complexities can be approxi-
mated [4], or revealing misleading measurements for some cases of the data series [2],
or measuring the accuracy of cross-correlation [5].

In this paper we consider datasets provided by two industrial companies of differ-
ent production branches. We derive hypotheses only from the given data, without any
additional expert or domain knowledge. In general, the raw production state time series
(PSTS) contains following two types of information: (i) the time series of state values of
all machines of several weeks up to several years, and (ii) the context meaning of state
values within the respective company.

Our methodology is inspired by Cross-Industry Standard Process for Data Mining
(CRISP-DM) [10, 11]. The paper is a proof of concept in terms of applying a standard
correlation algorithm to stochastic processes of given PSTS, in order to compute causal
relationships between the machines. We elaborate several hypotheses that support our
methodology.

The originality of our work is due to the combination of following steps:

(i) Visual analysis of PSTS on possible causal relations in time.
(ii) Binarization of the multivariate series and application of cross-correlation.
(iii) Formulation of hypotheses on structural and algebraic properties of the cross-

correlated results.
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The remainder of the paper is structured as follows: In Sect. 2 we analyze nominal
valued time series as 2-dimensional graphs and discuss their meaning, as well as define a
possible way of visualization. By doing so, we get a first idea on hypotheses of machine
state change patterns and their possible meaning. Additionally, we discuss automated
methods for clustering or categorizing these graphs.

In Sect. 2 we simplify the problem in order to apply a simple computational method
for pattern recognition and categorization of machines. We transform the company-
dependentmultivariate PSTS into a binarized formwith the states 0= ‘regular operation’
and 1 = ‘any other state’. This binarization is applied to both company-specific PSTS
under investigation, in order to make them comparable with each other. We further
transform the PSTS to an equal time resolution and equal time steps for all machines,
prior calculating cross-correlations.

In Sect. 3 we evaluate the results of pairwise cross-correlated machines of a produc-
tion environment, as well as discuss and define the features of the resulting diagrams.
This leads us to the notion of peak-correlated machines. After performing tests concern-
ing the robustness and reproducibility of the characteristic diagrams, we discuss their
algebraic properties, which result from the cross-correlations. Finally, we summarize
and discuss our results and point to open questions.

2 Visual Analysis of PSTS

2.1 Raw PSTS and Data Preprocessing

Modernproductionmachines report state data that is utilized for productionoptimization.
Usually, such state data is collected in form of time series and often stored together with
additional information in databases or structured files. Enterprise Resource Planning
(ERP) and Manufacturing Execution Systems (MES) post-process such data, in order to
extract relevant information for controlling or production planning. However the original
unprocessed PSTSmay encode technical as well as process information throughout their
historic recording, which we pre-process as follows.

For further investigation, we filter three types of data items from the raw PSTS,
namely: A machine identifier (machine_id), an absolute time (time_stamp) and a state
category (state_nr). We convert the time_stamp into a standardized form. The values
of machine_id and state_nr depend on the specific company and solely have nominal
meaning. Out of the unordered raw PSTS, we collect all time_stamps and state_nr for
each machine. Hence, we get a multivariate time series for each machine. Any further
data, such as affiliation of a machine to a production line is discarded. For visual analysis
we use initially a time window of 24 h. If a finer resolution is required, then we may
zoom in to window sizes as small as 30 min.

In our third step of preprocessing, we binarize the state categories. This is a crucial
step for the methodology to be applicable to different companies and state category
models. It is both, a generalization and a simplification. We binarize the multivariate
state_nr, such that states are categorized into either 0 = ‘on’ or 1 = ‘of’.

Obviously, reducing all states other than 0 to 1, leads to loss of information. But,
we will demonstrate below that this information will be sufficient for detecting possible
causalities. As long as a binarization can be found for a multivariate state category, our
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approach can be applied to any binarized state analysis. By binarizing the data, we get
rid of multivariate states. That facilitates the algorithms and the methodology.

In Sect. 2.2, we visualize the preprocessed time series in a form that leads us to some
hypotheses, which we investigate more deeply below. The intermediate visualizations
are a touchstone for the discovery of similar patterns within the used PSTS. For instance,
we evaluate the results from steps 1 and 2, where we have filtered the data in order to
obtain for each machine, a multivariate nominal time series.

2.2 Visualization of PSTS

In our examples, the integer numbers that denote the state categories do not occur in
successive order. For example, in case of company A, we have successive values in the
interval [1, 13], others in the range of [100, 113] or even values like 20000 or 30000. In
the ranges [13, 100], [113, 9000] or [10021, 20000] no values occur at all. In order to
facilitate the visual analysis, we plot the intervals separately on the ordinate. To such a
plot in Fig. 1 we will refer to as compact plot. All our initial analyses begins with the
window size of 24 h on the abscissa.

Fig. 1. Compact plot of PSTS with 7 state value ranges on ordinate. On abscissa 1 day (86400 s)
of machine 3 of production environment P1 of company A on date 2015/05/19.

Figure 2 depicts the PSTS of 3 out of 20machines of a production environment. Here
the lowest line of eachmachine represents the ‘regular operation’ state with value ‘2’ and
looks like an almost continuous series that is interrupted by a few gaps. We denominate
this line as zero-line. It is interrupted many more times by various non-regular states,
which are found mostly inside the first and second vertical state ranges and particularly
clustered right above the gaps of the zero-line. The fact that not all interruption states
can be seen in the zero-line, is due to the print resolution. Note that the machine state is
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Fig. 2. PSTS with non-empty state value ranges of machines 3 (top), 5 (middle) and 12 (bottom)
of production environment P1 of company A on date 2015/05/19.

plotted for a 24 h time window. Depending on the resolutions it is possible to identify
similarities and dissimilarities, which leads us to a first hypothesis.

Hypothesis 1
If a PSTS of a production environment is clustered by similar interruption patterns on
the zero-line, then the clusters may indicate causalities.

In order to support hypothesis 1, we inspect the PSTS of the same machine group
on the preceding day. Although similar patterns are not directly recognizable in Fig. 3,
we do observe certain patterns by zooming in with smaller time windows in Fig. 41.

In Fig. 4 we assume that in each time window (left and right columns), gaps on the
zero-line of machine 3 propagate after some delay on the zero-line of machine 5, and

1 We assume that the production environment does not change between different time windows.
Otherwise possible causal relations in production processes andmaterial flows cannot be verified
throughout successive time windows.
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Fig. 3. PSTS with non-empty state value ranges of machines 3 (top), 5 (middle) and 12 (bottom)
of production environment P1 of company A on date 2015/05/18.

Fig. 4. Zero-lines in two different time windows of approximately 30 min each of production
environment P1 of company A on date 2015/05/18.

with further delay on to machine 12. Note that the visual analysis of these two cases of
30 min windows, does not reveal a clear gap propagations, but provides strong visual
indications. Additionally, the similarities from machine 5 and 12 seem to overlap with
some ad-hoc interruptions of each machine2. Nevertheless, we will demonstrate below
that cross-correlation within the 24 h windows delivers statistical significance for gap
propagation and even for transitive gap propagation.

Hypothesis 2
The clustering of the zero-line by similar interruption patterns is almost independent of
the time window.

2 Note that our hypotheses do not claim exact laws, but should be understood as stochastic in
nature. We do not provide proves for our hypotheses, but support them with obviously ‘good’
cases that can decompose causal correlations from machine individual stochastic effects.
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Figure 4 indicates further aspects that contribute to our hypothesis:

(i) Similar interruption patterns can be visualized by zooming in.
(ii) Similar interruption patterns may overlap.
(iii) Similar interruption patterns may be time-shifted.
(iv) Similar interruption patterns may be deformed between machines, on their width

and distance of interruptions.

This deformation is an indicator for stochastic causalities andmotivates the stochastic
nature of our hypotheses.

3 Cross-Correlations of Binarized Time Series

We apply cross-correlations on pairs of binarized PSTS (BPSTS), in order to calculate
the relationship between time series, which serve as basic indicators for possible causal
correlations between machines.

Figure 5 shows the functions after cross-correlating BPSTS of themachines in Fig. 2.

Fig. 5. Peak-correlations after cross-correlating BPSTS of machine pairs 3/5, 5/12, 3/12 that
belong to production environment P1 of company A on day 2015/05/19.

The cross-correlation function uses a time-shift parameter, for combining the values
of two given time series within the given window size. In cross-correlation function, the
maximum size of the time shift can be set to half of the window size. Since the result of
cross-correlation is a function of similarity based on the given time window and shift,
one has to set them heuristically, such that the best possible similarity is calculated. In
general, we do not set the shift to maximum, i.e. half width of our window of 24 h, but
to a value that depend on domain knowledge, and is related to the maximum duration of
material flow through the complete production line. In our example, this heuristic value
was set to 300 s.

Figure 6 shows the respective results of the same machines on the preceding day
Fig. 3. In the visual analysis of Fig. 3 with 24 h time window size, we were unable to
recognize similar interruption pattern on the first sight, but only reproduced the assumed
similarities in Fig. 4 with the higher window resolution of 30 min. Nevertheless, the
computed cross-correlation values provide almost identical similarity results.
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Fig. 6. Peak-correlations after cross-correlating BPSTS of machine pairs 3/5, 5/12, 3/12 that
belong to production environment P1 of company A on day 2015/05/18.

Hypothesis 3
A possible causal relation is the more significant, the more the two BPSTSs cross-
correlate with eachother. That is indicated by the peak of the probability distribution,
which we denominate it as ‘peak-correlated’.

Moreover, by observing the shapes of the graphs in Fig. 5, Fig. 6 and Fig. 7, one
can identify similar features, like peak and covariance. The distance of the peak from
0 implies a mean time lag for a possible causal relation of the state changes between
machine pairs. By applying this idea on other examples in different production environ-
ments and at different times, we can observe that the mean time lags of peak-correlated
functions often follow a kind of transitivity law, which we formulate as follows:

Fig. 7. Peak-correlation of machines 102/104, 104/107, 102/107 that belong to production
environment P2 of company B on day 2014/09/01 with maximum shift of 720 s.

Hypothesis 4
The mean time lag of peak-correlated machines is transitive, if machines M1 and M2
peak-correlate with mean time lag T12, and machines M2 and M3 peak-correlate with
mean time lag T23, then machines M1 and M3 peak-correlate with a mean time lag T13
= T12 + T23.

In order to underline the value of our approach, in Fig. 7. we compare three pairwise
peak-correlated machines of another company B of a different branch3. We can observe
that apart from a distribution-like peak-shape we see a periodical pattern. This feature
is beyond the scope of the paper and is left for future work. However, note that this is
another hint of domain-relevant information that is encoded in the data.
3 The production environment P2 of company B comprises approximately 100 machines.
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Our attention is on detecting correlations between machines, but not all cross-
correlation results have a peak correlation. Figure 8 Depicts plots that are not
peak-correlated or close to peak correlation4.

Fig. 8. Sample cross-correlation plots for non-peak-correlatedmachines. The left and right graphs
show no significant peak correlation values, thus are not peak-correlated. The graph in the middle
contains no values, as no state changes were found in the time window of BPSTS.

4 Conclusion and Outlook

We have introduced a methodology for detecting possible causalities between machines
in production environments that are based solely on the raw PSTS. Our hypotheses
were derived from visual features of multivariate PSTS of different production lines
from two different companies. The first hypothesis explains structure, similarities and
dissimilarities of different PSTS and helps identifying similar patterns.

In order to automate the investigation of such PSTS, we have binarized the multi-
variate PSTS by focusing on two categories, namely on the regular production state of
each machine and its complement. We then have applied a cross-correlation-algorithm
to the BPSTS, in order to compare pairwise machine states of different machines of a
production environment in a given standardized timewindow size. The results strengthen
our hypotheses, such that causal correlations of machines within a production environ-
ment can be discovered from raw PSTS. In this paper, we have assumed that production
processes or material flows remain unchanged in the raw PSTS. The application of our
methodology to topologically dynamic production environments is subject for future
work.

Any found peak-correlation suggests a causal relation between the state changes
of two machines. The shape of a peak-correlation depends on the semantics of the
production environment and is subject to future work. We further have introduced a
hypothesis for the transitivity rule for peak-correlations. In subsequent work we will
elaborate algebraic structures for peak-correlations, with the objective to further support
the validity of our hypotheses.

Another issue is to distinguish between different types of interruption states, which
can be utilized for designing more specific causal reactions between machines. For this
purpose we will analyze other categorizations, by categorizing the ‘any other state’.

4 As mentioned above, these categorizations are not exact, but stochastic in nature. The notion of
peak-correlation depends on the maximum value and cross co-variance.
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Abstract. In this article, we present a method of selecting the number of delays
in the AMUSE blind signal separation (BSS) algorithm. This enhancement of the
AMUSE algorithm enables the separation of signals in case of generating models
that include additive noise. The choice of the set of delays is based on a new
measure of the collective signal variability. The presented solution is tested both
on benchmark signals as well as on real financial time series.

Keywords: Blind signal separation · AMUSE · Financial signals

1 Introduction

The goal of blind signal separation (BSS) is to reproduce unknown source signals mixed
in an unknownmixing system. The currently applied BSS solutions are based on various
criteria such as independence, non-negativity, variability, sparseness or smoothness of
signals [1]. One of the basic methods is the AMUSE algorithm that uses second order
statistics [2, 3]. This is one of the most effective separation algorithms for data for which
the linear assumption of the mixing model is adequate. Thanks to its computational sim-
plicity, it allows for a fast and simultaneous separation ofmany signals by performing the
whole process in two iterations of time delay decorrelation. However, it has a significant
limitation in that it rigorously links the separation quality and the assumed generative
model.

The linear way of mixing signals is the standard adopted model in most mature solu-
tions of BSS. In the absence of the real knowledge about the form of the mixing system,
it plays the role of a working model that does not determine the real phenomenon. In
practice, most separation methods constructed on the basis of this model have, however,
some tolerance for different mixing models. One of the typical cases is the matter of tak-
ing into account the additive noise which additionally interferes with the already mixed
data.

In the case of a standard two step AMUSE algorithm, even a relatively low level
of additive noise usually results in the lack of effective separation. A possible solution
to this problem is to extend the double decorrelation to a larger number of delays.
However, consequently there is the question of how many delays should be taken into
account and what should be their values. For physical signals such as speech signals or

© Springer Nature Switzerland AG 2020
L. Rutkowski et al. (Eds.): ICAISC 2020, LNAI 12416, pp. 253–261, 2020.
https://doi.org/10.1007/978-3-030-61534-5_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61534-5_23&domain=pdf
http://orcid.org/0000-0002-4416-7131
http://orcid.org/0000-0001-5487-609X
https://doi.org/10.1007/978-3-030-61534-5_23


254 R. Szupiluk and P. Rubach

video signals, combinations of different sets of delays can be tested by observing the
effects obtained after separation and selecting the best set. However, this assessment is
in principle impossible in the case of financial time series. Therefore the goal of this
research is to develop a separation method that will be applicable to financial analytical
signals (with no direct physical interpretation) such as trends or technical indicators and
that will fulfill a certain objective quality criterion [5].

As a solution to the problem of selecting delays in the AMUSE algorithm, we pro-
pose a measure of variability, which can also be treated as a measure of smoothness or
volatility. This measure enables the measuring of both individual as well as collective
variability of a set of signals. The collective variability is not understood here as a simple
sum of variability but is treated as a separate concept with its own interpretation.

2 Blind Separation of Signals and Problem of Additive Noise

The problem addressed by blind signal separation (BSS) is the reproduction of source
signals mixed in a certain system [1, 4]. Both the system and the source signals are
unknown and the identification is made only on the basis of the mixed data. To solve
the BSS problem we need to make assumptions about the generating model. The most
popular is the static linear model for which there are many effective solutions. In this
research we focus on its extended version that takes into account the additive noise. This
model can be formulated in the following way:

x(t) = As(t) + ν(t), (1)

where A ∈ R(m×n) is the full column rank mixing matrix
x(t) = [x1(t), x2(t), . . . , xm(t)]T is the vector of observed mixed signals,
s(t) = [s1(t), s2(t), . . . , sn(t)]T is the vector of source signals and v(t) =
[v1(t), v2(t), . . . , vm(t)]T is the additive mutually uncorrelated noise.

The goal of BSS is to reproduce the source signals s. This is usually achieved by
adopting a linear separating system defined by the matrix W in the form of:

y = Wx = WAs(t) + Wv(t), (2)

whereW = A+ is a pseudoinverse matrix toA. The adoption of v = 0 leads to a standard
static linear model for which the satisfactory solution can be expressed as:

y = WAs = PDs, (3)

where: P – is a permutation matrix defining the order of estimated signals, D – is a
diagonal scaling matrix. This means that the estimated source signals can be scaled
and ordered in a different way than the original source signals s. We also assume that
m = n. The inclusion of additive noise considerably complicates possible solutions,
because in general there is no linear transformation that could lead to the reproduction
of pure source signals. However, we can still look for a system that will enable the
separation of mixed signals and expect that additive noise can be removed by using
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classic filtration techniques. As a result, the whole problem of separation for the model
(1) can be reduced to the searching for such a matrix W that satisfies:

WA = PD = G, (4)

where G is the global permutation matrix. From the point of view of existing separation
techniques, the fulfillment (4) in the case of (1) is an open research task, while the
existing solutions usually rely on the modification or extension of methods developed
for the x = As model. We present such a proposal for the AMUSE algorithm.

3 The AMUSE Algorithm

The AMUSE algorithm is a standard separation method for data with a time structure.
It is based on second-order statistics using time delay decorrelation. Its main advantage
is the computational simplicity and consequently high efficiency of operation even on a
large number of signals.

Its basic form can be formulated as follows:

1. Let z(t) = x(t), q = 0, W = I
2. Estimate the time delay correlation matrix

R = E
{
z(t)zT (t − q)

}
(5)

3. Find an orthogonal matrixWq (i.e. from SVD) which diagonalizes the matrix R
4. Perform decorrelation for given delay

y(t) = Wqz(t), (6)

5. Let W ← WqW , z(t) ← y(t), q ← q + 1 and go to step 2 until the chosen stop
criterion is fulfilled

6. The separation matrix is W.

In the absence of additive noise, the high quality of separation is achieved with two
iterations for the delays q = 0 and q = 1. This means that in the algorithm there are
basically no arbitrarily selected parameters, what may be considered as an additional
advantage.

Unfortunately, the aforementioned advantages come at a cost of a rigorous assump-
tion that there is no additive noise. Even a relatively small amount of noise, i.e. SNR level
= 20 dB, causes a drastic decrease in the quality of separation. To solve this problem we
propose to perform a larger number of decorrelations with different delays. However, in
that case there remains the question of howmany delays and what values of those delays
should be used.

One of the methods of choosing a set of delays may be the adoption of specific
measures that could characterize the changes of separated signals. Such characteristics
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may be interpreted as volatility, variability or smoothness of signals. As an assessment
tool this measure should be different than the variance and correlation characteristics
that are directly explored in AMUSE. Additionally, it should also take into account the
nature of a multivariate time series, that is, we treat variability as signal movement in a
multivariate space.

4 Measure of Variability and Modified AMUSE Algorithm

In this paragraph, we develop themeasure for the assessment of the variability of signals.
The starting point is the measure of variability of one-dimensional signals in the form:

V (y) =
1
K

∑K
k=2|y(k) − y(k − 1)|

δ(max(y) − min(y))
, (7)

where symbol δ is the indicator of 1 that is δ(0) = 1 and δ(y) = y for y �= 0.
The measure V (y) has a simple and intuitive interpretation. It achieves its maximum

value if the changes in each step are equal to the maximum fluctuations and the value
of zero if the signal is constant. The indicator δ(·) prevents the division by zero. A
generalization of this measure for a multidimensional case y = [y1, y2, . . . , yn]T with
delay q will be a measure in the following form:

Vp(y) = 1

K

∑K
k=2 ||y(k) − y(k − q)||p

δ(||max(y) − min(y)||p) , (8)

where max(y) = [max(y1),max(y2), . . . ,max(yn)]T and min(y) =
[min(y1), . . . ,min(yn)]T and ||.||p is p - norm. The measure expressed by (8) we will
call the collective variability. By normalizing signals to the interval (–1, 1) this measure
may be simplified to:

Vp(y) = 1

K

1√
n

∑K

k=2
‖y(k) − y(k − q)‖p, (9)

The use of the measure Vp(y) to evaluate the separated signals is motivated by the
expectation that individual signals are less variable thanmixed ones. Such understanding
may be attributed to the Central Limit Theorem, which states that under certain general
conditions the distribution of the sum of two signals approaches the Gaussian distribu-
tion closer than the distribution of each individual signal. In our solution, we associate
randomness and the closeness to the Gaussian distribution with variability which is typ-
ical for the approach used in the analysis of financial time series. As a result, we will
get the following algorithm.

1. Let z(t) = x(t), W = I, i = 1, draw time delay vector q = [
q1, q2, . . . , qK

]
, with

integer values and K less than observation number,
2. Estimate the time delay correlation matrix for delay p = qi

Rzz(p) = E
{
z(t)z(t − p)T

}
, (10)
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3. Find an orthogonal matrixW (i.e. from SVD) which diagonalizes the matrix Rzz

4. Perform decorrelation for given delay

y(t) = Wz(t) (11)

Calculate Vi = V (y)

5. LetW i ← WW i, z(t) ← y(t), i ← i+1, saveW i and go to step 2 until the stopping
criterion i = n is fulfilled.

6. Find such i, that min
i

Vi.

7. The separation matrix is W = W i.

It is worth noting that the above-mentioned methodology can be applied to the
extended version of the AMUSE algorithm where higher order statistics are explored.

5 Practical Experiments

In this part, we examine the application of the aforementioned concept on two data sets.
The first set includes simple mathematical signals that are easy to quantitatively and
visually assess in terms of separation. We present the quality of separation with different
levels of additive noise. We also point out that the proposed measure of variability V2(y)
is in practice a good indicator of the quality of separation and can be used to select a set
of delays. The second set of data includes real financial time series.

For simulated data the effectiveness of the algorithm can be evaluated using the
performance index in the following form:

PI = 1

n(n − 1)

n∑
i=1

{(
n∑

k=1

|gik |
maxj |gij| − 1

)
+

(
n∑

k=1

|gki|
maxj |gji| − 1

)}
(12)

where gij is an element of the global permutation matrix G = WA = PD. The PI value
can be interpreted as the assessment of similarity of the estimated signals to the source
with acceptable scale differences and their order.

For benchmark data shown in Fig. 1 a) that are mixed in the system represented by
the matrix A with the condition number cond(A) = 22.3 without additive noise in the
standard version of the algorithm with delays {0, 1} we get PI = 0.12.

For comparison, in the case of a simple decorrelation, we obtain PI = 0.97 and the
separation presented in Fig. 2 a).

In the case of the presence of additive noise, even with a relatively small level SNR
= 20 dB, the basic version of the AMUSE algorithm loses the capability of effective
separation achieving PI = 0.69, V2(y) = 0.0153 (shown in Fig. 2 b)). The utilization of
a larger number of delays enables one to achieve the separation quality visible in PI =
0.07 and V2(y) = 0.0138 and depicted in Fig. 2 c).
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a)                                       b)                                          c)

Fig. 1. Source signals a), mixed b), separated c) - using basic AMUSE without additive noise.

a)                                       b)                                          c)

Fig. 2. a) Signals without additive noise separated using simple decorrelation, b) Signals with
additive noise separated using basic AMUSE algorithm, c) Signals with additive noise separated
using AMUSE with 6 delays {0, 7, 2, 7, 4, 0}.

Please note that the evaluation of the blind separation is related to the quality of the
estimation of the mixing system and not to the fidelity of the reproduction of the source
signals. This results from the fact that they can be “covered with noise”. It is assumed,
however, that the removal of noise from correctly separated signals can be achieved using
classical filtration methods and is not the main task of the blind separation algorithm.
As a result, the visual image and PI assessment may differ significantly.

The performance of the extended AMUSE algorithm with multiple delays is demon-
strated in Table 1 which shows examples of sets of delays and the achieved PI values.
These results as well as the best and average PI computed for all 2 to 7 delay combi-
nations demonstrate that a larger number of delays leads to a lower PI and thus a better
quality of separation.
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Table 1. Examples of delay sets that result in a given PI level for benchmark sources with additive
noise level SNR = 20 dB.

PI Sets of delays

0.05 {2, 5, 3}, {5, 2, 3, 2}, {10, 2, 5, 3}, {8, 9, 5, 8, 9}, {3, 4, 4, 5, 4, 4},
{6, 5, 6, 3, 4, 5, 4}, {5, 9, 3, 4, 5, 5, 4}

0.1 {0, 5, 3}, {7, 0, 5, 3}, {5, 6, 3, 4}, {2, 10, 3, 5, 4}, {2, 1, 2, 10, 4, 2},
{10, 8, 6, 4, 2, 3, 1}, {5, 9, 10, 8, 2, 3, 1}

0.25 {10, 4}, {5, 10, 4}, {2, 10, 4, 4}, {7, 0, 9, 10, 4}, {0, 7, 0, 9, 10, 4},
{0, 3, 8, 5, 1, 7, 5}, {10, 9, 11, 3, 1, 7, 5}

0.5 {6, 2}, {7, 6, 2}, {6, 6, 8, 10}, {0, 2, 8, 3, 11}, {7, 7, 7, 9, 8, 1},
{10, 10, 8, 6, 5, 4, 10}, {4, 4, 5, 7, 4, 7, 8}

The Fig. 3 below demonstrates how the enhanced AMUSE algorithm performs on
real stock market data. It illustrates the mixing and separation of logarithmic rates of
return of two indexes (S&P 500 and WIG 20) without additive noise observed in the
period of 01.01.2011 to 31.12.2018. The separation with 7 delays {1, 11, 10, 7, 2, 1, 6}
achieved PI = 0.009 and V2(y) = 0.0069.

Fig. 3. Source, mixed and separated logarithmic return rates of stock indexes.

The above tests confirm that there is a link between PI and V2(y) assessments. This
aspect is depicted widely in Fig. 4 which presents the relation between PI and V2(y)
observed in 500 runs of separation with randomly chosen delays. The R-square for the
linear regression model achieved 0.6 enabling us to draw a conclusion that PI and V2(y)
measures are linearly correlated.
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Fig. 4. PI vs. V2(y) observed in 500 runs of separation using AMUSEwith multiple delays where
R2 = 0.6 for linear regression model.

In Fig. 5 we can observe how the separation quality depends on the number of delays.
For the number of delays greater than four we get lower PI values, but this characteristic
is rather flat. This analysis is performed as 500 separation runs for each number of delays.
The red column shows the average PI while the blue one demonstrates the best (lowest)
achieved PI.

Fig. 5. The influence of the number of delays on the PI measured on benchmark signals with
additive noise. (Color figure online)
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6 Conclusions

The two step basisAMUSEalgorithm is highly sensitive to the presence of additive noise.
A solution to this problem may be the increase of the number of delays. The conducted
research confirms the significant positive impact of the increase in the number of delays
and their order on the quality of separation. However, at the same time it demonstrates the
lack of an unambiguous rule for their selection. Depending on the form of the separated
signals, the values of the mixing matrix and the level and characteristic of additive noise,
the set of effective delays can be significantly different. The optimal delay values may
occur in any order, not necessarily monotonic, and may also be repeated. As a result, it
is not possible a priori to determine the optimal set in the given case. Random searching
of different variants seems to be the only solution. However, this may mean difficulties
in assessing the quality of separation. While in the case of benchmark signals or easily
interpreted physical signals the quality of separation can be assessed based on the results
themselves, however, in the case of financial signals, it may no longer be possible. For
this reasonwe propose the collective variabilitymeasure asmeans to assess the quality of
separation. Empirical studies prove its overall compliance with the collective variability
and the performance indicator used in tested data.
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Abstract. Most recommendation systems use only one recommenda-
tion criterion at the time, often the accuracy. However, this approach
is limited and can generate biased recommendations. In this work, a
content-based recommendation system for movie recommendation sup-
ported by a Multi-objective Evolutionary Algorithm is proposed. The
proposed system takes advantage of Multi-objective optimization and
uses three criteria: accuracy, diversity, and novelty of the recommen-
dation. The system uses a multi-objective algorithm to solve the rec-
ommendation problem. It will be evaluated using Movielens and IMDB
movie datasets and its results will be compared with the state of the art
recommendation systems.

Keywords: Recommender-systems · Multi-objective-optimization ·
Machine-learning

1 Introduction

Recommendation systems are techniques that provide item suggestions to a
user [19]. These techniques are widely used in applications that deal with a
large amount of information and that need to filter a part of this information
to improve the user’s navigation. Some applications that use these tools are
YouTube, Netflix, Amazon, among others. One of the most recurrent areas for
recommendation systems is the area of movie recommendations. This area gained
a lot of prominence due to the Netflix Prize, which was a competition created
by the movie streaming company, Netflix, to find a recommendation system that
presents better results with the system used by the company [14].

In the literature, four types of recommendation systems are recurrent:
content-based, collaborative filtering, knowledge-based, and demographic. The
type of system that will be presented in this work is content-based. In this sys-
tem, three components are used in the recommendation process: content analy-
sis, profile learning, and filtering. The content analysis seeks to transform a set
of information from an item into a vector representation, profile learning aims
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to create models that represent the user’s preference and filtering seeks to find
items that satisfy criteria related to the quality of the recommendation for the
user [12].

Traditional recommendation systems take into account only one criterion at
the time of recommendation, often accuracy, that is, the user’s chance to like
the item. However, this methodology is limited, since it does not consider that
the user can use more than one criterion when making a choice [1]. Many studies
already aim to make recommendations using more than one criteria, but most
seek to aggregate the criteria in a single criterion [22], [9]. This type of approach
has limitations, as the composition can cause loss of information.

In this work, a new approach to a content-based movie recommendation sys-
tem is proposed, taking advantage of Multi-objective optimization. In our app-
roach filtering is modeled as a multi-objective problem, and a Multi-objective
Evolutionary Algorithm, called MOEA-RS, is proposed to solve the problem. In
this modeling, three criteria are considered accuracy, diversity and novelty of
the recommendation. Diversity is related to how much the items on the recom-
mendation lists differ from each other, the purpose of using this criterion is to
make the recommendations not be mono-thematic [8]. The novelty is how much
the recommended items are different from what the user knows [8].

The problem was modeled taking into account one type of item, which are
the movies, thus, the solution is a vector that corresponds to the numerical
representations of a movie. As the objectives of the problem are conflicting, Since
the objectives of the problem are conflicting, there will be not only an optimal
solution to the problem, but a set of solutions. To find this set of solutions, a
multi-objective evolutionary algorithm (MOEA) will be used. The result of the
MOEA will be used by the MOEA-RS for recommendation.

Some studies model recommendation systems as multi-objective problems
[15,20,21], but, unlike MOEA-RS, in these works the solution of the problem is
a list of items, and the objectives are calculated from the average of the values
of the items in the list, this approach can be limited because there may be
information, causing MOEA-RS has advantages, since it exploits the power of a
MOEA to find diversified solutions.

To evaluate the performance of MOEA-RS in movie recommendation, exper-
iments will be carried out using traditional datasets for recommending movies
and its results will be compared with the state of the art recommendation sys-
tems.

This article was organized as follows: in Sect. 2, the theoretical background
used for the development of MOEA-RS; in Sect. 3, works with proposals related
to the approach proposed in this article are described; in Sect. 4, MOEA-RS is
presented; in Sect. 4 you will describe the experiments to evaluate the method;
in Sect. 5 the experiments will be presented and in Sect. 6 the conclusions of the
work will be presented.
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2 Background

2.1 Recommender Systems (RS)

Recommendation systems are software tools and techniques that provide sug-
gested items for use by a user [19]. Some examples of this tool are the recommen-
dation systems for videos, music, and books that are widely used in streaming
and e-commerce.

There are four types of recommendation systems: Collaborative Filter,
Knowledge-Based, Demographic and Content-Based. In recommendation sys-
tems with Collaborative Filter, items are recommended based on the taste of
a group of people who have made good evaluations of similar items previously
future [2].

In Knowledge-Based Systems, user’s ratings of items are not the main sources
of information for the recommendation but based on similarity measures that are
obtained from the user’s requirements and item descriptions [2]. In Demographic
RS, in addition to item evaluation, users’ demographic information is used to
identify similar users to assist in the recommendation process [2]. Content-based
systems seek to use information about items to recommend. In this work, the sys-
tem corresponds to a content-based system, this type of system will be described
in the section below.

Content Based. This technique seeks to analyze a set of documents or/and
item descriptions previously evaluated by a user, and build a model of the user’s
interests, based on the characteristics of the objects evaluated by the user [12].
Content-based recommendation systems are typically designed to explore sce-
narios where items can be described as a set of attributes [2].

The recommendation process in this technique has three components: content
analysis, profile learning, and filtering [12].

The recommendation process is started with the content analysis component,
which will receive as input the data set containing the descriptions of the items
that will be used in the recommendation. In this component, items are analyzed
using feature extraction, generating a new representation of this item. This new
representation will be used as input for the other two components.

The content analyzer will process the movie’s data and, with the feature
extraction techniques, will generate a new data set that will contain the new
representations of the items. After the creation of the data set containing the
new representations of the items, the process of collecting data on the evaluations
made by the users about the items begins. Ratings can be obtained in some ways,
such as numerical ratings, implicit feedback (e.g. user actions), textual opinions.
These ratings are converted into ratings in numerical format [2].

With this, data sets are built for each user containing the representations
of the items evaluated by these users, each item will be labeled by the user’s
item evaluation. The profile learning component will receive these data sets as
input and will create a profile for each user, that profile will represent the user’s
preferences.
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Profile learning collects data that represents the user’s preferences. With
this data, the component tries to generalize this data using machine learning for
regression, because the value that the model should estimate is real. Given the
profiles generated by the Profile Learning component, the Filtering component
tries to predict which items each user may be interested in. This component
usually generates an ordered list of the most relevant items for the user [12].

2.2 Multi-objective Optimization

A multi-objective optimization problem (MOP) is a problem in which two or
more objective functions can be optimizes [4]. A MOP solution minimizes (or
maximizes) the components of a vector f(x) where x is a vector of n-dimensional
decision variables, x = (x1, ..., xn), from a universe Ω. The universe Ω contains
all possible x that can be used to satisfy an assessment of f(x). Λ is the vector
space of the objective functions for the problem.

In this type of problem, the objective functions are conflicting, so there is no
better solution, but a set of the best solutions. To obtain this set of solutions,
the Pareto Optimality Theory is used [4].

MOPs are solved by different research areas, among which are the Multi-
objective Evolutionary Algorithms (MOEA). In general, evolutionary algorithms
use a population of solutions in the search and thus allow the generation of several
elements of the Pareto front in a single execution. The Multi-objective Evolu-
tionary Optimization area aims at the application of MOEAs for the solution of
MOPs [3].

MOEAs modify evolutionary algorithms in two ways: they incorporate a
selection mechanism, usually based on Pareto’s Optimality concepts, and they
adopt mechanisms for the preservation of diversity, to avoid convergence to a
single solution. Since most MOPs are complex problems, MOEAs focus on deter-
mining a set of solutions as close as possible to the Pareto Optimal Set called
the approximation set.

Due to the ability of a MOEA to find diversified solutions close to the Pareto
Optimal Set, this method will be used in MOEA-RS to find items that optimize
the criteria defined for the recommendation.

3 Related Work

In [21], a multi-objective algorithm based on decomposition is proposed for rec-
ommendation. This algorithm seeks to solve a problem where the solution cor-
responds to a list of items and the objectives are the user’s chance to like the
items and the popularity of those items. The algorithm was evaluated using
benchmark data sets and compared to traditional recommendation algorithms.
The authors concluded that the algorithm provides several good alternative rec-
ommendations for a user and that the algorithm is effective in recommending
new and/or unpopular items.
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In [15], a recommendation system with a collaborative filter based on multi-
objective optimization is proposed. In this work, a SPEA2 based algorithm is
used to find a list of items that optimize three objectives: diversity, accuracy, and
novelty. The method was evaluated using three datasets: Movielens, Jester, and
Filmtrust. Their results have been compared with other state-of-the-art systems.
The authors concluded that the system was able to generate recommendations
that balanced the three objectives.

In [20], a hybrid recommendation system is proposed, which combines collab-
orative filtering based on user and item-based approaches with a matrix factoring
approach. The system recommends a list of items based on two characteristics,
the diversity of the list and the accuracy. For this, the authors propose a method,
where first several recommendation lists are generated. Those lists are generated
by three recommendation methods, and then a multi-objective algorithm is used
to find a set of item lists that optimize these objectives. The algorithm used in
this work was the NSGA-II. The system was evaluated using the Movielens
dataset, which is a very common dataset in the area of recommendation sys-
tems. From the experiments, the authors concluded that the proposed method
obtained better results than the other compared methods, concerning the diver-
sity and accuracy of the recommendation.

As can be seen, all the works found had as a common characteristic, the
definition of the solution to the recommendation problem as a list of items. This
point is where MOEA-RS differs from the related works, because, in this work,
the purpose is to define the solution as an item to be recommended and, with
this, to explore the power of MOEAs in generating a population of diversified
solutions.

4 MOEA-RS

The method proposed in this work consists of a multi-objective content-based
movie recommendation system. The system has the same components as a rec-
ommendation system based on traditional content, the flow diagram of MOEA-
RS can be seen in Fig. 1. The main difference is in the filtering stage. Unlike
traditional systems that use common filtering approaches, MOEA-RS treats this
component as an optimization problem multi-objective. Therefore, the system
uses an MOEA to search for items (which in this work will be movies) that
optimize the defined criteria.

4.1 Content Analysis

The content analysis approach used in this work will use 3 characteristics of
the movies: average rating of users, year of releases, and synopsis. The average
rating and the year of release are numerical characteristics, so the only treatment
made by the component will be the normalization of the values to be in the
range between 0 and 1. The synopsis is a textual feature and to transform it
into a numerical representation, the Word2Vec [13] method will be used. That
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Fig. 1. Flow diagram of MOEA-RS

technique seeks to learn vector representations of words from a large number of
textual data. Thus, this method cannot be used directly to generate a vector
from a text, for that, it may be using vector aggregation techniques, such as the
sum of vectors.

4.2 Profile Learning

This component receives as input a set of data sets, where each data set cor-
responds to a user’s evaluations of several movies, in addition to the resulting
content analysis dataset. As a result, the component will build a regression model
Ru(i) for each user u, which will represent a user’s chance to like a movie i. These
models will be used in the filtering component. Several machine learning models
can be used in this component, in this work, the model used will be Ridge [7].
This model seeks to learn a relationship between the input and output vari-
ables. Unlike the standard linear model, the Ridge model uses the L2 standard
as regularization of the parameters.

4.3 Filtering

To perform the filtering, the component responsible for recommending the
movies, the recommendation will be modeled as a multi-objective problem, with
the recommended movies being those that optimize the defined criteria.
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Recommendation Problem. The recommendation system proposed in this
paper seeks to recommend movies with three objectives: estimating the user’s
evaluation of the movie (also called accuracy), novelty, and diversity.

The estimate of the user’s evaluation is obtained from the model generated
in the profile learning component, thus, the objective is given by the function:

F1(i) = R∗(u, i), (1)

where R∗ is the user rating estimate u for the movie i. The novelty of an
item is given by the following equation:

F2(i) = min
j∈Au

(1 − sim(i, j)), (2)

being Au the set of items that have been evaluated by the user u, therefore,
this objective function can be interpreted as the similarity between the recom-
mended item and the items that have already been evaluated by the user and
sim(i, j) is a measure to calculate the similarity between vectors, in this work
the measure used was the cosine similarity.

The third function - diversity - corresponds to a function that seeks to relate a
recommended item to other items on the recommendation list, this function cal-
culates how different the item is compared to the items on the list. The purpose
of this measure is to ensure that the recommendation list is more heterogeneous.
The diversity of an item compared to other items on the list can be calculated
as follows:

F3(i) =
1

|P − i|
∑

j∈P−i

(1 − sim(i, j)), (3)

where P is the set of items to be recommended, which in this method will
be the population generated by MOEA.

Therefore, the recommendation can be modeled as a multi-objective opti-
mization problem (minimization), where, given a user u, the solution corresponds
to the vector representation of a movie i and the purpose of the problem is to find
a solution that optimizes the previously defined functions. For this, the solution
to the problem was defined as a vector that will represent the movie, where each
element of this vector corresponds to a feature of the movie.

Recommendation Process. The recommendation is made from the execution
of an MOEA to solve the problem described in the previous section. It is worth
mentioning that MOEA will not perform a search within the set of movies, the
search will be made in a set S where, being s = [s1, s2, ..., sm], if s ∈ S, then
li < si < ui, where li and ui is the smallest and largest possible value of the
variable i of the vector representation of the movies dataset, respectively, and
m is the number of variables. In other words, the MOEA search space contains
the movie space, but, unlike the movie space, this search space is continuous.

As the search is made in a space larger than the space of movies, there
is no guarantee that the solutions belonging to the population resulting from



272 M. S. Almeida and A. Britto

MOEA are movies from the dataset. Thus, the recommended movies will not
be the individuals of the resulting population, but the items in the dataset with
greater similarity to these individuals. Therefore, with P = [p1, p2, ..., pk] the
population resulting from MOEA and D being the set of items in the dataset,
the recommendation list was defined as Q = [q1, q2, ..., qk], where qi is the movie
closest to the solution i. If the movie most similar to the solution has already
been added to the recommendation list, the next most similar movie is the chosen
one.

In this work, the MOEA used to solve the problem is the NSGA-III [5].
The main contribution of NSGA-III lies on the selection procedure based on
a hyperplane. This algorithm emphasizes population members that are close
to a supplied set of reference points placed on this hyperplane by eliminating
solutions that are far from the proposed set of reference points or that are too
agglutinated to ensure either diversity and convergence.

Therefore, MOEA-RS will receive a dataset of films and user ratings as input
and, with the content analysis component, a vector representation of the films
will be extracted. With this representation, a profile will be created for users
and, from that profile, MOEA will be used to find the best solutions, and from
these solutions, the list of recommendations will be built.

5 Experiments

To evaluate the method proposed in this work, the method will be compared to
other traditional techniques for movie recommendations.

For this, this section is organized as follows: in Subsect. 5.1, the dataset used
in the experiments will be described; in Subsect. 5.2, the evaluation measures
will be presented; in Subsect. 5.3, the parameters used for the experiments will
be presented; in Subsect. 5.4 the state-of-the-art algorithms used for comparison
and in Sect. 6 the results will be presented.

5.1 Dataset

To evaluate the method, two datasets will be used. The first will contain the
information of the movies, this dataset was obtained from the IMDB database,
this dataset has information about 3706 movies, however, only the synopsis of
the movie, the opening year and the average rating of the movie on IMDB will
be used. The second dataset used in these experiments was the MovieLens 1M
dataset, this dataset contains 1000209 ratings from 6040 users about movies.
To perform the experiments, only users who rated at least 100 movies were
considered.

5.2 Evaluation Metrics

To evaluate the results obtained, 4 measures will be used: Precision, Recall,
Novelty, and Diversity. The first two measures are used in binary classification
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problems, so to use these measures, it was defined that if the user gave a score
above 3 (on a scale of 1 to 5), the movie is relevant to the user. These measures
were chosen because the purpose of these experiments is to evaluate the lists
of recommendations generated by the recommendation system. The Recall and
Novelty measures will be used because they are measures used by MOEA-RS.
Accuracy is a measure that seeks to determine the percentage of items recom-
mended correctly and Recall is a measure that represents the fraction of relevant
items that have been recommended [16]. It is worth mentioning that all recom-
mendation systems used in the experiments should provide a list of 15 films as
a result.

5.3 Parameters

To perform the experiments, the parameters were chosen from some executions
of MOEA-RS with different configurations and using reduced datasets.

Thus, for content analysis, Word2Vec was implemented using the Gensin
library [18]. It was experimentally defined with the window for choosing terms
with size 3 and the resulting representation with size 150, the other method
parameters were defined according to library standards. For profile construction,
the Ridge model was implemented using the Scikit Learn library [17] and its
parameters were defined using the General Cross-Validation technique, which
seeks to find the best combination of parameters for a machine learning model,
from the model evaluation for different divisions of the dataset [10].

For filtering, the NSGA-III, except the maximum number of iterations, was
parameterized in the same way, with a population of size 16, as the list must
have a maximum of 15 items, so the last solution in the resulting set will be
removed, the crossover being calculated using the SBX method with a crossover
probability of 0.9, the mutation being calculated with the Polynomial Mutation
technique with a rate of 1/n, where n is the size of the individual, which is the
number of variables of the representation generated in profile learning.

5.4 Comparison Algorithms

The results obtained by the proposed method will be compared to the results
of three other recommendation systems: traditional content-based, traditional
collaborative filter, and collaborative filter with objective optimization.

The content-based recommendation system used was the Content-Based Sys-
tem aided by K-means(CB K-Means) [6], the collaborative filter method used was
the item-based recommendation system (CF) [11] and the technique based on
the collaborative filter with multi-objective optimization used was the MOEA/
D-RS [21].

6 Results

In this section, the results of the experiments that seek to evaluate the MOEA-
RS for the recommendation of movies, compared to related work and traditional
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Table 1. Experiments results

Method Measure Precision Recall Diversity Novelty

MOEA-RS Mean 0.949282 0.141767 0.201282 6.2386e−02

Std 0.105653 0.097391 0.156934 6.3856e−02

CF Mean 0.941084 0.274845 0.072433 6.2384e−02

Std 0.081718 0.138983 0.004091 6.3928e−02

CB K-Means Mean 0.896302 0.234154 0.111522 6.1519e−02

Std 0.143168 0.147292 0.161155 6.1829e−02

MOEA-D/RS Mean 0.828279 0.194398 0.072255 6.2214e−02

Std 0.167902 0.093568 0.003956 6.3908e−02

Table 2. Relationship between the number of films used in the recommendation process
and the accuracy of the recommendation.

Number of movies Number of users MOEA-RS CF-item

70–100 719 0.942672 0.925359

100–150 725 0.946123 0.938851

150–200 417 0.949416 0.941966

200–300 504 0.959696 0.953704

300–400 236 0.949976 0.951130

400–800 256 0.950488 0.954167

800–1613 26 0.994505 0.969231

recommendation systems, will be presented. The results can be seen in Table 1,
in the Table, for each evaluation measure, the average and standard deviation
values of all recommendations made by each method are presented.

As can be seen in the Table, MOEA-RS surpassed the method with related
proposal (MOEA-D/RS) in all aspects, with emphasis on the measures of pre-
cision and diversity, where MOEA-RS showed an improvement of 14%, for the
precision measure, and 178% for the diversity measure.

Concerning traditional methods (item-based CF and CB-Kmeans), MOEA-
RS obtained better results for the measures of precision, diversity and novelty,
with emphasis on the precision measure, in which the MOEA-RS showed an
improvement of 0.8% for the CF item-based, and for the diversity measure, the
MOEA-RS showed an improvement of 80% to the CB K-Means.

Another factor that can be analyzed in the results is the relationship between
the number of films used in the recommendation process and the accuracy of the
recommendation, this factor is important to identify if the MOEA-RS presents a
difficulty that is common in recommendation systems, which is the low accuracy
of item recommendations for users with few reviews. In Table 2, can be seen
the relationship between the number of movies and precision, compared to item-
based CF (which was the method that obtained the best precision results, after
MOEA-RS).



MOEA-RS: A Content-Based Recommendation System 275

As can be seen in the Table above, the number of movies that users influence
on the accuracy of MOEA-RS, but the accuracy for users with little chance is
greater than the CF based on items.

7 Conclusion

In this work, MOEA-RS was presented, which is a movie recommender systems
content based supported by a multi-objective optimization algorithm that aims
to find movies that optimize three measures: accuracy, diversity, and novelty.
The method was evaluated on the MovieLens dataset, with more than 1 million
user reviews of movies. The results of the MOEA-RS were compared to the
results of other techniques in the literature.

To measure the results, four measures were used: precision, recall, diversity,
and novelty. As it was presented in the experiments, MOEA-RS obtained better
results than the other methods in relation to the measures of precision, diversity,
and novelty, and it just did not obtain a better result, for the recall measure,
than one of the methods.

Therefore, it can be concluded that MOEA-RS is a qualified method for rec-
ommending movies, as it has succeeded in surpassing methods in the literature in
traditional quality measures, such as precision, and in quality measures that have
added much value in a recommendation, such as diversity and novelty. However,
the method can still be improved, mainly from the use of different techniques
for extracting characteristics and machine learning. Other multi-objective opti-
mization algorithms can be used and evaluated and other evolutionary operators
can also be applied.
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Abstract. Traditionally search techniques explore a single space to
solve the problem at hand. This paper investigates performing search
across more than one space which we refer to as bi-space search. As
a proof of concept we illustrate this using the solution and heuristic
spaces. In previous work two approaches for combining search across the
heuristic and solution spaces have been studied. The first approach, the
sequential approach, firstly explores the heuristic space to obtain com-
plete solutions and then applies local search to explore the solution space
created by these solutions. The second approach, the interleaving app-
roach, alternates search in the heuristic and solution space on partial
solutions until complete solutions are produced. This paper provides an
alternative to these two approaches, namely, the concurrent approach,
which searches the heuristic and solution spaces simultaneously. This is
achieved by implementing a genetic algorithm selection hyper-heuristic
that evolves a combination of low-level construction heuristics and local
search move operators that explore the space of solutions (both par-
tial and complete). The performance of the three approaches are com-
pared, to one another as well as with a standard selection construction
hyper-heuristic, using the one dimensional bin packing problem. The
study revealed that the concurrent approach is more effective than the
other two approaches, with the interleaving approach outperforming the
sequential approach. All 3 approaches outperformed the standard hyper-
heuristic. Given the potential of searching more than one space and the
effectiveness of the concurrent approach, future work will examine addi-
tional spaces such as the design space and the program space, as well as
extending the bi-space search to a multi-space search.

Keywords: Bi-space search · Heuristic space · Solution space ·
Genetic algorithms

1 Introduction

The vast majority of search algorithms employed when solving combinatorial
optimization problems (COPs) restrict their search to only a single search space.
For example a genetic algorithm generally searches within the solution space,
c© Springer Nature Switzerland AG 2020
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while genetic programming searches within the program space. The potential
benefit of searching across two spaces can be seen in [11] where the performance
of the graph-based hyper-heuristic (GHH) improves when introducing a solution
space search. In this work we present an alternative approach to those presented
in [11], namely a simultaneous approach, in which the search across the heuristic
and solution spaces is optimised using a hybridised selection hyper-heuristic. A
comprehensive coverage of the field of hyper-heuristics can be found in [10].

Hence, we investigate three different methods of combining search in the
heuristic and solution spaces, two of which are taken from [11]. The first method
performs a greedy local search on complete solutions created by a sequence of
construction heuristics [11]. That is to say that a series of construction heuristics
is consecutively applied until a complete solution is obtained, after which the
greedy local search is applied. This method will be referred to as the sequential
search approach (SSA) in this paper.

The second method is to interleave the local search with the application of
the construction heuristics [11]. In other words, after the application of a single
construction heuristic a partial solution is obtained, on which local search is
performed until there is no improvement. The next construction heuristic in
the sequence is applied to the resulting partial solution, with the process being
repeated until a complete solution is obtained. For the remainder of this paper,
we will refer to this method as the interleaving search approach (ISA).

In [11], it was found that the ISA method performed better than the SSA
method. We hypothesize that this is due to the ISA method working on partial
solutions as opposed to on complete solutions. This study uses a hybridisation
of selection constructive and selection perturbative hyper-heuristics to optimise
the search between the heuristic and solution spaces. We hypothesize that this
approach will be an improvement on the ISA approach because, rather than forc-
ing search in the solution space at periodic intervals, the proposed method will
optimise when each space is searched. This is achieved by employing a selection
hyper-heuristic which explores the space of heuristic combinations comprising
low-level construction heuristics as well as local search operators. When a local
search operator is encountered, the search switches to the solution space by
applying said operator within the solution space. We will refer to this method
as the concurrent search approach (CSA).

The work presented here differs from previous work in that a multi-point
search technique has been used when searching the two spaces (as opposed to
the single-point search techniques employed in [11]), as well as using a differ-
ent problem domain, namely the one-dimensional bin packing problem (1BPP)
from the cutting and packing class of problems. This domain was chosen as it is
a well-researched problem domain, with numerous variations, that are directly
applicable to industry [8,13]. The results show that the CSA method performs
the best across the benchmark problem instances, with the second best perform-
ing being the ISA method.

The main contribution of the research presented in this paper is an alternative
approach for search across the heuristic and solution spaces, which performs
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better than previous approaches applied for this purpose. This study also further
emphasizes the potential of bi-space search as opposed to restricting the search
to a single search space. The remainder of this paper is organized as follows.
Section 2 details the different approaches, followed by the experimental setup
in Sect. 3. Experimental results and analyses are provided in Sect. 4. Finally
conclusions and future work are given in Sect. 5.

2 Bi-space Search Algorithms

The hyper-heuristic was implemented using a Genetic Algorithm (GA) for the
high level heuristic, with the GA employing the generational control model and
tournament selection. Algorithm 1 details the pseudocode for the GA, which was
implemented using the EvoHyp [9] toolkit.

Algorithm 1. Genetic Algorithm Pseudocode
1: Create initial population
2: for i ← 1, N do � N = number of generations
3: Evaluate the population
4: Select parents of the next generation
5: Apply the genetic operators (mutation and crossover)
6: end for

The following subsections describe each of the three approaches that were
implemented, namely the SSA (Sect. 2.1), ISA (Sect. 2.2) and CSA (Sect. 2.3)
approaches.

2.1 Sequential Search Approach (SSA)

The SSA approach is implemented by using a selection hyper-heuristic to search
through combinations of low-level construction heuristics. The construction
heuristics are used to build a complete solution, which is used as a starting point
for a search in the solution space (local search). Each combination of low-level
heuristics is evaluated by firstly applying it to create a solution. Local search is
then applied to that solution, and the objective value of the resulting solution
is used as the fitness of the combination. This fitness value is used to guide
the hyper-heuristic search toward finding an optimal solution to the problem at
hand. Algorithm 2 provides pseudocode for evaluating an individual in the SSA
approach.

2.2 Interleaving Search Approach (ISA)

The ISA approach is implemented by using a selection hyper-heuristic to search
through a space consisting of sequences of low-level construction heuristics (the
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Algorithm 2. SSA Evaluate
1: for i ← 1, n do � n = length of heuristic sequence
2: Apply ith construction heuristic in the sequence
3: end for
4: repeat
5: Apply perturbative heuristic
6: until no improvement in solution quality

heuristic space). The fitness of a particular heuristic sequence is determined
as follows. After the application of a single heuristic within the sequence, the
resulting partial solution is used as a starting point for local search (search in the
solution space). As previously mentioned, an exhaustive local search, i.e. until
there is no improvement, is performed on this partial solution [11]. After the local
search has been conducted on the partial solution, the next construction heuristic
in the sequence is applied. This procedure is repeated until a complete solution
is obtained, with a final exhaustive local search being performed on the complete
solution. The fitness of the solution resulting from this procedure is used as the
fitness value for the heuristic sequence being evaluated. The pseudocode for this
evaluation process is detailed in Algorithm 3.

Algorithm 3. ISA Evaluate
1: for i ← 1, n do � n = length of heuristic sequence
2: Apply ith construction heuristic in the sequence
3: repeat
4: Apply perturbative heuristic
5: until no improvement in (partial) solution quality
6: end for

2.3 Concurrent Search Approach (CSA)

The CSA approach is implemented as a hybrid selection hyper-heuristic which
searches through both constructive and perturbative low-level heuristics, i.e.
a hybridisation of a selection constructive and a selection perturbative hyper-
heuristic. The fitness of a heuristic sequence is determined by consecutively
applying each heuristic within the sequence. When the perturbative heuristic
is encountered within the sequence, then a single step of the local search proce-
dure is performed, on the solution obtained from the application of all previous
heuristics in the current sequence. This can be either a partial or complete solu-
tion. The fitness of the resulting solution is used as the fitness for the heuristic
sequence. The reason for only performing a single step of the local search pro-
cedure is that the higher level search is meant to determine when each space is
searched, as well as for how long the space is searched. Hence if multiple steps
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of the local search procedure are required, then the perturbative heuristic will
appear multiple times within the sequence. Algorithm 4 details how an individ-
ual is evaluated in the CSA approach, where the heuristic in Line 2 can be either
constructive or perturbative.

Algorithm 4. CSA Evaluate
1: for i ← 1, n do � n = length of heuristic sequence
2: Apply ith heuristic in the sequence
3: end for

3 Experimental Setup

As previously stated, each of the bi-space search approaches were imple-
mented for the one-dimensional bin packing problem (1BPP) domain, using the
Scholl [13] benchmark data sets. These data sets are grouped into three broad
categories, namely easy, medium and hard1. The complete benchmark consists
of a total of 1210 problem instances, separated into groups of 720, 480 and 10
for easy, medium and hard respectively.

The heuristic space consists of sequences of construction heuristics for the
1BPP. In our implementation, each sequence of heuristics is represented by a
string of characters, where each character corresponds to a low-level heuristic
(or a local search operator in the case of the CSA approach). Each sequence is
used to construct a solution in the solution space, the fitness of which is used as a
measure of the quality of the heuristic sequence. The fitness of the solutions was
calculated using the function proposed by Falkenauer [4], which is to minimize:

fBPP = 1 −
∑N

i=1(Fi/C)2

N
(1)

where N is the number of bins, Fi the sum of the item sizes in the ith bin and
C the capacity of each bin. The following low-level construction heuristics were
used [10]:

– First-Fit Decreasing: The items to be packed are sorted in descending
order, the first item in the list is placed in the first bin in which it fits. If
the item does not fit into an existing bin, a new bin is created and the item
placed inside.

– Best-Fit Decreasing: The items to be packed are sorted in descending
order, the first item in the list is placed in the bin with the least residual
capacity after the item has been packed. If the item does not fit into an
existing bin, a new bin is created and the item placed inside.

1 A full explanation of the datasets and their respective classes can be found at
https://www2.wiwi.uni-jena.de/Entscheidung/binpp/index.htm.

https://www2.wiwi.uni-jena.de/Entscheidung/binpp/index.htm


282 D. Beckedahl and N. Pillay

– Next-Fit Decreasing: The items to be packed are sorted in descending
order, the first item in the list is placed in the current bin if possible, else the
item is placed in a new bin.

– Worst-Fit Decreasing: The items to be packed are sorted in descending
order, the first item in the list is placed in the bin with the most residual
capacity after the item has been packed. If the item does not fit into an
existing bin, a new bin is created and the item placed inside.

The parameter values were tuned such that the performance of the GA would be
as general as possible, in order to ensure that no approach had an advantage over
any other. It was found that there were no changes when using larger values for
the population size. A lower number of generations was found not to converge,
whilst convergence occurred before reaching the generation limit when using
higher values. Similar observations were made for changes in the application
rates. It was found that convergence took longer to occur when a limit was
imposed for the maximum depth of the offspring. Likewise for higher limits
on the mutation depth. All approaches used the parameter values reported in
Table 1.

Table 1. Table showing the parameter values used for the GA for all three approaches.

Parameter Value

Population size 500

Tournament size 5

No. of generations 75

Mutation rate 0.15

Crossover rate 0.85

Max. depth of init. pop 10

Max. depth of offspring No limit

Max. mutation depth 5

Search within the solution space was conducted through the use of a local
search operator, which was adapted from [7]. This operator was chosen due to
its popularity within the literature [1,7]. Algorithm 5 details the implementation
of this operator. In cases where there are multiple swaps which would lead to
a reduced residual capacity (free space) for a bin, the swap which leads to the
greatest reduction is made. Similarly, for bins where no swaps are possible there
is no action taken. When applying the local search operator on partial solutions,
only the items which had been packed, i.e. only those items in the bins within
the partial solution, were considered when attempting to make improvements. In
addition to this, the operator was only applied in cases where two or more bins
were present (no action was taken otherwise). The reasoning behind this is that
in cases of only a single bin, the effect of Algorithm 5 would be the equivalent of
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unpacking the items in the bin and repacking them using the First Fit Descending
construction heuristic. We felt that in such cases this would have negatively
impacted on the performance of the hyper-heuristic search, particularly in the
case of the ISA approach.

Algorithm 5. Local Search Operator
1: free ← items from least filled bin

2: for i ← 1, n do � n = number of remaining bins
3: Swap two items packed in the ith bin with two items in free if the residual

capacity of the bin is reduced after the swap
4: end for

5: for i ← 1, n do � n = number of remaining bins
6: Swap two items packed in the ith bin with one item in free if the residual

capacity of the bin is reduced after the swap
7: end for

8: for i ← 1, n do � n = number of remaining bins
9: Swap one item packed in the ith bin with one item in free if the residual capacity

of the bin is reduced after the swap
10: end for

11: while free contains items do
12: remove the first item from free and pack it using the First Fit Descending

construction heuristic
13: end while

The performance of each of the three approaches was compared to one
another, as well as with a standard GA searching only the heuristic space
(GAHH), using the non-parametric Friedman test with the Nemenyi post-hoc
test, as proposed by [2].

3.1 Technical Specifications

The simulations were performed using the Centre for High Performance Com-
puting’s (CHPC) Lengau cluster2. A total of 30 runs were performed for each
problem instance, per approach, using an average of 12 compute threads/ cores
(at a clock speed of 2.6 GHz) per run. The simulations were set up such that
there were no restrictions on the memory.

4 Results and Analysis

In this section, the results obtained from each of the three approaches outlined
previously are compared with each other as well as with those from a standard
2 https://www.chpc.ac.za/index.php/resources/lengau-cluster.

https://www.chpc.ac.za/index.php/resources/lengau-cluster


284 D. Beckedahl and N. Pillay

GAHH (searching only the heuristic space). For each of the four approaches, the
number of problem instances which were solved to optimality, the number of
problem instances which were solved to near-optimality (one bin more than the
optimum), and the number of problem instances that were more than one bin
from the optimum are all reported in Table 2. The results are grouped according
to the data set categories (easy, medium and hard), with the best performing
approach in bold.

Table 2. Table showing the number of problem instances, for each of the data set
categories, which were solved to optimality or near-optimality (one bin from the opti-
mum), for each of the methods tested. The results in bold are for the best performing
algorithm.

Prob. Set Algorithm No. opt % at Opt No. (Opt-1) Sum No. rem

Easy (720) GAHH 590 81.9 % 82 672 48

SSA 626 86.9% 63 689 31

ISA 632 87.8% 79 711 9

CSA 673 93.5% 44 717 3

Medium (480) GAHH 242 50.4 % 121 363 117

SSA 281 58.5% 94 375 105

ISA 371 77.3% 67 438 42

CSA 428 89.2% 40 468 12

Hard (10) GAHH 0 00.0 % 0 0 10

SSA 0 00.0% 0 0 10

ISA 2 20.0% 6 8 2

CSA 6 60.0% 4 10 0

Total (1210) GAHH 832 68.8% 203 1035 175

SSA 907 75.0% 157 1064 146

ISA 1005 83.1% 152 1157 53

CSA 1107 91.5% 88 1195 15

The performance of the approaches was ranked for each problem instance,
where the performance was assessed based on the number of bins in the found
solution relative to the known optimum. Solutions that were closest to the known
optimum were assigned the highest rank (a value of 1, indicating the best per-
forming approach), with solutions furthest from the optimum receiving the lowest
rank (a value of 4). In the cases of ties, the average rank was assigned. Table 3
shows an example of the rank assignments for some of the problem instances.

As proposed by [2], the non-parametric Friedman test was used to deter-
mine if there is a statistically significant difference in the average ranks of
each algorithm. Using the values provided in Table 4, the F-statistic evalu-
ates to FF = 61.10934. Using 4 algorithms across 1210 problem instances,
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Table 3. Table showing example rank assignments for each algorithms’ performance.

Prob. instance Algorithm Bins to Opt Rank

N4C3W4 R GAHH 5 4

SSA 2 3

ISA 1 2

CSA 0 1

N3C3W4 Q GAHH 2 3.5

SSA 2 3.5

ISA 1 2

CSA 0 1

the value of FF is distributed according to the F-distribution with 4 − 1 = 3
and (4 − 1) × (1210 − 1) = 3627 degrees of freedom. For an α-level of 5%,
this leads to a critical value of F0.05(3, 3627) = 2.60736, and we can therefore
reject the null hypothesis which states that the algorithms are equivalent (since
FF > F0.05(3, 3627)).

Table 4. Table showing the average rank and its square for each method implemented.
Averages were calculated across all problem instances.

Algorithm Avg. rank (Avg. rank)2

GAHH 2.82397 7.97479

SSA 2.63719 6.95477

ISA 2.34174 5.48373

CSA 2.19711 4.82728

Proceeding with the Nemenyi post-hoc test, for an α-level of 5% the critical
difference evaluates to CD = 0.13484. Therefore any two algorithms are signif-
icantly different if their corresponding average ranks differ by at least 0.13484.
The differences in the average ranks between each of the methods are presented in
Table 5. From Table 5 one can see that the performance of each of the approaches
are significantly different from one another, as all the values are greater than the
critical difference.

The average runtimes per problem instance for each of the approaches imple-
mented are reported in Table 6, from which one can see that there is a consider-
able increase in the runtimes when incorporating local search into the algorithm.
From Table 6 one can see that the SSA has, on average, more than double the
runtime of the GAHH, with the ISA and CSA taking considerably longer than
the SSA.

However, as previously mentioned, the CSA approach significantly outper-
forms the three other approaches and, as can be seen from Table 6, has over half
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Table 5. Table showing the differences in average ranks between each of the methods
implemented.

GAHH SSA ISA CSA

GAHH – 0.18678 0.48223 0.62686

SSA 0.18678 – 0.29545 0.44008

ISA 0.48223 0.29545 – 0.14463

CSA 0.62686 0.44008 0.14463 –

Table 6. Table showing the average runtime per problem instance, for each of the four
approaches implemented. The averages across each of the problem difficulty categories
are reported, as well as the average across all problem instances.

Problem category Average runtime per problem instance

GAHH SSA ISA CSA

Easy 13.5 s 21.6 s 53min 05.5 s 13 min 37.5 s

Medium 06.0 s 30.6 s 41min 47.3 s 26 min 29.8 s

Hard 12.7 s 34.4 s 16min 37.4 s 29 min 21.1 s

Total 10.5 s 25.3 s 48min 18.4 s 18 min 51.6 s

the runtime of the next best performing approach. Although the CSA produces
the best quality solutions, it cannot be ignored that the runtime is considerably
longer than either the SSA or GAHH approaches (over 40 and 100 times longer
respectively). Therefore, it is necessary to consider the required quality of solu-
tions, as well as any time constraints that may be present for obtaining said
solution (i.e.: obtaining “good enough” solutions relatively quickly versus long
runtimes to obtain optimal solutions).

4.1 Comparison with the State of the Art

As the main aim of this research is not to compete with state of the art
approaches at this stage, but rather to provide an alternative approach for bi-
space search, a very simple local search operator has been used to explore the
solution space. Hence, we do not expect the approaches presented in the paper
to outperform state of the art approaches. However, for the sake of completeness
we present a comparison of the performance of our approach against those taken
from the literature. These include:

– HI-BP [1]: uses complex heuristics that both construct and improve solutions
– PERT-SAWMBS [5]: uses complex heuristics that both construct and improve

solutions
– EXON-MBS-BFD [3]: uses a grouping genetic algorithm together with com-

plex construction heuristics
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– GGA-CGT [12]: uses a grouping genetic algorithm to explore the solution
space

– IPGGA [6]: uses a grouping genetic algorithm to explore the solution space

The number of problem instances that were solved to optimality are presented
in Table 7 for each of these methods.

Table 7. Table showing the number of instances solved to optimality for the CSA
approach compared with those taken from the literature.

Method Easy (/720) Medium (/480) Hard (/10)

HI-BP 720 480 10

PERT-SAWMBS 720 480 10

EXON-MBS-BFD 667 412 8

GGA-CGT 720 480 10

IPGGA 720 480 10

CSA 673 428 6

From Table 7 one can see that the proposed CSA approach does not compare
well with the state of the art. Only the EXON-MBS-BFD is outperformed by
the CSA, and only for the easier categories. This is to be expected because the
GGA-CGT, EXON-MBS-BFD and IPGGA all implement a grouping genetic
algorithm [3,6,12], which is a modification of the canonical GA for the express
purpose of solving grouping problems [6], such as the 1BPP. In addition to this,
the majority of the optimisation for the CSA occurs in the heuristic space. The
CSA only implements very simple heuristics and move operator as opposed to
the more complex heuristics used by HI-BP and PERT-SAWMBS. Hence it is
understandable that the CSA performs poorly when compared with the state of
the art. Future work will look at incorporating more robust search techniques,
such as those used in the state of the art approaches, for exploring the search
space, in the bi-space search.

Furthermore, from the no free lunch theorem it is known that the perfor-
mance of methods differs according to the problem domain and search space.
With this in mind, future work will investigate the effectiveness of selecting a
search technique according to the search space and problem domain at hand, as
well as including additional spaces such as the design space (ie: a multi-space
search).

5 Conclusions and Future Work

A new alternative approach to bi-space search was proposed, namely the concur-
rent search approach (CSA). This approach was investigated using the heuris-
tic and solution spaces, and its performance was compared with two other
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approaches taken from the literature (termed the sequential search approach
(SSA) and interleaving search approach (ISA)), as well as with a purely heuris-
tic space search (implemented using a GA). The Scholl benchmark datasets for
the one dimensional bin packing problem were used.

Experimental results showed each of the approaches’ performance were sig-
nificantly (within the 95% confidence interval) different from one another, with
the newly proposed approach being the best performing. All the bi-space search
approaches outperformed the single-space search, thus highlighting the potential
benefits of bi-space search.

Although there is a significant improvement in the quality of the solutions
obtained, there is also a considerable increase in the runtimes, particularly when
performing local search during the solution construction process (the ISA and
CSA approaches). It is to be noted that although these approaches have longer
runtimes, the proposed CSA runs over 2.5 times faster than the ISA taken from
the literature. Hence, careful consideration needs to be taken with respect to
both the desired quality of solutions (“good enough” versus optimal solutions)
and the time available in which to find said solutions (upper bounds on the
runtime).

Results from the CSA approach were also compared with state of the art
approaches for the one-dimensional bin packing problem (1BPP). The intent
when implementing the CSA approach was not to solve the 1BPP, thus the CSA
did not perform as well as the state of the art, as was expected. Future work
will investigate adapting/selecting the search technique according to the current
search space at hand, as well as the use of techniques such as neighbourhood
landscape analysis to better decide when to search a given space. Search across
more than two spaces (ie: a multi-space search) will also be investigated.
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Abstract. Development of models for emotion detection is often based
on the use of machine learning. However, it poses practical challenges,
due to the limited understanding of modeling of emotions, as well as
the problems regarding measurements of bodily signals. In this paper
we report on our recent work on improving such models, by the use of
explainable AI methods. We are using the BIRAFFE data set we created
previously during our own experiment in affective computing.

1 Introduction

Affective Computing (AfC) is an interdisciplinary area devoted to computational
analysis of human emotions. An important aspect of AfC is emotion recognition,
which needs proper modeling of the phenomena [5]. In our work we assume the
James-Lange approach to emotion modeling, which postulates that the measure-
ment of bodily reactions to the experimental stimuli can lead to emotion recog-
nition. We use the common representation of affective data, the two dimensional
Valence/Arousal space. Furthermore, we assume the use of sensors which are
possibly non-intrusive to the subjects, e.g. wearable devices.

Practical development of models for emotion detection with the use of
machine learning (ML) methods poses many practical challenges. This is due
to the limited understanding of modeling of emotions, as well to the problems
regarding measurements of bodily signals, which still are only a subset of the
needed data. In this paper we report on our recent work to tackle the above
mentioned challenges and pave the way to improving such models, by the use of
explainable AI methods (XAI). We are using the data set we created previously
during our own experiment, we conducted in early 2019. We named it BIRAFFE:
Bio-Reactions and Faces for Emotion-based Personalization [8].

The rest of the paper is composed as follows. In Sect. 2 we briefly report
on our work in the area of AfC regarding the BIRAFFE experiment. In Sect. 3
we discuss selected attempts to build emotion detection models for BIRAFFE.
Section 4 provides an introduction to recent methods of XAI. Then, in Sect. 5 we
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specify experimental procedure and results. The paper ends with Sect. 6, where
we summarize our work and outline our future plans.

2 Towards Emotion Modeling with Physiological Signals
with BIRAFFE

In the BIRAFFE experiment we assumed data fusion from both visual and audio
stimuli, taken from standard public data bases. We combined two paradigms:
in the first where subjects are exposed to stimuli, while their bodily reactions
(ECG, GSR (Galvanic Skin Response)), as well as face expression) are recorded;
in the second one the subjects played basic computer games.

We investigated 206 (183 provided full data) participants (31% female)
between 19 and 33 (M = 22.02, SD = 1.96) took part in the study. The whole
experiment lasts up to 90 min and consists of several phases. The main ones
included: 1) the paper-and-pen Polish adaptation [18] of the NEO-FFI inven-
tory [6], used to measure the Big Five personality traits. 2) Baseline signals
recording. 3) Stimuli presentation and rating with the first widget for the eval-
uation of the emotional responses. 4) Affective SpaceShooter 2 game. 5) Stimuli
presentation and rating with the second widget. Freud me out 2 game.

The experimental hardware included a PC, LCD screen, headphones, external
web camera Sony PS4 gamepad, heyboard and mouse, as well as the BITalino
(r)evolution kit platform used to obtain the ECG and GSR signals. The whole
protocol was running under Python 3.6 and was written with the PsychoPy 3.0.6
library [12]. Both games were developed in Unity. Participants were instructed
to navigate the whole protocol via gamepad. ECG and GSR signal are collected
continuously during the whole experiment. Facial photos are taken every 333 ms
(every 20 frames of the stimuli presentation, at the 60 fps rate) while the stimulus
is displayed, and every 1 s during the games. Standardized emotionally-evocative
images and sounds from IAPS [9] and IADS [3] datasets were used as stimuli.
The same set of 120 stimuli pairs was used for all participants. Consistent stimuli
pairs were mixed with inconsistent ones.

The only thing that distinguishes both stimuli sessions is the widget used
for affective rating. Two widgets were prepared: 1) Valence-arousal faces wid-
get (emospace gives user the possibility to rate emotions in 2D Valence-Arousal
space (see [15] for original widget). As a hint we also placed 8 emoticons from
the AffectButton [4] (specifically, we used the EmojiButton, which is less compli-
cated graphically). Ratings are transformed into continuous values in the range
[−1, 1] on both axes. 2) 5-faces widget (emoscale consists of 5 emoticons and
was introduced to provide simple and intuitive method of emotion assessment.
Ratings are saved as numbers in the set {1, 2, 3, 4, 5}. They were randomly
assigned to stimuli sessions for each participant.

The modified versions of two prototype affective games designed and devel-
oped by our team were used during the study (for comprehensive overview of
the previous versions see [7]): 1) Affective SpaceShooter 2: the player controls
a spaceship in order to bring down as many asteroids as possible. 2) Freud me
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out 2: the player has to fight different enemies (worth 10–26 points) on three
levels in order to face the boss at fourth level. The resulting BIRAFFE dataset is
available to download at Zenodo at https://dx.doi.org/10.5281/zenodo.3442143.

3 Emotion Classification with BIRAFFE

3.1 Data Preprocessing

Participants of the experiment were exposed to each stimulus for 15 s. According
to [19], the effect of a stimulus on the ECG signal is visible in 5 s after the
exposure. For EDA, the reaction occurs almost immediately. Due to, it was
decided that a sample would contain: a) a record of EDA reaction that starts
when the stimulus appears and lasts 15 s, and b) an ECG recording that starts
5 s after the stimulus appears and lasts 15 s, The effect of completing this stage
were 9432 recordings of EDA and ECG lasting 15 s. Each entry was associated
with a stimulus and an indication of the emotion chosen by the subject.

Next step was filtration of records, proper especially for the EDA data. The
signal was processed using the Butterworth low-pass filter. The implementation
available in the biospPy library was used. Then the signal was smoothed using
moving average of 750 samples. The ECG signal filtration was performed using
a medium-pass filter to remove baseline wander. The implementation available
in the heartPy library was used.

Due to the use of low quality measurement equipment, part of the signals was
noisy. Some records were rejected based on the following criteria: 1) ECG samples
were rejected by analyzing the pulse, samples of less than 12 or more than 29
beats within 15 s were dropped. Therefore, an acceptable heart rate range was set
from 48 bpm to 116 bpm. 2) EDA, signals that contained permanent fragments
at 1020 level were eliminated. 1020 was the maximum size supported by the
device, therefore these signals were treated as incorrect. The rejection of noisy
samples resulted in a reduction in the number of available signals to 7321.

For the emospace scale a three stage approach was considered: The first app-
roach was to predict only valence – whether the feeling was positive or negative.
The second approach was to predict only arousal part of emotion. In the third
approach we used the information about both valence and arousal. According
to the quadrants of the coordinate system an emotion class has been assigned
(Fig. 1).

Fig. 1. Distribution of the emospace samples

https://dx.doi.org/10.5281/zenodo.3442143
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In the case of a set of signals corresponding to the emoscale as a variable, we
used emotion markings selected by the participants without any changes. The
distribution of answers is presented in Fig. 2.

Fig. 2. Emospace and emoscale distribution of answers

3.2 Extraction of Signals

The ECG and galvanic-skin response signals in the original form are time series.
To use that data for supervised learning, it was necessary to transform the time
series into appropriate form. For this reason, we were separated features from
ECG [17] and EDA [2] signals, presented in Table 1. The features used in the
model were selected using the LASSO (Least Absolute Shrinkage and Selection
Operator) mechanism [16]. The implementation available in the scikit package
have been used. As a result all parameters were considered significant.

Table 1. Features extracted from EDA and ECG signals

Feature Description

ECG BPM Heart rate

SDNN Standard deviation for the intervals btw heartbeats

IBI Heartbeat interval

SDSD Standard deviation of differences btw heartbeat intervals

RMSSD Quadratic mean of differences btw heartbeat intervals

PNN20 Percentage of differences btw intervals >20 ms

EDA Phase activity Rapid changes in skin conductance

Tonic activity Slow changes in skin conductance

Number of peaks Number of peaks in the signal

Maximum amplitude Maximum magnitude of the differences

Average amplitude Average size of skin conduction changes

3.3 Construction of the Machine Learning Models

Four ML models were created for the purposes of the experiment: 1) Decision-
TreeClassifier – a classifier based on a decision tree, 2) RandomForestClassifier –
a classifier consisting of many decision trees. The score is determined by the
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“voting” of trees, making this classifier more stable than a single decision tree.
3) XGBClassifier (gradient boosted decision trees) – classifier based on adaptive
gain. 4) A neural network implemented using the Keras library. The parameters
were identified depending on the number of input features and the predicted
variable. 67% of the data set was intended for training models, 33% for testing
their performance.

Emoscale Evaluation. The results we obtained were similar, between of random
model and the below average model. The worst results were achieved for the
angry class, where the set contains the least data and is the most probable
explanation. For the XGBC-classifier model recall measure was slightly higher
than in other cases. Combined with minor precision factor, it is likely that the
model favored calm and sad classes too much. This may be caused by the fact
that these classes contained the most measurements.

Emospace Evaluation. The emospace scores vary considerably depending on
the used prediction target. The use of fewer classes was intended to increase
effectiveness of models. However, the effect was opposite – the models were
random. The result for four classes of emotions was similar to the result for the
emoscale scale – the model scores were between of random and below average.

Four Classes of Emotion. For the emospace scale, the worst results were obtained
for sad emotion prediction. The F1 factor is close to zero for all models, which
is a sign that the model very rarely claimed that sad was appropriate class for
a sample. If it already made such a decision, then it was correct only in 20%
of cases. The best results were obtained recognizing happy class, but these are
still average results - of all the situations in which the model decided that happy
is the right class, only 36% was correct. It recognized 57% of processed data
samples corresponding to happy emotions (results for DecisionTreeClassifier).

Two Classes of Valence. A much better result was obtained when recognizing
positive valence. However, the results show that the model favored this class. The
model, created with the help of the Keras library, recognized as much as 94%
of all samples associated with positive valence. On the other side, only in 47%
of all cases, decisions about positive valence were correct. It can be concluded
that the model assigned almost all samples to the most represented class in the
training set. For models that are based on Trees methods (DecisionTreeClassifier
and RandomForestClassifier) the results were more balanced.

Two Classes of Arousal. In this case, the models obtained much better results
when recognizing high arousal. As in the case of two classes of valence, the
results of models based on Trees methods were more stable, however, the impact
of training data disproportion was still present.
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4 Selected Methods of Explanation

Explainable AI (XAI) mechanisms can be divided into two groups [11]. The first
of these analyzes the internal structure of the model. Such models are called
interpretable models, and the methods used to explain their decisions model-
specific mechanisms. The second group consists of mechanisms analyzing the
results of the model after training it, without information about its internal
architecture. Such methods are called model-agnostic methods. Here we describe
three model-agnostic methods for translating decisions. These solutions could be
applied to any previously trained model of any degree of complexity. They also
make it possible to compare two models using the same type of explanation.
The following sections detail the model-agnostic approaches to explanations of
decisions of ML models. These methods work locally, they are used to translate
individual decisions – not to explain the behavior of the model as whole.

4.1 Shapley Values

A set of combinations was constructed for the point by assigning the features as
present or absent. Then, for each combination, prediction was calculated with
and without the feature for which the analysis was performed. The difference
between these values is called the marginal contribution. The weighted average
of the marginal contributions from all combinations is the Shapley value of a
feature for performed prediction. The result of repeating the procedure for each
feature is complete distribution of the features for prediction.

LIME (Local Interpretable Model-agnostic Explanations) [10] is based on the
local approximation of the model using a local surrogate model. An example
of explanation is shown in Fig. 4. The SHAP (SHapley Additive exPlanation)
method [11] uses theoretical optimal Shapley values that describe impact of fea-
tures on the mean deviation of the model result. This method can be applied to
tabular data and images. Figure 3 shows an example of how SHAP works. The
developers of SHAP proposed other methods using Shapley values such as Ker-
nelSHAP and a highly optimized TreeSHAP for tree models. KernelSHAP [10]
is a combination of the LIME method [13] and the Shapley values [11].

Fig. 3. Explanation example using SHAP [11]

The difference between LIME and KernelSHAP is the method of assigning
weights to instances. In the case of LIME it is determined based on the distance
from translated point, that practice could cause an effect of assigning high weight
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to potentially unlikely instances. As a result, the weight values determined using
the KernelSHAP method, for tabular data can be unreliable. TreeSHAP is a
version of the SHAP algorithm dedicated to models based on Decision Trees
and Decision Forests. TreeSHAP is fast - compared to KernelSHAP there was a
reduction of the complexity from exponential to square.

Anchor (High-Precision Model-Agnostic Explanations) [14] is a system that
explains the operation of models through logical formulas called anchors. LIME
system approximates the model locally and it is not clear what area covers pre-
diction calculated by linear approximation. This can lead to a situation where
close proximity LIME instances returns different translations. The Anchor sys-
tem is not sensitive to this effect – by clearly defining the scope it covers, it
guarantees that the translation of the decisions of each instance will always be
the same and it is quite likely that approximation is accurate.

Fig. 4. Explanation example using LIME [11]

5 Evaluation of Models with Explanations

Below we describe the tests of explaining decisions of previously constructed
models. Due to the randomness of models that predict only valence and arousal,
we considered full emotion predictive models. The mechanisms were compared
with each other in terms of weight, which was assigned to each of the features.
To test the fidelity of the translation, the examine local fidelity method was
used [1]. It was proceed for all classifiers except of the model created using Keras
library, because the method uses shap.TreeExplainer which does not support
sequential models. To check the stability the points selected for testing were
close to each other and belong to the same classes of emotions.

5.1 Emoscale

In the case of first sample, none of the models made the correct decision at both
points. However these points are very closely together in the space of the charac-
teristics. Therefore, it can be assumed that the translation of the model decision
for these points could indicate on the basis of which characteristics (or set of
characteristics) models distinguish emotion calm from sad. For confirmation,
explanation of the XGBoostClassifier model was tested using the Anchor.
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Model made an incorrect decision for point A – it classified the features as
calm. The translation is compatible with the exception of the part related to
amplitude avg feature. Therefore, it can be concluded that this difference could
have influenced other model decisions. However, this relationship is not visible
in SHAP and Lime translations.

For sample number two, the only classifier that matched the result is
XGBoostClassifier. Translations of this model decisions in points A and B
are mostly consistent. LIME translations contain max amplitude with negative
weight and rmssd and bpm with positive weight. The SHAP translation matches
the relevance of bpm feature. However, in the case of LIME, there is the difference,
as feature phasic avg, which in the translation of point A received a positive
weight, in the translation of point B received a negative one. Translations of the
XGBoostClassifier model decision for A and B points by the Anchor mechanism
were consistent. In the case of point A, only model that not recognized emotion
correctly was the RandomForestClassifier (Table 2).

Table 2. Prediction results no. 1 and no. 2

real emotion sad

A DecisionTree calm

RandomForest sad

XGB calm

Keras calm

B DecisionTree sad

RandomForest angry

XGB sad

Keras sad

real emotion calm

A DecisionTree calm

RandomForest sad

XGB calm

Keras calm

B DecisionTree sad

RandomForest angry

XGB calm

Keras sad

Fig. 5. .
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Fidelity is a measure that describes how precisely translation approximates
the original model, so it is one of the most important metrics. In this work,
fidelity is tested using the examine local fidelity[1] method. The expected
result is represented by loss of accuracy during increasing data perturbation.
Results of emoscale evaluation through examine local fidelity of SHAP and
LIME frameworks were similar to emospace scale. Based on the graphs however,
is visible that LIME translation for the XGBoostClassifier model best reflected
tested model. Unlike the rest, accuracy was decreasing after applying perturba-
tions. The differences between the results are shown in Fig. 5 and Fig. 5b.

5.2 Emospace Scale

In the case of the 1st sample, in terms of consistency, the translations of the
DecisionTreeClassifier model were thebest. Both, for LIME and SHAP, three
of the four features had similar importance in both points. Translations of this
model also stand out in the case of Anchor, as it was short, had high precision and
coverage ratio. Both for A and B points coverage was equal to 0.38 which means
that the translation was appropriate for 38% of points from the perturbation
space. Predictions made by the Anchor mechanism for others models contain
multiple features, which is a suggestion that points could be close to borders
between anchors. The results for points A and B are consistent in amplitude avg
feature. Both rules have high precision ratio (for A – 0.97, for B – 0.95). It means
that these features are almost exclusively responsible for making decision.

In the case of the 2nd sample, the RandomForestClassififier (correct predic-
tion in both cases) and Keras model (incorrect prediction in both cases) were
compared to verify translation stability. RandomForestClassifier despite a good
result was not consistent – the decision has been taken on the basis of different
features despite proximity of points A and B. In the case of the Keras model,
classifications were more consistent - similar features determined decision in both
A and B points translations, however, with different weights.

The Keras model was also tested by Anchor. Results had high efficiency ratio
(>97% in both points), coverage ratio indicated that the translation was appro-
priate for around 8% perturbed scale. Translation of point B was more precise,
as the ranges were smaller. With increasing of data perturbation, effectiveness
of translations was not decreased. Therefore, it can be concluded that transla-
tions were not precise representation of models, which was probably caused by
randomness of the analyzed models.

6 Conclusions and Future Work

In the paper we reported on a practical experiment in the acquisition of physi-
ological data for affective computing. We focused on the attempts to build and
evaluate machine learning models for emotion detection. The development of
such models is difficult, and their accuracy is often questionable. This is due
to the fact that there is no consensus regarding proper conceptual modeling of
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emotions. Usually only a small subset of physiological signals is available. To
approach this challenge, we used state-of-the art models for explanations in ML.
They proved to be useful in understanding the performance of the resulting
models, and support us in the future selection of features.

As the future work, we are planning to use the explanations to improve fea-
ture selection for our models. In fact, we are interested in context-dependent
models, that would produce useful results even with limited selection to phys-
iological signals. This is why, explaining the impact of specific features on the
model accuracy is important. Finally, our focus is on personalization of emotion
detection which also can be improved thanks to explanations.
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Abstract. Transformer-based language models are now widely used
in Natural Language Processing (NLP). This statement is especially
true for English language, in which many pre-trained models utilizing
transformer-based architecture have been published in recent years. This
has driven forward the state of the art for a variety of standard NLP
tasks such as classification, regression, and sequence labeling, as well as
text-to-text tasks, such as machine translation, question answering, or
summarization. The situation have been different for low-resource lan-
guages, such as Polish, however. Although some transformer-based lan-
guage models for Polish are available, none of them have come close to
the scale, in terms of corpus size and the number of parameters, of the
largest English-language models. In this study, we present two language
models for Polish based on the popular BERT architecture. The larger
model was trained on a dataset consisting of over 1 billion polish sen-
tences, or 135 GB of raw text. We describe our methodology for collect-
ing the data, preparing the corpus, and pre-training the model. We then
evaluate our models on thirteen Polish linguistic tasks, and demonstrate
improvements over previous approaches in eleven of them.

Keywords: Language modeling · Natural Language Processing

1 Introduction

Unsupervised pre-training for Natural Language Processing (NLP) has gained
popularity in recent years. The goal of this approach is to train a model on a large
corpus of unlabeled text, and then use the representations the model generates
as an input for downstream linguistic tasks. The initial popularization of these
methods was related to the successful applications of pre-trained word vectors
(embeddings), the most notable of which include Word2Vec [30], GloVe [34], and
FastText [5]. These representations have contributed greatly to the development
of NLP. However, one of the main drawbacks of such tools was that the static
word vectors did not encode contextual information. The problem was addressed
in later studies by proposing context-dependent representations of words based
on pre-trained neural language models. For this purpose, several language model
architectures which utilize bidirectional long short-term memory (LSTM) layers
c© Springer Nature Switzerland AG 2020
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have been introduced. The popular models such as ELMo [35], ULMFiT [17],
and Flair [1], have led to significant improvements in a wide variety of linguistic
tasks. Shortly after, Devlin et al. [15] introduced BERT - a different type of
language model based on transformer [42] architecture. Instead of predicting the
next word in a sequence, BERT is trained to reconstruct the original sentence
from one in which some tokens have been replaced by a special mask token. Since
the text representations generated by BERT have proved to be effective for NLP
problems - even those which were previously considered challenging, such as
question answering or common sense reasoning - more focus has been put on
transformer-based language models. As a result, in the last two years we have
seen a number of new methods based on that idea, with some modifications in
the architecture or the training objectives. The approaches that have gained wide
recognition include RoBERTa [26], Transformer-XL [13], XLNet [47], Albert [24],
and Reformer [19].

The vast majority of research on both transformer-based language models
and transfer learning for NLP is targeted toward the English language. This
progress does not translate easily to other languages. In order to benefit from
recent advancements, language-specific research communities must adapt and
replicate studies conducted in English to their native languages. Unfortunately,
the cost of training state-of-the-art language models is growing rapidly [33],
which makes not only individual scientists, but also some research institutions
unable to reproduce experiments in their own languages. Therefore, we believe
that it is particularly important to share the results of research - especially pre-
trained models, datasets, and source code of the experiments - for the benefit of
the whole scientific community. In this article, we describe our methodology for
training two language models for Polish language based on BERT architecture.
The smaller model follows the hyperparameters of an English-language BERT-
base model, and the larger version follows the BERT-large model. To the best
of our knowledge, the latter is the largest language model for Polish available
to date, both in terms of the number of parameters (355M) and the size of the
training corpus (135 GB). We have released both pre-trained models publicly1.
We evaluate our models on several linguistic tasks in Polish, including nine from
the KLEJ benchmark [38], and four additional tasks. The evaluation covers a
set of typical NLP problems, such as binary and multi-class classification, tex-
tual entailment, semantic relatedness, ranking, and Named Entity Recognition
(NER).

1.1 Language-Specific and Multilingual Transformer-Based Models

In this section we provide an overview of models based on the transformer archi-
tecture for languages other than English. Apart from English, the language on
which NLP research is most focused currently is Chinese. This is reflected in
the number of pre-trained models available [9,15,41,46]. Other languages for
which we found publicly available pre-trained models included: Arabic [3], Dutch

1 https://github.com/sdadas/polish-roberta.

https://github.com/sdadas/polish-roberta
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[14,44], Finnish [43], French [25,29], German, Greek, Italian, Japanese, Korean,
Malaysian, Polish, Portuguese [40], Russian [23], Spanish [6], Swedish, Turkish,
and Vietnamese [31]. Models covering a few languages of the same family are also
available, such as SlavicBERT (Bulgarian, Czech, Polish, and Russian) [4] and
NordicBERT2 (Danish, Norwegian, Swedish, and Finnish). The topic of massive
multilingual models covering tens, or in some cases more than a hundred lan-
guages, has attracted more attention in recent years. The original BERT model
[15] was released along with a multilingual version covering 104 languages. XLM
[8] (15, 17 and 100 languages) and XLM-R [7] (100 languages) were released in
2019. Although it was possible to use these models for languages in which no
monolingual models were available, language-specific pre-training usually leads
to better performance. To date, two BERT-base models have been made avail-
able for Polish: HerBERT [38] and Polbert3, both of which utilize BERT-base
architecture.

1.2 Contributions

Our contributions are as follows: 1) We trained two transformer-based language
models for Polish, consistent with the BERT-base and BERT-large architec-
tures. To the best of our knowledge, the second model is the largest language
model trained for Polish to date, both in terms of the number of parameters
and the size of the training corpus. 2) We proposed a method for collecting
and pre-processing the data from the Common Crawl database to obtain clean,
high-quality text corpora. 3) We conducted a comprehensive evaluation of our
models on thirteen Polish linguistic tasks, comparing them to other available
transformer-based models, as well as recent state-of-the-art approaches. 4) We
made the source code of our experiments available to the public, along with the
pre-trained models.

2 Language Model Pre-training

In this section, we describe our methodology for collecting and pre-processing the
data used for training BERT-base language models. We then present the details
of the training, explaining our procedure and the selection of hyperparameters
used in both models.

2.1 Training Corpus

Transformer-based models are known for their high capacity [18,21], which
means that they can benefit from large quantities of text. An important step
in the process of creating a language model, therefore, is to collect a sufficiently
large text corpus. We have taken into account that the quality of the text used

2 https://github.com/botxo/nordic bert.
3 https://github.com/kldarek/polbert.

https://github.com/botxo/nordic_bert
https://github.com/kldarek/polbert
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for training will also affect the final performance of the model. The easiest way
to collect a large language-specific corpus is to extract it from Common Crawl -
a public web archive containing petabytes of data crawled from web pages. The
difficulty with this approach is that web-based data is often noisy and unrepre-
sentative of typical language use, which could eventually have a negative impact
on the quality of the model. In response to this, we have developed a procedure
for filtering and cleaning the Common Crawl data to obtain a high-quality web
corpus. The procedure is as follows:

1. We download full HTML pages (WARC files in Common Crawl), and use the
resulting metadata to filter the documents written in Polish language.

2. We use Newspaper3k4 - a tool which implements a number of heuristics for
extracting the main content of the page, discarding any other text such as
headers, footers, advertisements, menus, or user comments.

3. We then remove all texts shorter than 100 characters. Additionally, we iden-
tify documents containing the words: ‘przegl ↪adarka’, ‘ciasteczka’, ‘cookies’,
or ‘javascript’. The presence of these words may indicate that the extracted
content is a description of a cookie policy, or default content for browsers
without JavaScript enabled. We discard all such texts if they are shorter
than 500 characters.

4. In the next step, we use a simple statistical language model (KenLM [16]),
trained on a small Polish language corpus to assess the quality of each
extracted document. For each text, we compute the perplexity value and
discard all texts with perplexity higher than 1000.

5. Finally, we remove all duplicated texts.

The full training corpus we collected is approximately 135 GB in size, and
is composed of two components: the web part and the base part. For the web
part, which amounts to 115 GB of the corpus, we downloaded three monthly
dumps of Common Crawl data, from November 2019 to January 2020, and fol-
lowed the pre-processing steps described above. The base part, which comprises
the remaining 20 GB, is composed of publicly available Polish text corpora: the
Polish language version of Wikipedia (1.5 GB), the Polish Parliamentary Corpus
(5 GB), and a number of smaller corpora from the CLARIN (http://clarin-pl.eu)
and OPUS (http://opus.nlpl.eu) projects, as well as Polish books and articles.

2.2 Training Procedure

The authors of the original BERT paper [15] proposed two versions of their
transformer-based language model: BERT-large (more parameters and higher
computational cost), and BERT-base (fewer parameters, more computation-
ally efficient). To train the models for Polish language, we adapted the same
architectures. Let L denote the number of encoder blocks, H denote the hid-
den size of the token representation, and A denote the number of attention
heads. Specifically, we used L = 12,H = 768, A = 12 for the base model, and
4 https://newspaper.readthedocs.io/en/latest/.

http://clarin-pl.eu
http://opus.nlpl.eu
https://newspaper.readthedocs.io/en/latest/
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L = 24,H = 1024, A = 16 for the large model. The large model was trained on
the full 135 GB text corpus, and the base model on only the 20 GB base part. The
training procedure we employed is similar to the one suggested in the RoBERTa
pre-training approach [26]. Originally, BERT utilized two training objectives -
Masked Language Modeling (MLM), and Next Sentence Prediction (NSP). We
trained our models with the MLM objective, since it has been shown that NSP
fails to improve the performance of the pre-trained models on downstream tasks
[26]. We also used dynamic token masking, and trained the model with a larger
batch size than the original BERT. The base model was trained with a batch
size of 8000 sequences for 125 000 training steps: the large model was trained
with a batch size of 30 000 sequences for 50 000 steps. The reason for using
such a large batch size for the bigger model is to stabilize the training process.
During our experiments, we observed significant variations in training loss for
smaller batch sizes, indicating that the initial combination of learning rate and
batch size had caused an exploding gradient problem. To address the issue, we
increased the batch size until the loss stabilized.

Both models were pre-trained with the Adam optimizer using the following
optimization hyperparameters: ε = 1e−6, β1 = 0.9, β2 = 0.98. We utilized a
learning rate scheduler with linear decay. The learning rate is first increased for
a warm-up phase of 10 000 update steps to reach a peak of 7e−4, and then lin-
early decreased for the remainder of the training. We also mimicked the dropout
approach of the original BERT model: a dropout of 0.1 is applied on all lay-
ers and attention weights. The maximum length of a sequence was set to 512
tokens. We do not combine sentences from the training corpus: each is treated as
a separate training sample. To encode input sequences into tokens, we employed
SentencePiece [22] Byte Pair Encoding (BPE) algorithm, and set the maximum
vocabulary size to 50 000 tokens.

3 Evaluation

In this section, we discuss the process and results of evaluating our language
models on thirteen Polish downstream tasks. Nine of these tasks constitute the
recently developed KLEJ benchmark [38]; three of them have already been intro-
duced in Dadas et al. [12]; and the last, named entity recognition, was a part
of the PolEval5 evaluation challenge. First, we compare the performance of our
models with other Polish and multilingual language models evaluated on the
KLEJ benchmark. Next, we present detailed per-task results, comparing our
models with the previous state-of-the-art solutions for each of the tasks.

3.1 Task Descriptions

NKJP (The National Corpus of Polish (Narodowy Korpus J ↪ezyka Polskiego))
[36] is one of the largest text corpora of the Polish language, consisting of texts

5 http://2018.poleval.pl/index.php/tasks.

http://2018.poleval.pl/index.php/tasks
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from Polish books, news articles, web content, and transcriptions of spoken con-
versations. A part of the corpus, known as the ‘one million subcorpus’, contains
annotations of named entities from six categories: ‘persName’, ‘orgName’, ‘geog-
Name’, ‘placeName’, ‘date’, and ‘time’. The authors of the KLEJ benchmark
used this subset to create a named entity classification task [38]. The resulting
dataset consisted of 20 000 sentences belonging to six classes. The task is to
predict the presence and type of each named entity. Classification accuracy is
also reported.

8TAGS is a corpus created by Dadas et al. [12] for their study on the subject of
sentence representations in Polish language. This dataset was created automat-
ically by extracting sentences from headlines and short descriptions of articles
posted on the Polish social network, wykop.pl. It contains approximately 50 000
sentences, all longer than thirty characters, from eight popular categories: film,
history, food, medicine, automotive, work, sport, and technology. The task is to
assign a sentence to one of these classes in which classification accuracy is the
measure.

CBD (Cyberbullying Detection) [37] is a binary classification task, the goal of
which is to determine whether a Twitter message constitutes a case of cyber-
bullying or not. This was a sub-task of task 6 in the PolEval 2019 competition.
The dataset prepared by the competition’s organizers contains 11 041 tweets,
extracted from nineteen of the most popular Polish Twitter accounts in 2017.
The F1-score was used to measure the performance of the models.

DYK ‘Did you know?’ (‘Czy wiesz?’ ) [27] is a dataset used for the evaluation and
development of Polish language question answering systems. It consists of 4721
question-answer pairs obtained from the Czy wiesz... Polish Wikipedia project.
The answer to each question was found in the linked Wikipedia article. Rybak
et al. [38] used this dataset to devise a binary classification task, the goal of
which is to predict whether the answer to the given question is correct or not
[38]. The F1-score was also reported for this task.

PSC The Polish Summaries Corpus [32] is a corpus of manually created sum-
maries of Polish language news articles. The dataset contains both abstract
free-word summaries and extraction-based summaries created by selecting text
spans from the original documents. Based on PSC, [38] formulated a text-
similarity task [38]. They generate positive pairs by matching each extractive
summary with the two least similar abstractive ones in the same article. Nega-
tive pairs were obtained by finding the two most similar abstractive summaries
for each extractive summary, but from different articles. To calculate the simi-
larity between summaries, they used the BPE token overlap. The F1-score was
used for evaluation.

PolEmo2.0 [20] is a corpus of consumer reviews obtained from four domains:
medicine, hotels, products, and school. Each of the reviews is annotated with
one of four labels: positive, negative, neutral, or ambiguous. In general, the task
is to choose the correct label, although here two special versions of the task are
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distinguished: PolEmo2.0-IN and PolEmo2.0-OUT. In PolEmo2.0-IN, both the
training and test sets come from the same domains, namely medicine and hotels.
In PolEmo2.0-OUT, however, the test set comes from the product and school
domains. In both cases, accuracy was used for evaluation.

Allegro Reviews (AR) [38] is a sentiment analysis dataset of product reviews
from the e-commerce marketplace, allegro.pl. Each review has a rating on a five-
point scale, in which one is negative, and five is positive. The task is to predict
the rating of a given review. The macro-average of the mean absolute error per
class (wMAE) is applied for evaluation.

CDSC (The Compositional Distributional Semantics Corpus) [45] is a corpus of
10 000 human-annotated sentence pairs for semantic relatedness and entailment,
in which image captions from forty-six thematic groups were used as sentences.
Two tasks are proposed based on this dataset. The CDSC-R problem involves
predicting the relatedness between a pair of sentences, on a scale of zero to five.
In this task, the Spearman correlation is used as an evaluation measure. CDSC-
E’s task is to classify whether the premise entails the hypothesis (entailment),
negates the hypothesis (contradiction), or is unrelated (neutral). For this task,
accuracy is reported.

SICK [12] is a manually translated Polish language version of the English Natu-
ral Language Inference (NLI) corpus, SICK (Sentences Involving Compositional
Knowledge) [28], and consists of 10 000 sentence pairs. As with the CDSC
dataset, two tasks can also be distinguished here. SICK-R is the task of pre-
dicting the probability distribution of relatedness scores (ranging from 1 to 5)
for the sentence pair, in which the Spearman correlation is used for evaluation.
SICK-E is a multiclass classification problem in which the relationship between
two sentences is classified as entailment, contradiction, or neutral. Accuracy is
used once again to measure performance.

PolEval-NER 2018 [2] was task 2 in the PolEval 2018 competition, the goal of
which was to detect and assign the correct category and subcategory (if applica-
ble) to a found named entity. In this study the task was simplified, as only the
main categories had to be found. The effectiveness of the models is verified by
the F1-score measure. This task was prepared on the basis of the NKJP dataset
previously presented.

3.2 Task-Specific Fine-Tuning

To evaluate our language models on downstream tasks, we fine-tuned them sep-
arately for each task. In our experiments, we encounter three types of problem:
classification, regression, and Named Entity Recognition (NER). In classification
tasks, the model is expected to predict a label from a set of two or more classes.
Regression concerns the prediction of a continuous numerical value. NER is a
special case of sequence tagging, i.e. predicting a label for each element in a
sequence. The dataset for each problem consists of training and test parts, and
in most cases also includes a validation part. The general fine-tuning procedure



308 S. Dadas et al.

is as follows: we train our model on the training part of the dataset for a specific
number of epochs. If the validation set is available, we compute the validation
loss after each epoch, and select the model checkpoint with the best validation
loss. For datasets without a validation set, we select the last epoch checkpoint.
Then, we perform an evaluation on the test set using the selected checkpoint.

In the case of classification and regression tasks, we attach an additional
fully-connected layer to the output of the [CLS] token, which always remains
in the first position of a sequence. For classification, the number of outputs for
this layer is equal to the number of classes, and the softmax activation function
is used. For regression, it is a linear layer with a single output. The models
are fine-tuned with the Adam optimizer using the following hyperparameters:
ε = 1e−6, β1 = 0.9, β2 = 0.98. A learning rate scheduler with polynomial decay
is utilized. The first 6% of the training steps are reserved for the warm-up phase,
in which the learning rate is gradually increased to reach a peak of 1e−5. By
default, we train for ten epochs with a batch size of sixteen sequences. The
specific fine-tuning steps and exceptions to the procedure are discussed below:

Classification on imbalanced datasets - Some of the binary classification
datasets considered in the evaluation, such as CBD, DYK, and PSC, are imbal-
anced, which means that they contain significantly fewer samples of the first
class than of the second class. To counter this imbalance, we utilize a simple
resampling technique: samples for the minority class in the training set are dupli-
cated, and some samples for the majority class are randomly discarded. We set
the resampling factor to 3 for the minority class, and 1 (DYK, PSC) or 0.75
(CBD) respectively for the majority class. Additionally, we increase the batch
size for those tasks to thirty-two.

Regression - In many cases, a regression task is restricted to a specific range of
values for which the prediction is valid. For example, Allegro Reviews contains
user reviews with ratings between one and five stars. For fine-tuning, we scale
all the outputs of regression models to be within the range of [0, 1], and then
rescale them to their original range during evaluation. Before rescaling, any
negative prediction is set to 0, and any prediction greater that 1 is limited to 1.

Named entity recognition - Since sequence tagging, in which the model is
expected to generate per-token predictions, is different from simple classifica-
tion or regression tasks, we decided to adapt an existing named entity recogni-
tion approach for fine-tuning using our language models. For this purpose, we
employed a method from Shibuya and Hovy [39], who proposed a transformer-
based named entity recognition model with a Conditional Random Fields (CRF)
inference layer, and multiple Viterbi-decoding steps to handle nested entities. In
our experiments, we used the same hyperparameters as the authors.

3.3 Results and Discussion

In this section, we demonstrate the results of evaluating our language mod-
els on downstream tasks. We repeated the fine-tuning of the models for each
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Table 1. Results on the KLEJ benchmark.

Model Average NKJP CDSC-E CDSC-R CBD PE2-I PE2-O DYK PSC AR

Base models

mBERT 79.5 91.4 93.8 92.9 40.0 85.0 66.6 64.2 97.9 83.3

SlavicBERT 79.8 93.3 93.7 93.3 43.1 87.1 67.6 57.4 98.3 84.3

XLM-100 79.9 91.6 93.7 91.8 42.5 85.6 69.8 63.0 96.8 84.2

XLM-17 80.2 91.9 93.7 92.0 44.8 86.3 70.6 61.8 96.3 84.5

HerBERT 80.5 92.7 92.5 91.9 50.3 89.2 76.3 52.1 95.3 84.5

XLM-R base 81.5 92.1 94.1 93.3 51.0 89.5 74.7 55.8 98.2 85.2

Polbert 81.7 93.6 93.4 93.8 52.7 87.4 71.1 59.1 98.6 85.2

Our model 85.3 93.9 94.2 94.0 66.7 90.6 76.3 65.9 98.8 87.8

Large models

XLM-R large 87.5 94.1 94.4 94.7 70.6 92.4 81.0 72.8 98.9 88.4

Our model 87.8 94.5 93.3 94.9 71.1 92.8 82.4 73.4 98.8 88.8

task five times. The scores reported are the median values of those five runs.
Table 1 demonstrates the evaluation results on the KLEJ benchmark, in com-
parison with other available Polish and multilingual transformer-based models.
The results of other approaches are taken from the KLEJ leaderboard. We split
the table into two sections, comparing the BERT-base and BERT-large archi-
tectures separately. We can observe that there is a wider selection of base mod-
els, and most of them are multilingual, such as the original multilingual BERT
(mBERT) [15], SlavicBERT [4], XLM [8], and XLM-R [7]. The only models pre-
trained specifically for Polish language are HerBERT [38] and Polbert. Among
the base models, our approach outperforms others by a significant margin. In
the case of large models, only the XLM-RoBERTa (XLM-R) pre-trained model
has been available until now. XLM-RoBERTa is a recently published multilin-
gual transformer trained on 2.5 TB of data in 100 languages. It has been shown
to be highly competitive against monolingual models. A direct comparison with
our Polish language model demonstrates a consistent advantage of our model -
it has achieved better results in seven of the nine tasks included in the KLEJ
benchmark.

Table 2 shows a more detailed breakdown of the evaluation results, and
includes all the tasks from the KLEJ benchmark, and four additional tasks:
SICK-R, SICK-R, 8TAGS, and PolEval-NER 2018. For each task, we define the
task type (classification, regression, or sequence tagging), the metric used for
evaluation, the previous state-of-the-art, and our results including the absolute
difference to the SOTA. The competition between XLM-R and our large model
dominates the results, since both models have led to significant improvements
in linguistic tasks for Polish language. In some cases, the improvement over pre-
vious approaches is greater than 10%. For example, the CDB task was a part
of the PolEval 2019 competition, in which the winning solution by Czapla et
al. [10] achieved an F1-score of 58.6. Both our model and the XLM-R large
model outperform that by at least twelve points, achieving an F1-score of over
70. The comparison for the named entity recognition task is also interesting.
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Table 2. Detailed results for Polish language downstream tasks. In some cases, we
used the datasets and task definitions from the KLEJ benchmark, which are different
from the original tasks they were based on (they have been reformulated or otherwise
modified by the benchmark authors). We denote such tasks with (KLEJ). The abbre-
viated task types are: C - classification, R - regression, and ST - sequence tagging.

Task Metric Previous SOTA Base model Large model

Multi-class classification

NKJP (KLEJ) C Accuracy XLM-R large [7] 94.1 93.9 (−0.2) 94.5 (+0.4)

8TAGS C Accuracy ELMo [12] 71.4 77.2 (+5.8) 80.8 (+9.4)

Binary classification

CBD C F1-score XLM-R large [7] 70.6 66.7 (−2.9) 71.1 (+0.5)

DYK (KLEJ) C F1-score XLM-R large [7] 72.8 65.9 (−6.9) 73.4 (+0.6)

PSC (KLEJ) C F1-score XLM-R large [7] 98.9 98.8 (−0.1) 98.8 (−0.1)

Sentiment analysis

PolEmo2.0-IN C Accuracy XLM-R large [7] 92.4 90.6 (−1.8) 92.8 (+0.4)

PolEmo2.0-OUT C Accuracy XLM-R large [7] 81.0 76.3 (−4.7) 82.4 (+1.4)

Allegro Reviews R 1-wMAE XLM-R large [7] 88.4 87.8 (−1.0) 88.8 (+0.4)

Textual entailment

CDSC-E C Accuracy XLM-R large [7] 94.4 94.2 (−0.2) 93.3 (−1.1)

SICK-E C Accuracy LASER [12] 82.2 86.1 (+3.9) 87.7 (+5.5)

Semantic relatedness

CDSC-R R Spearman XLM-R large [7] 94.7 94.0 (−0.7) 94.9 (+0.2)

SICK-R R Spearman USE [12] 75.8 82.3 (+6.5) 85.6 (+9.8)

Named entity recognition

Poleval-NER 2018 ST F1-score Dadas [11] 86.2 87.9 (+1.7) 90.0 (+3.8)

The previous state-of-the-art solution by Dadas [11] is a model that combined
neural architecture with external knowledge sources, such as entity lexicons or
a specialized entity linking module based on data from Wikipedia. Our lan-
guage model managed to outperform this method by 3.8 points without using
any structured external knowledge. In summary, our model has demonstrated
an improvement over existing methods in eleven of the thirteen tasks.

4 Conclusions

We have presented two transformer-based language models for Polish, pre-
trained using a combination of publicly available text corpora and a large col-
lection of methodically pre-processed web data. We have shown the effectiveness
of our models by comparing them with other transformer-based approaches and
recent state-of-the-art approaches. We conducted a comprehensive evaluation
on a wide set of Polish linguistic tasks, including binary and multi-class classifi-
cation, regression, and sequence labeling. In our experiments, the larger model
performed better than other methods in eleven of the thirteen cases. To acceler-
ate research on NLP for Polish language, we have released the pre-trained models
publicly.
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Abstract. Learning deep neural networks requires huge hardware
resources and takes a long time. This is due to the need to process
huge data sets multiple times. One type of neural networks that are
particularly useful in practice are denoising autoencoders. It is, there-
fore, necessary to create new algorithms that reduce the training time
for this type of networks. In this work, we propose a method that, in
contrast to the classical approach, where each data element is repeatedly
processed by the network, is focused on processing only the most diffi-
cult to analyze elements. In the learning process, subsequent data may
lose their significance and others may become important. Therefore, an
additional algorithm has been used to detect such changes. The method
draws inspiration from boosting algorithms and drift detectors.

Keywords: Denoising autoencoders · Artificial neural networks · Drift
detectors.

1 Introduction

In recent years, we can easily observe the rapid development of deep learning
techniques. This mainly applies to various types of neural networks. Among
the most popular techniques are convolutional neural networks [26], which are
often used to images analysis; recursive neural networks, commonly used, among
others, to natural language processing [40]; or restricted Boltzman machines used
for density estimation or detection of changes in incoming data [21]. Less popular
techniques, like spiking neural networks, are also developing significantly [28].

Much attention should be paid to autoencoders, which are a special type of
neural networks. Their task is to recreate at the output the information given at
the input. Depending on the application, several types of autoencoders are dis-
tinguished, such as sparse, contrastive, variational, and denoising autoencoders.
In this work, we will focus on denoising encoders. This means that noisy data
elements are fed to the autoencoder input, and at the output, we expect to
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receive noise-free information. This approach is particularly useful in working
with missing and uncertain data.

A spectacular performance deep neural networks in solving speech and image
processing problems, have made both researchers and companies pay special
attention to them. However, training such models require the collection of huge
amounts of data, and the learning process, epoch after epoch, makes that data
are processed many times. As a result, training deep models requires both a lot
of time and computers with sufficient computing power [1,18,24,27].

On the other hand, the problem of analysis of the huge amounts of data,
so-called Big Data analysis (BDA), has become a separate research field [25].
Among the various approaches, one of the most promising is data stream min-
ing (DSM). This approach requires that the data are not stored in the system
but are processed as soon as arrive from the stream, and next, forgotten as
soon as possible. Another important condition is to ensure that the algorithm
can respond immediately, regardless of the rate at which data elements arrive.
Therefore, it is not recommended to use long-term learning processes, such as
epoch learning of neural networks. The last but not least feature of DSM is the
ability of algorithms to detect and react to changes in the environment. This
phenomenon is called concept-drift. Data stream mining can be applied in many
fields, i.e. iterative learning control [35,36].

DSM algorithms can be divided by the way they process data. The on-line
algorithms process single data elements immediately after arrival. This group
includes, among others, the classification [20,32,33,39], regression [10,11,19,31]
and density estimation algorithms [13]. This approach is also used in other, more
complex systems [43]. Another approach is to process data chunks. This method
is often combined with ensembles of classifiers [9,12]. There are also solutions
based on storing in memory only a constant number of recently arrived data
elements. This approach is called sliding windows [3].

We can also divide these algorithms by the way they react to concept drift.
We distinguish a passive and active approach here. The passive approach is based
on the self-adaptation of the model to changes in the environment through its
continuous learning. In an active approach, the algorithm indicates the moment
when the concept changed and then tries to create a new model that will be bet-
ter adapted to the new environment. The change detection mechanism is called
the drift detector (DD). The other approach to detecting changes is proposed in
[34,37].

In the classic approach of neural network training, data from the training set
are divided into batches and given into the network’s input. After forward prop-
agation, the network error is calculated and propagated backward, to change the
values of the weights. Such a process is sometimes unfavorable, as the processing
of data elements that do not tune the network takes the same amount of time
as the processing of important data (i.e. those that have the greatest impact
on the learning process). Work [8] shows how we can select subsets of training
data so that the network can learn from the most important data. In contrast
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to this work, which focuses only on the classification task, we concentrate now
on applying this method to learning the denoising autoencoders.

The rest of the paper is divided into the following sections. In Sect. 2 recent
works on autoencoders and drift detectors are presented. Section 3 describes the
proposed algorithm. The simulation results are presented in Sect. 4. Finally, the
conclusions are given in Sect. 5.

2 Related Works

One of the most interesting structures applicable to unsupervised learning are
autoencoders [2], which learn how to reconstruct original data. In [7] the authors
presented a denoising autoencoder that extracts features from data with noise.
In [16] the authors proposed a convolutional denoising autoencoder to process
medical images. In [42] an application of denoising autoencoders to the recom-
mender system is presented. Solving the problem of single-channel audio signal
separation is considered [17]. In [41] the authors apply autoencoders to improve
electricity price forecasting.

One of the most important tools developed within SDM is the drift detector.
Several approaches are proposed in the literature. The Drift Detection Method
(DDM) [14] monitors the correctness of classification by the current model.
Treating observations as a result of Bernoulli trials, the authors propose a sta-
tistical test to inform about warning or alarm state. In paper [15] the authors
propose the Adaptive Random Forests algorithm, which combines classical ran-
dom forest procedure with Hoeffding’s decision trees. To react to changes in data
stream, a procedure based on the ADWIN algorithm [3] and the Page-Hinkley
test [30] can be applied. In [5], the authors proposed the WSTD algorithm, which
applied the Wilcoxon rank-sum statistical test to improve false positive detec-
tion. In [6], the authors proposed computing multiple models explanations over
time and observing the magnitudes of their changes.

It should also be noted that several authors tried to merge the fields of deep
learning and data stream mining. In [4] the authors combined the evolving deep
neural network with the Least Squares Support Vector Machine. Deep neural
networks were also successfully applied in semi-supervised learning tasks in the
context of streaming data. It was demonstrated how such structures can be
used for online learning from data streams. In [29] the Deep Hybrid Boltzmann
Machines and Denoising Autoencoders were proposed. In [38] the idea was to
train the Deep Belief Network in an unsupervised manner based on the unla-
beled data from the stream. Then, few available labeled elements were used to
occasionally fine-tune the model to the current data concept. In [21] and [22] the
authors proposed to apply the RBM as a concept drift detector. It was demon-
strated that the properly learned RBM can be used to monitor possible changes
in the underlying data distribution. This method was further analyzed from the
resource-awareness perspective in [23].
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3 The BBTADD Algorithm for Denoising Autoencoders

The approach presented in this paper is mainly based on the BBTA algorithm
proposed in [8].

Let T be a training set consisting of N elements, where each of them is
d-dimensional feature vector Xi for i = 1, . . . , N , i.e.

T = {Xi|i = 1, . . . , N,Xi ∈ A}, (1)

where A is a d-dimensional feature space. Moreover, a new factor has been added
to each element describing a probability of drawing (pod) from the stream.

TS = {(Xi, vi)|Xi ∈ T, vi ∈ (0, 1)}. (2)

Through subsequent, independent draws of elements from the set TS , we can
create a data stream St as follows

St = (Y1, . . . , Yt|Yi = (Xji , cji), 1 ≤ i ≤ t, 1 ≤ ji ≤ N), (3)

where t is an index of the last element coming from the stream.
The denoising autoencoder is a function mapping from set A to itself, f :

A → A. Without loss of generality, we can assume that the autoencoder consists
of l layers. Then the function f can be expressed in the following way

f(X) = φl ◦ φl−1 ◦ · · · ◦ φ1(X), (4)

where X is the input vector. A single layer φj : Zj−1 → Zj, where j = 1, . . . , l,
Zj is an Nj dimensional space of (j − 1)-th layer output values, Z0 = Zl = A,
can be defined as follows

φj(z) = [ρ1j (
∑Nj−1

i=1 wi,1zi + b1), . . . , ρ
Nj

j (
∑Nj−1

i=1 wi,Nj
zi + bNj

)] (5)

where z = [z1, . . . , zNj
] ∈ Zj−1, wi,m is a weight between the i-th neuron of

the (j − 1)-th layer and the m-th neuron of the j-th layer, ρmj is an activation
function for the m-th neuron on the j-th layer and bm is the bias for the m-th
neuron.

The classic approach to learning multidimensional neural networks involves
updating weights according to the following formula

wi,m := wi,m − η
∂L

∂wi,m
, (6)

where η > 0 is the learning rate and L is a loss function.
In [8], three methods of determining vi value were proposed. In our work

we will use the NLB approach. First, the temporary values vi are determined
according to the following formula

v′
i = tanh(L(Xi))/Mi, (7)
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where Mi indicates the number of times the i-th data element was drawn in the
past. In consequence, big values of loss function give high index of drawing this
element, close to 1, and the small ones close to 0.

Next, as values v′
i are not probability mass function (since they do not have

to sum up to 1), they are normalized after processing the whole mini-batch in
the following way

vi =

{
v′
i/Z, for xi ∈ B

vi/Z, for xi ∈ T\B
(8)

where Z is a normalization factor, given as

Z =
∑

{v′
i|Xi∈T}

v′
i. (9)

After processing one mini-batch of data, another one is generated and the
procedure is repeated until the stopping condition is fulfilled.

Changing the weights of the network only according to elements that are not
well classified can lead to network untune, which means to misclassifying ele-
ments that previously processed correctly. Another threat is the fact that con-
stantly analyzing the same data can lead to network overfitting. Consequently,
an important element of the algorithm is the drift detector, which allows indi-
cating a moment since when elements draw according to the current pod values
do not affect the learning process well.

As in [8], we used the CuSum algorithm as a drift detector, given by the
following formula

Cus0 = 0, (10)
Cusi = max(0, Cusi−1 + L(Bi−1) − L(Bi) − α), (11)

for i = 1, 2, . . . , where L(Bi) is a value of the loss function in the i-th mini-bath
and α is a fixed parameter. The drift is detected when Cusi exceeds the value
of the threshold λC .

The summary of the BBTADD algorithm is presented in Algorithm1.

4 Experimental Results

In this chapter, the application of the algorithm described in Sect. 3 is tested for
autoencoders training. To this end, the MNIST data set is used. The training
set consists of 60 000 elements representing hand-drawn numbers. The test set
has 10 000 elements. The performance of the proposed method will be compared
with the performance of the autoencoder trained by the classical approach.

To perform the simulations, a convolution neural network consists of 9 layers
was used. The first 5 layers are convolution and max-pooling layers, alternately
placed. The convolution layers consist of 16, 8, and 8 filters, respectively. Next,
the two alternately arranged deconvolution and upsampling layers are placed.
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Input: S - data stream, M - batch size, α, λC

1 CuSum = 0 ;
2 Collect a new batch B from the stream S;
3 for every data element in B do
4 Increase counter of drawn of the current element;
5 Train the network on current element;
6 Compute loss function for a current element;
7 Update vi according to (7)

8 for every data element in T do
9 Update pods according to (8)

10 Compute loss function on a validation set;
11 Update CuSum according to (10);
12 if CuSum > λC then
13 Reinitialize pod’s values;
14 Return to line 1 ;

15 else
16 Return to line 2 ;

Algorithm 1: The BBATDD algorithm.

The deconvolution layers consist of 8 and 1 filters, respectively. The sizes of
the filters in all convolution and deconvolution layers was set to 3 on 3, and in
pooling and upsampling to 2 on 2. The relu activation function was used. The
diagram of the network is presented in Fig. 1.

Fig. 1. Convolutional autoencoder

The first experiment presents a comparison of the network training in a classic
way and using the BBTADD algorithm. The size of the batches used during
training was set to 128 elements. The classical network has been trained by 100
epochs, which is equivalent to 46,875 batches used for learning the BBTADD
algorithm. Figure 2 shows the loss function obtained for both approaches on
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the test set. The loss function used during training is binary cross-entropy. It
can be easily seen that the value of the loss function for the proposed algorithm
decreases faster compared to the classical approach.

Fig. 2. The loss function computed on the test set for subsequent batches

An example of denoising images obtained by using the classic approach and
the BBTADD algorithm is shown in the Figs. 3 and 4, respectively.

Fig. 3. The original and denoised images by the classic autoencoder

Fig. 4. The original and denoised images by the BBTADD algorithm

The next experiment was a comparison of the performance of the proposed
algorithm trained on different batch sizes. For this purpose, the number of ele-
ments in a batch was set to 128, 256, 512, and 1024. The values of the loss func-
tion for these simulations are presented in Fig. 5. It shows that smaller batch
sizes allow for greater accuracy. On the other hand, it is also important to com-
pare the training time for different batch sizes. Calculations on larger batches
are faster. For batches from 128 to 1024, they take 2555, 1311, 719, and 1024 s,
respectively.
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Fig. 5. The loss function values for the BBTADD algorithm trained with different sizes
of batches

5 Conclusions

This paper explores the possibility of training autoencoders by selecting certain
subsets of data from the training set. The carried out simulations showed the use-
fulness of the proposed method. The values of the loss function decreased faster
than in the case of autoencoders trained classically. The effects of noise reduction
on the image data were satisfactory. In the future, the proposed method will be
used to train deeper models as well as it will be applied to other types of data.
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Abstract. Web-based device fingerprints (also known as browser fingerprints) are
designed to identify the user without leaving a trace in the form of cookies. Some
institutions believe that this technique violates the privacy of Internet users; how-
ever, it allows for an effective fight against fraudsters generating abusive traffic,
which brings losses in Internet advertising. Acquiring the parameters that make
up a device fingerprint is rather easy as it is done using JavaScript. Most available
parameters, however, do not allow for a clear distinction between users or change
quite often over time and are therefore considered unstable. This paper presents an
algorithm for searching similar web-based device fingerprints, taking into account
changing, unstable parameters obtained from the browser and HTTP headers. The
presented algorithm is based on the LSH (Locality-Sensitive Hashing) algorithm,
which is commonly used to quickly search for similar documents. The effective-
ness of the algorithm performance has been checked by using a database of several
thousand visits to various websites.

Keywords: Web-based device fingerprint · Browser fingerprint ·
Locality-Sensitive Hashing

1 Introduction

By using the HTTP mechanism - the so-called cookies, i.e. the ability to store certain
information on the client’s computer – it is rather easy to identify the user by giving them
a unique identifier. Many websites tracking their users use this technique, among other
things, to keep track of their current interests and to adjust relevant advertising themes.
Nowadays, there is a growing emphasis on privacy, and users are increasingly aware of
the possibility of being tracked. This information is provided by thewebsites themselves,
which have been forced to provide information about the use of cookies. There are a
number of tools that block user tracking. However, apart from obvious privacy issues,
user identification has positive applications. Internet advertising is repeatedly abused in
connectionwith the generation of Internet abusive traffic. Thismost oftenmanifests itself
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in the generation of unnatural clicks, advertisement displays or an automatic entering
of personal data into contact forms. Cookies are the easiest method of tracking a user
on the Internet and at the same time the easiest one to avoid. Therefore, other methods
are used to identify the user online. One method is to generate a so-called web-based
device fingerprint (or browser fingerprint), which attempts to identify the user’s device
and browser on the basis of the unique properties and parameters of the browser. Among
the parameters that are obtained are the name and version of the browser and of the
operating system, screen information, system font set, canvas fingerprint, HTTP headers,
WebGL fingerprint, AudioContext fingerprint, timezone, languages set in the browser,
information about installed plug-ins and many others.

The challenge of generating a device fingerprint is to balance fingerprint featureswith
regard to their diversity and stability. The more features are used to create a fingerprint,
the more likely it is that all data records will be different. The more traits are used, the
more likely it is that individual parameter values will change, thus affecting the stability
of a fingerprint. In practice, the values of some features naturally tend to change over
time. This is due to browser or operating system updates, installation of new fonts or
plugins. Therefore, in most cases, a high level of feature variation reduces the stability. A
high level of stability can often only be achieved by including as few features as possible.
As far as fingerprint extraction is concerned, it is necessary to find a compromise between
diversity and stability.

There are many studies in the literature which describe new methods of obtaining
parameters improving the determination of the uniqueness of a given device. At the
same time, many organizations (including browser manufacturers) are announcing that
the possibility of user identification through fingerprinting mechanisms will be limited.
There are also tools available that hinder the process of acquiring parameter values that
make up the device fingerprint [8]. One of the first descriptions of the browser fingerprint
identification technique appeared in 2011 [3]. The authors proved that by using only a
few parameters, such as part of the IP address, font list, time zone, and screen resolution,
they were able to discern most users of popular browsers. A major breakthrough was the
introduction of canvas fingerprint [4], which based its operation on generating images
using the possibilities offered by HTML5. It turns out that graphic processing units
generate images in different ways. This allows for a relatively good identification of
the user’s browser. A similar principle is used to gen-erate AudioContext fingerpint,
where it is a property of machine’s audio stack itself. This is conceptually similar to
canvas fingerprinting: audio signals processed on dif-ferent machines or browsers can
vary slightly due to hardware or programming dif-ferences between machines, while the
same combination of a machine and browser will still give the same output.

There are a number of studies and compilations providing information concerning
the analysis of parameters constituting device fingerprints [5, 6]. One of the most recent
studies [1] describes in quite a detailed way the capabilities of the acquired data and the
usefulness of creating unique identifiers for browsers. It also contains information about
the stability of particular parameters during the tests carried out on working websites.
A quite interesting observation from the conducted research is the fact that the stability
of collected parameters is maintained for an average of 6 days. However, individual
parameters may change earlier.
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Another problem is storing such a large and diverse amount of data. For the purpose
of a quick search for similar fingerprints, their values are stored in a database in the form
of hashes (generated, for example, by the SHA1 algorithm). A pair of fingerprints is
considered identical when their hashes are the same. Unfortunately, a change of at least
one parameter forming a fingerprint causes the whole hash to change.

The conclusions from the studies described above and the access to several thousand
data collected from different types of websites have prompted the author to develop an
algorithm that could allow for a comparison of device fingerprints, taking into account
parameter changes occurring in particular parameters. The algorithm is based on the
popular and fast Locality-Sensitive Hashing (LSH) similar documents search algorithm.
The parameters were divided in terms of stability into two groups: one with low or no
variability at all and the other with high variability. The algorithm consists of two parts:

– Search for fingerprints potentially similar to the tested fingerprint by using the first
group of stable parameters.

– The fingerprints obtained in the search described in the previous point are then
searched for target fingerprints using the values of the unstable group parameters.
This is done with a much greater degree of probability that the two fingerprint pairs
are similar to each other.

The paper presents experimental studies showing the influence of the values of
different parameters of the LSH algorithm on the search results, the selection of their
optimal values and a comparison with the results obtained from the search conducted
using hashing.

The article is divided into the following sections where Sect. 2 describes the LSH
algorithm and details of device fingerprinting. Section 3 presents the algorithm for
generating and searching for fingerprints. The next section presents the results of the
algorithm’s performance. The paper ends with conclusions.

2 Algorithms Used in the Research

2.1 Locality-Sensitive Hashing

The main task of the Locality-Sensitive Hashing (LSH) algorithm is to quickly compare
documents in terms of their contents. The LSH algorithm consists of three steps:

– transforming the document into a set of characters of length k (the shingling method,
also known as k-shingles or k-grams method),

– compressing the shingles set using the “minhashing” method, so that the similarity of
the base sets of documents in their compressed versions can still be checked.

– the LSH algorithm, which allows us to find the most similar pairs of documents or all
pairs that are above some lower bound in similarity.

Shingling is an effective method of representing a document as a set. To generate
the set, we need to select short phrases or sentences from the document, the so-called
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shingles. This causes documents to have many common elements in their sets even if
the sentences appear in documents in a different order.

The next step consists in creating the so-called characteristic matrix, where the
columns contain sets of shingles of individual documents, and the consecutive lines
correspond to individual shingles. In the matrix cells at the intersection of row i and
column j there is value 1 in the case of the i-th shingle in the j-th document.

The idea of hashing is to convert each document to a small signature using hashing
functionH. If d stands for a document, thenH(d) stands for the signature. TheH function
should be selected so that if the similarity of sim(d1, d2) is high, then the probability that
H (d1) = H (d2) would also be high. If the similarity of sim(d1, d2) is small, then the
probability thatH (d1) = H (d2)would be low. In the case when the well-known Jaccard
similarity index is used, then MinHash is an appropriate hash function.

In theMinHash algorithm a so-called SIG signaturematrix is createdwith the dimen-
sions m× n, where each of the m documents corresponds to n signatures. The matrix is
calculated by performing random and independent n permutations ofm rows of the char-
acteristic matrix. The MinHash value for the column of the j-th document is the number
of the first row (in the order resulting from the permutations), for which this column has
value 1. These calculations are time-consuming, therefore instead of selecting random
n row permutations, random n hash functions h1, h2, . . . , hn are selected. The signature
matrix is built taking into account each row in the given order. Let SIGk,j be an element
of the signature matrix for the k-th hash function and column j of document dj. Initially,
set SIGk,j to ∞ for all values of k and j. For each row i from the signature matrix, follow
these steps:

1. Calculate h1(j), h2(j), . . . , hn(j).
2. For each column j, check if there is 1 in row i. If yes, then for each k = 1, 2, . . . , n,

set SIGk,j = min
(
SIGk,j, hk(j)

)
.

The idea of the LSH algorithm allows to check similarity of two elements. As a
result of its operation, information is returned whether the pair forms a so-called “candi-
date pair”, i.e. whether their similarity is greater than a specified threshold t (similarity
threshold). Any pair that hashed to the same bucket is considered as a “candidate pair”.
Dissimilar pairs that do hash to the same bucket are false positives. On the other hand,
those pairs, which despite being similar do not hash to the same bucket under at least
one of the hash functions, are false negatives.

A possible approach to the LSH algorithm is to generate hashes for elements several
times. For this purpose a suitable signature matrix can be generated:

1. The signature matrix is divided into b bands, and each band is divided into r rows.
2. For each band, pairs of columns that have the same values are checked. If there is

such a pair in one band, it becomes a candidate pair and is thrown into the bucket.
3. Parameters b and r should be selected so as to find as many similar pairs as possible,

but at the same time as few false positives and false negatives as possible.
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If s is the Jaccard similarity index between a pair of documents, the probability that
they are a one-candidate pair equals:

pc = 1 − (
1 − sr

)b
, (1)

where s is the Jaccard similarity coefficient defined by the following formula:

s = |d1 ∩ d2|
|d1 ∪ d2| (2)

for two documents d1 and d2. A detailed description of particular parts of the LSH
algorithm can be found in a number of works including [2].

2.2 Device Fingerprint

Fingerprint is generated on the basis of the parameters provided by a browser and on
the basis of hardware capabilities of the device. This operation requires analysis of
the JavaScript language of many web browsers, including those running on mobile
devices. The algorithm for generating a unique fingerprint identifier given to identify the
browser and the device on which the browser is operating consists in collecting as many
parameters as possible the browser’s API and performing the hash function on them. It
is assumed that the generated hash should be unique enough to distinguish between the
devices used.

To quantify the level of identifying information in a fingerprint is used the entropy.
The higher the entropy is, the more unique and identifiable a fingerprint will be. Let
H be the entropy, X – a discrete random variable with possible values {x1, . . . , xn} and
P(X ) - a probability mass function. The entropy follows this formula:

H (X ) = −
∑

i
P(xi)logbP(xi). (3)

For b = 2 it is the Shannon entropy and the result is in bits. One bit of entropy
reduces by half the probability of an event occurring.

A device fingerprint is created frommany different parameters with a varied number
of bits of the entropy. For the tests carried out in this work, the set presented in Table 1
was downloaded from the browser. The data was obtained from 80,000 different devices
from which the users accessed different websites. The table does not include parameters
with entropy below 0.1. Some parameters, such as screen_id andUser-agentwere broken
down into individual elements. For screen_id it is width, height, available_width and
available height. In the case of User-agent the whole sequence was divided into elements
starting with prefix ua. The parameters were divided into two groups: group 1 – stable
parameters, which do not get changed naturally and group 2 – parameters which get
changed naturally (unstable).
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Table 1. Device fingerprint obtainable features

Feature No. of
bits of
entropy

Group Feature No. of
bits of
entropy

Group

device_memory 1.84 1 browser_plugins_hash 1.59 2

do_not_track_val_id 0.39 1 user-agent 9.80 –

fonts 3.15 1 br_version 3.08 2

audio_params_id 0.98 1 os_version 3.59 2

webgl_vendor_id 1.84 1 app_version 9.79 2

webgl_renderer_id 6.99 1 platform 1.74 1

logic_cores 1.64 1 ua_device_brand_name 2.52 1

platform_id 1.74 1 ua_device_model 4.88 1

timezone 0.43 1 ua_client_name 2.17 1

app_version_id 9.79 1 ua_client_version 4.03 2

touch_enabled 1.00 1 ua_client_type 0.41 1

max_touch_points 1.28 1 ua_device_type 1.34 1

screen_id 5.87 – ua_device_brand 2.52 1

width 3.83 2 ua_device_code 5.07 1

height 4.50 2 ua_os_name 1.21 1

av_width 3.96 2 ua_os_version 3.42 1

av_height 5.33 2 ua_preferred_client_name 2.56 1

adblock_enabled 0.59 1 ua_preferred_client_version 4.31 2

canvas_2d_fingerprint 6.34 1 ua_preferred_client_type 0.25 1

3 Proposed Algorithm

Commonly used algorithms used for generating device fingerprint [6, 7] generate a
unique fingerprint identifier in the form of a hash, which is an alphanumeric sequence
of a fixed length. To this end is used a hash function which generates a short hash as
an identifier of a large set of data. Two identical sets of data always generate the same
hash value. The prerequisite for selecting a new hash function is to check whether the
same hash value exists for different datasets. The identifiers created in this way make
it impossible to quickly compare them with each other instead of comparing the data
set values. However, commonly used hash functions have one disadvantage, i.e. even a
small change of one parameter generates a completely different hash value. In the case
of a device fingerprint, many of the values that make up a fingerprint are variable over
the length of time during which a given device or browser is used, and they, for instance,
include screen sizes or software versions. The purpose of this paper is to try to find such
a method of fingerprint encoding so that it would be possible to efficiently determine the
similarity of two fingerprints despite minor parameter changes. This in turn will make it
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possible to identify the browser as the same even if there are changes in the parameters
during subsequent visits to the website.

The algorithm is based on the LSH and uses the possibility of adjusting the similarity
probability value of two documents. This algorithmneeds to have the following operating
parameters adjusted – the number of bands b and the resulting number of rows r. The
adjustment of these values results from the adopted number of MinHash signatures n
encoding the documents and similarity threshold t.

For a given number of signatures n, the choice of b and r depends on value s calculated
by using formula (2), following the algorithm:

1. Prepare the signature matrix SIG for a given value of MinHash n.
2. Determine the similarity threshold t.
3. Establish the proportions in the form of weights wfp and wfn between the number of

false positive and false negative samples among the candidate pairs. The following
condition needs to be met wfp,wfn ∈ (0, 1) and wfp + wfn = 1.

4. For each possible pair combination b, r find the optimal pair bt, rt for which the
weighted total of the probability value of false positive and false negative samples:

pfp(t, b, r) =
∫ t

0
1 − (

1 − sr
)b
ds (4)

and

pfn(t, b, r) =
∫ 1

t
1 − (

1 − sr
)b
ds (5)

will be the smallest:

bt, rt = argmin
b = 1, . . . , n
r = 1, . . . , n/b

(
wfppfp(t, b, r) + wfnpfn(t, b, r)

)
(6)

In the proposed algorithm the fingerprint parameters need to be divided into the
stable and unstable ones (see Sect. 2.2). The algorithm is created following the steps
presented below:

1. Prepare two sets of parameters: stable ones fs and unstable ones fn.
2. Determine the number of signatures for stable and unstable ns and nn respectively.
3. Determine the similarity thresholds ts and tn.
4. Create two signature matrixes: SIGs and SIGn.

In order to find fingerprints similar to fingerprint fq the following steps need to be
carried out:

1. Start the LSH algorithm using the stable parameters to find similar candidate pairs
fqs:
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fqs = LSH
(
SIGs

(
fq

)
, SIGs(fs), ts

)
(7)

where: SIGs
(
fq

)
, SIGs(fs) – signature matrix values for stable parameters obtained for

the parameters of fingerprint fq and fs.

2. Having found fingerprints fqs do one more search for similar fingerprint, but this
time using unstable parameters:

fqn = LSH
(
SIGn

(
fq

)
, SIGn(fs), tn

)
(8)

where: SIGn
(
fq

)
, SIGn(fs) – signature matrix values for unstable parameters obtained

for the parameters of fingerprints fq and fs.

3. Return obtained similar fingerprints fqn.

4 Study Results

The study was carried out on the authentic data collected by a specially prepared script
run in the browser during the visits made to the website. The script collected data from
26 websites of various types (Internet shops, loan companies, advertising companies,
banks and others) for 3months. During this period of time several hundred thousand data
of different browsers were collected. Using cookies it was possible to identify further
visits made by the same users. Thanks to this, it was possible to monitor the changes in
the parameters of the browsers. For the study, the data were selected from those persons
where the changes occurred in 6, 7 or 8 cases during all the visits made. The most
frequent changes occurred in the parameters listed in Table 1 as the second group.

According to the algorithm presented in Sect. 3, for the first group of parameters fs
(the stable ones) the search for similar parameters using the LSH algorithm working on
the values of the SIGs matrix with the number of signatures ns = 128 and the similarity
threshold ts = 1 were applied. For the obtained candidates fqs the LSH algorithm was
applied once again in the second group of parameters fn (the unstable ones). In this step of
the algorithm a number of experiments were carried out where the number of signatures
nn of the MinHash algorithm and the similarity threshold tn were changed. Precision
and recall measures were used as a measure of the effectiveness of the conducted studies
[14]. Precision is the ratio of the number of correctly classified data to the total number
of irrelevant and relevant data classified:

precision = tp

tp + fp

and recall is the ratio between the number of data that are correctly classified to the total
number of positive data:

recall = tp

tp + fn
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where tp– true positive, fp– false positive, fn – false negative and they can be derived from
a confusion matrix [14]. The effectiveness of the algorithm performance was analyzed
on 100 randomly selected users. The test consisted in determining whether despite the
changes occurring in the fingerprint parameters assigning a particular visit to the user
that had actually made it (repeat visits) was correct. The obtained precision and recall
values are presented in Tables 2 and 3.

For the same data, the method of generating the hash from the acquired parameters
was also used. The search for identical devices is therefore a search for identical hash
values. In this experiment the obtained values were: precision = 0.53 and recall = 0.13.

InTables 2 and 3 the resultswith better precision and recall values than those obtained
using only hashes were marked in bold. When analyzing the results one can see that the
best results of the comparison of the devices can be obtained for tn = 1, 0.9 or 0.8 and
nn = 8.

Table 2. Precision for different probabilities of similarity tn and MinHash value nn.

tn nn

2 4 8 16 24 32 48 64 96 128

1 0.50 0.52 0.56 0.56 0.57 0.58 0.58 0.58 0.59 0.59

0.9 0.50 0.52 0.56 0.56 0.54 0.54 0.54 0.54 0.54 0.55

0.8 0.50 0.52 0.55 0.53 0.51 0.52 0.52 0.51 0.51 0.51

0.7 0.50 0.52 0.51 0.49 0.49 0.47 0.48 0.50 0.50 0.50

0.6 0.50 0.46 0.47 0.48 0.47 0.47 0.47 0.46 0.46 0.46

0.5 0.47 0.46 0.46 0.46 0.45 0.46 0.46 0.45 0.46 0.45

Table 3. Recall for different values of probability tn and value of MinHash nn.

tn nn

2 4 8 16 24 32 48 64 96 128

1 0.19 0.14 0.14 0.13 0.13 0.13 0.13 0.13 0.13 0.13

0.9 0.19 0.14 0.14 0.13 0.13 0.13 0.13 0.13 0.13 0.13

0.8 0.19 0.14 0.14 0.14 0.14 0.13 0.13 0.13 0.13 0.13

0.7 0.19 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14

0.6 0.19 0.24 0.17 0.14 0.15 0.14 0.15 0.14 0.15 0.17

0.5 0.27 0.24 0.25 0.20 0.22 0.16 0.19 0.19 0.19 0.20

5 Conclusion

The paper presents a quick method of comparing device fingerprint using the LSH
algorithm. It requires creating hashes using the MinHash method and saving them to the
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database. Proper selection of parameters of the LSH algorithm requires creating several
columns in a table. Indexing these columns will then allow for an easy comparison of
the values of subsequent fingerprints.

The algorithm can be extended by using neural networks [11, 15, 18] with an appro-
priate network structure [10, 13], the big data algorithms [9], fuzzy methods [12, 16]
and other [17]. There are also plans for using such parameters as: IP number, Internet
Service Provider (ISP), geolocation and additional parameters that can be obtained from
the browser of a given device. The problem of similarity of the same mobile phone
models whose browsers return exactly the same parameters remains yet to be solved.
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Abstract. In the paper, different approaches to the problem of fore-
casting promotion efficiency are presented. For four defined indicators of
promotion effect, prediction models using Gradient Boosting method and
Deep Learning methods were trained. The comparison of the results is
provided. The experiments were performed for three groups of products
from a large grocery company.

Keywords: Forecasting · Gradient boosting · Deep learning

1 Introduction

Fast-moving consumer goods (FMCG) are products that are sold very quickly.
Among this category, food can be distinguished. In order to encourage customers
to buy in a specific store or shop chain, retailers propose multiple promotions
of the products. Very often in one shop many promotions are happening at the
same time and sale from the promotions may make a big part of a total sale as
it was mentioned in [7]. Because of this, the problem of a proper planning and
forecasting the efficiency of the promotions is an important issue in the FMCG
sector.

There are different methods used to plan and forecast the promotion effect.
Sometimes, a simple baseline statistical forecast with a judgmental adjustment
[10] is used. However, the authors of [16] have indicated that using judgmental
forecasting may bring bias to the predictions.

In the marketing research literature the problem of the effectiveness of pro-
motions was raised many times e.g. in [3] or [7], however, they focus on domain
knowledge and do not use data mining techniques for solving this task.

The Machine Learning (ML) methods are more advanced and their results
are based mostly on historical data and therefore they can give more precise
forecasts. In [2], the authors showed that for periods with promotions more
advanced prediction methods need to be used when simple statistical methods
perform well for data without promotions. Multiple models for forecasting the
c© Springer Nature Switzerland AG 2020
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demand during promotion periods were compared in [19] and in the paper [8].
The use of PCA and pooled regression was presented in the paper [18] in order
to predict sales in the presence of promotions. In [14] the authors proposed an
extension of the Multiple Aggregation Prediction Algorithm (MAPA) to forecast
number of heavily promoted products. The authors of [12] have proposed a
new methodology based on a SARMA approximation for forecasting in order to
indicate the timing of future promotional activities.

The finding presented in [15] showed that boosting algorithms got the best
results regarding sales-forecasting of retail stores. The best results were obtained
for the GradientBoost algorithm and the XGBoost implementation has been used
in order to increase the accuracy. Therefore the authors of this paper assumed
that it is possible that its usage will also be successful in case of forecasting the
efficiency of promotions. Its comparison to the Deep Learning models can also
bring insight into the effectiveness of those methods.

The objective of this paper is to present and compare the abilities of fore-
casting promotion effect using the gradient boosting method with Deep Learn-
ing approach. Four different indicators are presented in order to forecast the
efficiency of the promotions. The paper describes the data preparation process
and the experiments, which were conducted on three groups of products from
retail stores. The paper is organised as follows: the next section describes prob-
lem statement and the data preparation process. Afterwards, the experiments
explanation is presented. The paper ends with some conclusions.

2 Problem Statement

As it was mentioned in the Introduction, promotions are an important part of
the retail sector. It is one of the techniques that increase market share and profit.

2.1 Indicators

In the paper [13] 6 indicators were described in order to capture the efficiency
of the promotions. Each of them is a gain measures, so the higher the value, the
better the promotion was. The authors chosen 4 of those indicators and they are
examined in this paper:

– Average value of a basket containing the promoted product

(shortcut: Avg. Basket) – This indicator says what an average value of
a basket was where the promoted product appeared. The indicator says how
much money they spent in total.

– Average value of a basket containing the promoted product but

disregarding the value of the promoted product (shortcut: Avg.
Basket w/o Item) – It shows what an average value of a basket was where
the promoted product appeared but the value of the promoted product was
not taken into account. It means that this indicator is equal to 0 if the cus-
tomer buys only the promoted product.
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– Average number of unique products in the basket (shortcut: Avg.
Nb. Unique Items) – It says how varied the basket is. The higher the value
of the indicator, the better – it means that the customer not only bought a
specific product but also many others.

– Average number of the baskets (shortcut: Avg. Nb. Clients) – The
indicator shows how many, on average, transactions were performed each day
during the promotion. It does not matter if the customer bought a promoted
product or not.

Each promotion can be described by each indicator. As a group, they can be
used to evaluate past promotions in order to identify the best or the worse of
them. In case of forecasting, these indicators can be used to plan future promo-
tions and can be helpful in the process of predicting which promotion will give
the best results. Sufficiently good promotion can be defined in various ways e.g.
the acceptable promotion can be the one for which the value of each indicator
do not fall below a fixed threshold.

In order to forecast the values of the indicators for future promotions, models
for each of them had to be proposed. The authors decided that a separate model
would be created for each indicator and each group of products separately. The
reason for this is that creating the models for one indicator and all products that
are available in the stores can be too general and would have too much bias. The
models could be created for each product separately but for not all of them the
historical data were sufficient. For this reason, it was decided that the models
will be created among predefined groups of products. The authors expected that
products within this same category can have similar characteristic of promotions
effect. The advantage of this approach is the fact that such models can be used
to forecast promotion effect of a product that has never been on sale.

To summarize: in the experiments presented in this paper models for each
of the 4 indicators and for each predefined category (group) of products were
created and evaluated.

2.2 Data Sets

For the experiments three groups of products were chosen: dairy products, fruits
and vegetables. For each group data set was prepared. One record of data
described one promotion in one store. Data set for a specific category of products
(e.g. vegetables) included promotions for all products that were within this cat-
egory (cucumbers, carrots, cabbage etc.) and from all the stores. Therefore, the
exemplary data set could look like this presented in the Table 1. The promotions
that were not included in the datasets:

– the promotions that happened before or during holidays,
– for the products which price was reduced due to the approaching best-before

date,
– the promotions that applied only when some specific condition was met (e.g.

promotion of a type “buy 2 pay for 1”).
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Data used in the experiments came from a large grocery retail company (more
than 500 stores).

Table 1. Example of data set before preparation

Store ID Product Start date End date Conditional attributes Value of indicator

10 Cabbage 2018-01-22 2018-01-25 ... 123.56

11 Cabbage 2018-01-24 2018-01-27 ... 188.34

... ... ... ... ... ...

12 Carrot 2018-01-15 2018-01-17 ... 109.35

13 Carrot 2018-01-15 2018-01-17 ... 120.89

... ... ... ... ... ...

10 Cucumber 2018-01-18 2018-01-19 ... 98.45

14 Cucumber 2018-01-29 2018-01-31 ... 103.11

Matching Periods Without Promotions. In the data, promotions and
matching periods without promotions were included. The matching period had
to: consider the same product as the promotion, be in the same store as the
promotion, last as many days as the considered promotion, start on the same
weekday as the promotion, occur maximum 4 weeks and minimum 1 week before
the promotion. Due to the lack of meeting the requirements, the matching peri-
ods were not found for all promotions. The illustration of finding the matching
periods was shown in Fig. 1.

... Mon. Tue. Wed. Thu. Fri. ... Tue. Wed. Thu. ...

nb of days start weekday pricechange ... indicator value

... ... ... ... ...

3 Tue. 0 ... 98.45

3 Tue. -0.41 ... 134.68

... ... ... ... ...
Maximum 4 weeks

period without promotion promotion

Fig. 1. Finding matching record without promotion

Matching periods without promotions were included only in training data
sets and they were added in order to capture the characteristics of products in
the group (e.g. what can be the range of a price). In the final data sets, records
connected with periods without promotions were distinguished from promotions
by having 0 value in an attribute describing the change of a price.
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Attributes. Main categories of the conditional attributes that were included
in the data sets were:

– connected with price (the price of a product and a change of the price),
– connected with the time and duration of the promotion (number of days of

the promotion; weekday of the first day of the promotion; season etc.),
– describing the advertisement media (promotions advertised on TV, on the

radio, on the Internet etc.),
– describing the store and its surroundings (number of inhabitants within 1 km;

number of inhabitants per 1 square km; number of inhabitants within a 5-
minute driving range; unemployment rate; number of cars per 1,000 inhabi-
tants; average monthly salary; tourism ratio, etc.),

– describing the impact of other promotions (number of all promotions in a
store; number of all promotions that were advertised on TV, radio or internet;
number of all promotions that were advertised on TV, radio, internet or in a
different way).

3 Experiments

The experiments were performed for three groups of products: dairy products,
fruits and vegetables. For each of the selected indicator, each category of products
and each investigated method, a separate forecasting model was trained. The
experiments were conducted with train and test data sets. The train data sets
had records with promotions and matching records without promotions from
2015–2017. The test data sets consisted only of promotions from 2018. Cross-
validation was not used in a process of testing the model. The reason for this
is a fact, that records in the data sets referred to specific past events and they
could be set in an order. Using cross-validation would perform a “data leakage”,
so the model could be trained on records that happened after a records from a
test data set.

For evaluating the models efficiency, the following error measures were used:
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE).

XGBoost. First models were based on XGBoost (eXtreme Gradient Boost-
ing) [4] algorithm. Implementation from the R package xgboost [5] was used
for this task. In the experiments presented in the paper [15], this algorithm
has given the best results for forecasting sales in retail stores, so the authors
believed that this Gradient Boosting algorithm will give satisfactory results also
for forecasting the promotion effect.

In the experiments, process of the optimisation of hyperparameters was
included. A grid search method was used for this task. The RMSE measure was
the optimisation criterion. Six hyperparameters were considered in the process:

– nrounds – maximum number of boosting iterations; range: [1,∞).
– base score – the initial prediction score of all instances; range: (−∞,∞).
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– eta – boosting learning rate; range: [0, 1].
– gamma – minimum loss reduction required to make a further partition on a

leaf node of the tree; range: [0,∞).
– max depth – maximum depth of a tree; range: [1,∞).
– subsample – subsample ratio of the training instance; range: (0, 1].

A detailed description of the above parameters can be found in [5]. The Table 2
shows values that were tested in the process of finding the initial best combina-
tion of the hyperparameters. After having this combination, the neighbourhood
of the examined hyperparameters values were searched in order to find even bet-
ter values for them. The optimisation was performed based on created validation
data sets that were extracted from the training data sets.

Table 2. Values of XGBoost hyperparameters used in optimisation process.

Hyperparameter Tested values

nrounds 1, 21, 41, 61, 81, 101, 121, 141, 161, 181, 201

base score Depending on indicator values. Calculated as 11 quantiles
from indicator values with the following probabilities: 0.0,
0.1, 0.2, ..., 0.9, 1.0

eta 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0

gamma 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10

max depth 1, 4, 7, 10, 13

subsample 0.0001, 0.1001, 0.2001, ..., 0.9001

Sequential Deep Learning Models. Deep Learning models were created for
each indicator and each group of products. These were the Sequential models cre-
ated in Python language with the usage of the Keras library [6]. The optimisation
of hyperparameters was also performed. For this task Hyperas library [17] was
chosen. This library helps to create template for search spaces of Keras hyper-
parameters in order to find the best combination of their values. For example,
different sizes of the output spaces from a Dense layers were checked, fractions of
the input units to drop from Dropout layers were optimised, different activation
functions were considered and the number of layers was changing. The Table 3
shows values that were tested by Hyperas library. In this process the validation
data sets, extracted from the training data sets, were also used.

Deep Learning Models from H2O. At the end, Deep Learning models
obtained from running automodel (AutoML) from a H2O platform were tested.
For this task h2o (R Interface for H2O) was used [1]. H2O’s AutoML can be used
for finding the best model with the best set of hyperparameters for a specific
task. In the presented experiments H2O Deep Learning models were investigated.
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Table 3. Values of hyperparameters used in optimisation process of Deep Learning
models.

Layers and hyperparameter Tested values

First Dense layer – sizes of the output space 64, 256, 512, 1024

First Dropout layer – fractions of the input units to drop From 0 to 1

Second Dense layer – sizes of the output space 64, 256, 512, 1024

Second Activation layer – activation function relu, sigmoid

Second Dropout layer – fractions of the input units to drop From 0 to 1

Conditional additional layers – Dense layer – sizes of the output space 10, 50, 100

Conditional additional layers – Dropout layer – sizes of the output space From 0 to 1

Optimizer rmsprop, adam

3.1 Results

The results of the models obtained for each category of products, each indicator
and each tested method are presented in the Tables 4 and 5. The Table 4 shows
the values of RMSE and the Table 5 shows the values of MAE. Bolded are the
smallest errors obtained for each indicator and each group of products.

Table 4. RMSE of results obtained in the experiments for the XGBoost models
(xgboost), for Deep Learning models made with Keras library (DL) and H2O Deep
Learning models obtained from AutoML (h2o).

Dairy products Fruits Vegetables

Indicator xgboost DL h2o xgboost DL h2o xgboost DL h2o

Avg. Basket w/o Item 20.32 24.51 19.09 21.78 27.41 22.96 21.65 27.49 22.40

Avg. Basket 20.14 24.52 20.25 22.44 28.19 22.77 21.56 27.80 23.79

Avg. NB. Clients 177.15 295.45 190.18 164.49 325.09 172.92 178.51 376.57 122.36

Avg. NB. Unique Items 2.72 3.54 2.79 2.60 3.54 2.70 2.71 3.35 3.32

4 Conclusion

Promotions are an important part of the retail sector. They need to be planned
with the same precision as a regular sale. One of the aspect that can help in this
process is reliable set of models. It is crucial not to focus only on the forecast-
ing the sale but also try to focus on different meaningful aspects of customers
behaviour during the promotions. Machine Learning models can help to fore-
cast these behaviours and therefore help to plan future promotions in the best
possible way.

This study has attempted to present different approaches to creating mod-
els for predicting promotion efficiency. Four different indicators were taken into
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Table 5. MAE of results obtained in the experiments for the XGBoost models
(xgboost), for Deep Learning models made with Keras library (DL) and H2O Deep
Learning models obtained from AutoML (h2o).

Dairy products Fruits Vegetables

Indicator xgboost DL h2o xgboost DL h2o xgboost DL h2o

Avg. Basket w/o Item 14.26 19.15 14.42 14.73 20.65 14.41 14.63 20.80 14.87

Avg. Basket 13.93 19.18 14.81 15.29 21.35 14.83 14.39 21.06 16.35

Avg. NB. Clients 129.75 224.55 136.16 125.15 291.60 110.94 135.57 335.44 93.77

Avg. NB. Unique Items 2.04 2.81 2.14 1.84 2.75 1.74 1.89 2.57 2.02

consideration and each of them can be used in a process of planning future pro-
motions. The comparison of the results for different algorithms was performed.

From Tables 4 and 5 we can see that for most of the cases XGBoost gave the
best results. Focusing on the measure that was optimised – RMSE – the best
results were obtained for this algorithm in 10 out of 12 cases. Only for 2 cases
Deep Learning models from a H2O AutoML were the best. Deep Learning models
made in Keras and optimised by hyperpot library had visible lower results than
the two other approaches. It is possible that this was due to the fact that too
small search space for additional layers was considered.

From the results obtained, it can be concluded that for the problem of fore-
casting the promotion efficiency XGBoost is a better algorithm than Deep Learn-
ing methods. It is possible that this method can give better results than Deep
Learning approach in most cases when dealing with tabular data, but further
research would have to confirm this hypothesis. Very little has been written
about a comparison of XGBoost with Deep Learning methods, but in the paper
[9] the author conducted the comparison of artificial intelligence techniques for
cost prediction and also got the best results for XGBoost which outperformed
artificial neural networks.

The obtained results offer practical usage as well. As it was mentioned before,
trained models can help in the process of planning future promotions. Let say,
that the person in charge would want to start a new promotion in the future with
a certain set of features. Using trained models user can check if a proposed combi-
nation of characteristics will give satisfactory results of the evaluated indicators.
For example, using R library iBreakDown [11] for a new, planned promotion (one
record of data) with a settled set of attribute values we can plot a contribution of
every variable to a final prediction. The person in charge can see if the predicted
value is acceptable and if not they can see which attributes have the biggest
impact on the prediction.

The Fig. 2 shows a sample plot that was obtained for the model AVG. BAS-

KET W/O ITEM for the vegetables category. The plot presents the results for
the artificial new promotion. The final prediction for this record of data is 77.84.
Now, for example, a price change could be manipulated in order to get bigger
value for the predicted indicator. Someone could change its value and monitor
how the contribution of this and different attributes changes. It can be a helpful
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tool in the process of optimising future promotions. Additionally, some more
metrics for the model can be calculated. For the model presented as an example
(Fig. 2) we can calculate Mean Absolute Percentage Error (MAPE), which value
is 0.16. It means that, on average, model makes mistakes of about 16%. This
additional information may help user to decide, if the obtained prediction will
match his acceptable threshold taking into account error of the model.

Fig. 2. Plot of variables contribution to a final prediction for an exemplary promotion.
The predicted value is AVG. BASKET W/O ITEM (vegetables category).

In conclusion, this paper shows different approaches to creating models for
the purpose of forecasting promotion efficiency. Results for XGBoost, custom
Deep Learning models made with Keras and Deep Learning models from H2O
created with AutoML were compared. In most cases, the best results were
observed for XGBoost models. Practical usage of the obtained models and results
is also presented in the paper.
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Abstract. In the paper a Fuzzy Multi-Agent Problem (FMAP) is dis-
cussed both in a conceptual and a programming-wise depiction. In par-
ticular, it is illustrated how FMAP stems from a Nurse Job Roster-
ing Problem-based formulation of MAP. Finally, a workable subcase of
FMAP is explored by means of PROLOG-solvers.
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1 Introduction

A Fuzzy Multi-Agent Problem (FMAP) constitutes a fuzzified version of the
Multi-Agent Problem, where the ‘direction’ of fuzzification is specified in some
way. A Multi-Agent Problem (MAP) is usually identified with a class of different
problems of in Artificial Intelligence (see: [1]) involved in a multiple of interacting
and intelligent agents.

MAP remains close-related to Constraints Satisfaction Problems (CSP) – it
forms a unique correlate of a simplified temporal variant of CSP – the so-called
Simple Temporal Problem (STP) – introduced and broadly discussed together
with its extensions (STPU and STPP1) in such works of Dechter-Khatib’s school
as: [2–9]. In practice, different combinations of MAP with CSPs have been elab-
orated under the banner of ‘Multi-Agent Approaches to CSP’ – as described in
[10–13]. These (usually sophisticated) synergy combinations have either a nature
of asynchronous solvers, such as: Asynchronous Backtracking (ABT) or Asyn-
chronous Weak-Commitment Search (AWCS) – due to [13] or a character of
distributed local search methods, such as: Distributed Breakout Algorithm (see:
[13]) or Environment, Reactive rules and Agents (ERA) approach (see: [10]).
Finally, an idea of the combination of MAP with CSP found its reflection in a
synergy definition of Distributed Constraint Satisfaction Problem (DisCSP) as
an algebraic foundation of the Multi-Agent CSP approach.

Although a conceptual provenance of different problems under the banner
MAP should be found in a class of different optimizations problems, such as:
1 STPU forms an abbreviation from ‘Simple Temporal Problem under Uncertainty’

and STPP – from ‘Simple Temporal Problem with Preferences’.
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the so-called Nurse Job Scheduling Problem (NJSP)2 – intensively explored in
such works of Nottingham’s school as: [15–19]. Meanwhile, an inherent nature
of NJSP – as a conceptual foundation of MAS – sometimes required a piece of
fuzziness because of a need to grasp vagueness of information (for example, about
the hospital objectives or personal preferences). Thus, a kind of a fuzzified MAP
(FMAP) seems to be expected in order to provide a high quality scheduling tasks.
A new step towards a fuzzification of NJSP involved in fuzzy goal programming
(GP) models has recently been proposed in [20,21].

Anyhow, it seems that fuzziness may be introduced to MAS – as based on
NJSP – by different (sometimes unknown) degrees of ability of agents to perform
their tasks. This comprehension of FMAP is just proposed in this paper.

1.1 The Paper Motivation

Independently of a visible success of the operational depiction of MAP some
difficulties with NJSP and FMAP – as based on it – may be easily detected.

A NJSP – as a basis of MAP should be rather seen a basis reservoir of possi-
ble, more specified formulations and it still waits for a more advanced fuzzy
complement. In particular,

– Admittedly, Ernst’s approach in [17] is mathematically general, but it
refers to some simplified situations.

– In contrast, Lepegue’s approach to NJSP from [22] is pretty detailed,
but formalization of possible temporal constraints in it seems to be too
excessive and it is contr intuitive.

– Finally, a fuzzification from [21] more predicts some results than puts
forward them in detail.

B It is not completely clear how to relate MAP to the simplified temporal CSP
in terms of STP and its different extensions – as defined in [2,3,7,8].

C It seems that a fuzzy and multi-valued logic-based approach to combining
CSP with other ‘entities’ of fuzzy temporal-reasoning, such as preferences –
due to [9,23–26] – does not indicate any appropriate method to grasp MAP
in their contexts.

D It also seems – due to author’s best knowledge – that no explicit approach to
fuzziness has been proposed in the contact of MAP on the conceptual level.

E Finally, an expressive power of PROLOG and its solvers has not yet been
completely explored with respect to any fuzzified version of MAP – indepen-
dently of a variety of modern alternative tools (such as GP, ADOPT) used
for a fuzzified NJP or Multi-Agent Constraints Satisfaction (see: [10,20,21].)

2 This problem is also called Nurse Rostering Problem. NSP constitutes a classical
optimization problem. Its objective is to determine the rotating shifts of the nursing
shifts over a scheduled period (weekly or monthly)- see: [14].
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1.2 The Novelty and Objectives of the Paper and its Organization

According to these requirements and needs and slightly against the tendency of
the technology-oriented research on Constraints Satisfaction – the paper forms
a unique return to the conceptual foundation of the considered issues.

In fact, this paper objective is to elaborate a fuzzy extension (FMAP) of
Multi-Agent Problem in a NJSP-based depiction. FMAP will be also referred to
STPU as its conceptual correlate in order to detect some important similarities
and discrepancies between them. Finally, some workable subcases of FMAP will
be solved by means of PROLOG machinery.

Novelty of the paper with respect to earlier approaches consists in:

N1 proposing a fuzzy modification of MAP – both in a practical and in a slightly
general depiction,

N2 describing both MAP and FMAP as a synergy synthesis of planning and
scheduling components,

N3 considering the PROLOG-solvers for some workable fuzzy subcases of
FMAP.

The proper analysis refers to the concepts of Simple Temporal Problem (STP)
and Simple Temporal Problem under Uncertainty (STPU). We assume that the
reader is familiar with them3.

The rest of the paper is organized as follows. Section 2 contains a practical
depiction of FMAP as stemming from an arithmetic-based depiction of MAP.
Section 3 is devoted to the programming-wise aspects of FMAP with respect to
some workable subcases. Section 4 contains conclusions.

2 Fuzzy Multi-Agent Problem as an Extension
of Multi-agent Problem

In this chapter, FMAP as a unique extension of MAP is put forward – in a
depiction motivated by Nurse Rostering Problem. In order to make it, let us
note that each well-founded depiction of MAP must satisfy the following general
criteria.

C1 A finite (non-empty) of agents should be given,
C2 Agents should be involved in some activities in some time periods and sub-

periods (for examples: days and shifts),
C3 There are some hard constraints (HC) imposed on agent activities that must

be absolutely satisfied to perform the task,
C4 There are some soft constraints (SC) imposed on agent activities that may

be satisfied.

Taking into account these general criteria, one can formulate the following
generic Fuzzy Multi-Agent Problem as follows:

3 The detailed definitions of them in different variants may be easily found in [2,3,7,8].
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2.1 Fuzzy Multi-Agent Problem (FMAP)

In our conceptual framework, Fuzzy Multi-Agent Problem (FMAP) will be intro-
duced as Multi-Agent Problem equipped with additional fuzzy requirements
imposed on the task performing. An exemplary, paradigmatic formulation – in
terminology of the NJSP entities – is given as follows (See: [27]).

Definition 1. Consider a factory with n-agents working in a rhythm of the day-
night shifts: D–the day shift andN–the night shift. Generally – each day at least
one person must work at the day shift and at least one – at the night one. Each
agent has “working shifts” and “free shifts”. These general rules of scheduling is
constrained in the following way.

HC1 The charm of the shift organization should be fair: each agent must to have
equally: 2 day-shifts and 2 night-shifts.

HC2 Each agent can be associated to at most one shift,
HC3 Some shifts are prohibited for agents,
HC4 Length of the shifts sequences associated to each agent is restricted,
HC5 Quantity of the shifts in a scheduling period is restricted,
HC6 Quantity of the shifts per a day is restricted.

Assuming also an agent nk ∈ N and the chosen (real) parameters m,M and α
Different soft constraints and preferences of a general form are also considered
in the scheduling procedure.

SC7 A quantity of shifts in a scheduling period is established,
SC8 A scheduling charm’s covering by shifts in a scheduling period is established,
SC9 A length of the shifts sequence associated to an agent is fixed,
Fuzz1 A number of degrees of agent ability to perform actions is a natural

number from the set 1, 2 . . . ,m,
Fuzz2 An agent nk prefers to perform an action a with a degree α ∈ 1, . . . M .

The FMAP consists in a construction of a scheduling diagram, which respects
all these hard and soft constraints and the fuzzy requirements.

Although the list of possible fuzzy requirements might be enlarged, let us
underline that both Fuzz1 and Fuzz2 rather constitute a scheme or a class name
for different particular fuzzy constraints: Fuzz2 – for the constraints introduced
by preferences, but Fuzz1 – for fuzzy constraints defined without them. Thus,
both classes have a whiff of a paradigmatic generality.

2.2 Types of Constraints of FMAP and their Arithmetic
Representation

Different approaches to a representation of both hard and soft constraints and
preferences has been proposed. Majority of them grasps an arithmetic repre-
sentation based on a calculus of characteristic functions – due: [20–22], but a
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multitude of different additional indexed parameters (c.a. 20) in their arithmetic
depiction often makes an idea of representation only partially elusive.

Thus, a restricted set of parameters is introduced for a mathematical repre-
sentation of temporal constraints imposed on (F)MAP. Instead of agent skills
we will consider agent roles (contracts)4:

– N = {n1, n2 . . . , nk} as set of agents (agents),
– R = {r1, r2, . . . , rk} as a set of roles (contracts)
– D = {d1, d2, . . . , dk} as a set of days in a week,
– Z = {z1, z2} as a set of admissible shifts during days from D,
– A = {a1, a2, . . . , ak} as a set of actions.

It enables of representing MAP by its formal instances in the form of the triple

(N,D,Z,A,HC, SC), (1)

where N,D,Z are given as above and HC denotes a set of hard constraints
imposed on actions from A and their performing. Similarly, FMAP may be given
by the n-tuple of the form:

(N,D,Z,A,HC,Fuzz), (2)

where N,D,Z and HC are given as above and SC and Fuzz denote a set of soft
constraints and fuzzy requirements (resp.) Introducing SC to the n-tuple (1)
follows from the adopted hierarchy of constraints. The hard constraints cannot
be violated, the soft ones may be violated, but they should be satisfied before
fuzzy constraints.

This notation allows us to elaborate the following representation of hard and
soft constraints (we give some examples only). Since their list is not exhaustive5,
it might be relatively naturally extended. A formal representation of each con-
strain is based on a characteristic function Xn,d,z defined as follows6:

Xn,d,z = 1if an agent n works a shift z in a day d, andXn,d,z = 0 otherwise.

HC 1: The charm of the shift organization should be fair: each agent
must to have equally 2–day shifts and 2–night shifts. Assume that Zday

denotes a set of day-shifts and Znight – a set of night-shifts. It enables the
following formal representation:

∑

z∈Zday

Xn,d,z = 2 ∧
∑

z∈Znight

Xn,d,z = 2. (3)

4 All of these constraints are typical for scheduling problems of this type to be known
as (usually) NP-hard – see: [15].

5 This fact plays no important role as the main objective of this juxtaposition consists
in the quantitative representation alone, which will be later combined with qualitative
temporal constraints (of Allen’s sort) for a use of further investigations.

6 This binary representation can be also exchanged by a classical one: Xn,d = z as
presented in [15].
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HC 2: Each agent can be associated to at most one shift.
∑

z∈Z

Xn,d,z = 1. (4)

HC 5: Quantity of shifts in a scheduling period. It defines the minimal
and the maximal quantity of shifts during a given scheduling period (day) –
associated to a single agent n. If s is the minimal and S – the maximal quantity
of shifts possibly associated to the agent in the scheduling period, then we get:

s ≤
∑

d∈D

Xn,d,z ≤ S , (5)

where Xn,d,z is defined as above.
Obviously, all the constraints listed above are not exhaustive and their list

may be naturally enlarged. However, we interrupt their presentation in this point
for a cost of a new presentation of FMAP in a more general depiction.

3 Programming-Wise Aspects of Fuzzy Multi-Agent
Problem

In this section, the programming-wise aspects of FMAP will be discussed by
means of SWI-PROLOG-solvers for two workable subcases of FMAP. Due to the
earlier arrangements – fuzziness will be introduced by degrees of agent abilities
(to work).

3.1 A Specification of the Requirements for the Solver Construction

In order to illustrate this method of the solver construction, let us assume that a
non-empty set N = {X,Y . . .} of agents and a non-empty set D = {1, 2, 3, 4, 5}
of working days (for simplicity we omit shifts during a day) are given.

In such a framework, the PROLOG-solver task is to give a schedule respecting
the temporal constrains imposed on a task performing and the corresponding
agent activity. The achieved solutions will be represented by lists of the form:

X = [X1,X2,X3, . . . ,Xk], (6)
Y = [Y 1, Y 2, Y 3, . . . , Y l], (7)

where X(i), Y (j) are characteristic functions representing activity of agents X
and Y during i -day and j -day (resp.) for k, l ∈ {1, 2 . . . , 7}.

Obviously, we are interested in fuzzy7-type situations, when X(i) and Y (j)
take more than two values for i, j ∈ {1, 2, . . . , 7}, for example: 0, 1, 2, 3, 4. We
adopt natural numbers because of restrictions of PROLOG-syntax, which is not
capable of representing values from [0, 1]. Nevertheless, we intend to think about
these values as about normalized values. Namely, we will interpret 1 – taken from
a sequence 1, 2 . . . , k – as 1

k , 2 as 2
k , k as k

k = 1, etc.

7 More precisely: multi-valued situations.
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3.2 A General Specification of the PROLOG Code

SWI-PROLOG solvers will be exploited to find solutions for scheduling tasks
of FMAP. As mentioned above, each admissible solution will have a form of
the appropriate list of natural numbers. The required constraints imposed on
the given scheduling tasks will define the appropriate 2 - argument predicate
schedule(X,Y), where variables X,Y represents a pair of operating agents. The
proper body of the predicate definition will contain the following components:

1. a general specification of each agent as a list of its working days in a scheduling
period, for example, X = [X1, X2, X3, X4],
Y = [Y1, Y2, ..., Y10], etc.

2. an association the admissible degrees of ability to agents – introduced by the
code of the form: X ins 0...1, X ins 0,. . . , 5, etc.

3. an arithmetic restrictions on agent during a scheduling period, for example,
sum(X, #<, 3),

4. a logical restriction on the agents interaction, for example: X1#/Y 1,
Y 1#/Y 1 (the first working day of X is not a working day for Y and con-
versely).

3.3 A Workable Subcase of FMAP

In the current cases, the following list of values is admitted:

• 0 – to represent the fact that an agent A is absent (on a shift),
• 1 – to represent a physical absence of the agent A, but a real disposition to

be present.
• 2 – to represent a physical presence of A, which is only in a partial disposition

to work.
• 3 – to represent a full disposition of A to work8.

Let us begin with an exemplary case of two agents: A1 and A2 working 5 days in
a week and having four degrees of disposition denoted by 0, 1, 2 and 3 as above.

MAP(2, 5, 4)Fuzz. This situation is defined by the following requirements:

– 2 agents: A1, A2 operating during a 5-day scheduling period,
– 4 degrees of ability to work are associated to the agents: 0, 1, 2, 3.
– a summary number of admissible degrees of A1-disposition is <12,
– a summary number of admissible degrees of A2-disposition is <9,
– a summary restriction on the admissible number of the disposition degrees for

both A1 and A2 (together) in the first day is smaller than 4, for A1 (alone)
is greater than 1, what excludes a degree of A2-activity greater than 2,

8 As mentioned, we rather prefer to think about these values as normalized to [0,1]
– as 1

3
, 2
3

etc. instead of 1, 2, or 3. We use values 0, 1, 2, 3 because of restrictions
imposed on PROLOG-syntax.
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– a summary restriction on the admissible number of the disposition degrees
for both A1 and A2 (together) in the second, the third, the 4th and in the
5th day (D1, D2, D3, D2, D5) is smaller than 4, for A1 (alone) – is greater
than 2, what excludes a degree of A2-activity greater than 2,

– a summary activity of A1 in the day triples: (D1, D2, D3) and (D3, D4, D5)
is smaller than 6,

– a summary activity of A2 in the day triples: (D1, D2, D3) and (D3, D4, D5)
is smaller than 7,

– a summary activity of A1 in a day triple (D2, D2, D4) is smaller than 7,
– a summary activity of A2 in a day triple (D2, D3, D4) is smaller than 5.

This situation may be reflected in the following PROLOG-program (As ear-
lier, the sense of lines of the PROLOG-code is explained on the right side of the
program):

schedule2(A1,A2) :- A1 = [A1D1,A1D2,A1D3,A1D4,A1D5],
- /* Days of agent A1*/
A2 = [A2D1,A2D2,A2D3,A2D4,A2D5], - /* list of days of agent A2 */
A1 ins 0..3, /* Fuzzy degrees of A1-disposition */
A2 ins 0..3, /* Fuzzy degrees of A2-disposition */
sum(A1, #<, 12), - /* Restriction on a week activity of A1 */
sum(A2, #<, 9),
- /* Restriction on a week activity of A2 */
sum([A1D1, A2D1], #<, 4), (A1D1 #> 1) # / (A2D1 #> 2),
- /* Restriction on D1 */
sum([A1D2, A2D2], #<, 4), (A1D2 #> 2) # / (A2D2 #> 2),
- /* Restriction on D2 */
sum([A1D3, A2D3], #<, 4), (A1D3 #> 2) # / (A2D3 #> 2),
- /* Restriction on D3 */
sum([A1D4, A2D4], #<, 4), (A1D4 #> 2) # / (A2D4 #> 2),
- /* Restriction on D4 */
sum([A1D5, A2D5], #<, 4), (A1D5 #> 2) # / (A2D5 #> 2),
- /* Restriction on D5 */
sum([A1D1, A1D2, A1D3], #<, 6),
sum([A1D2, A1D3, A1D4], #<, 7),
sum([A1D3, A1D4, A1D5], #<, 6),
sum([A2D1, A2D2, A2D3], #<, 7),
sum([A2D2, A2D3, A2D4], #<, 5),
sum([A2D3, A2D4, A2D5], #<, 7),
- /* Restrictions on the next 3 days*/
label([A1D1,A1D2,A1D3,A1D4,A1D5,
A2D1,A2D2,A2D3,A2D4,A2D5]).
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In this case, the PROLOG-solver returns us the following solution-lists:

A1 = [2,3,0,3,0], A2 = [0,0,3,0,3] and
A1 = [2,3,0,3,0], A2 = [1,0,3,0,3].

It is noteworthy that in a case MAP(2,5,5)Fuzz. with five values: 0, 1, 2,
3, 4 as admissible fuzzy disposition degrees of A1 and A2, the PROLOG-solver
returns us the following (slightly longer) list of solutions:

A1 = [0, 3, 0, 3, 0], A2 = [3, 0, 3, 0, 3] ;
A1 = [2, 3, 0, 3, 0], A2 = [0, 0, 3, 0, 3] ;
A1 = [2, 3, 0, 3, 0], A2 = [1, 0, 3, 0, 3].

It may be an intriguing fact that exchanging a number of admissible degrees
of agent ability (4 for 5) only slightly exchanges the number of solutions –
(2 for 3). In fact, we only get 2 solutions (pairs) for MAP (2, 5, 4)Fuzz and 3
for MAP (2, 5, 5)Fuzz. Obviously, a similar linear relationship holds between
each of the input parameters and the number of solutions. Simultaneously, if
we admit 6 degrees instead of 5 and exchange 4 for 5 in each place of the pro-
gram for MAPFuzz(2, 5, 5) – (without any further modification) the number
of solutions radically increases – as 16 new solutions are returned. Meanwhile,
a slight relaxation of the conditions: sum(A1, #<, 10) for sum(A1, #<, 13)
and sum(A2, #<, 10) for sum(A2, #<, 13) – preserves the same number of
solutions (16). Further relaxation of temporal constrains usually changes a com-
binatorial explosion of the algorithm relatively quickly. For example, if exchange
also a requirement sum([A1D1, A1D2, A1D3], #<, 6) for sum([A1D1, A1D2,
A1D3], #<, 13), one gets more than 60 solutions.

4 Conclusion

It has already been shown how FMAP may be put forward as a unique exten-
sion of a Nurse Job Scheduling Problem-based formulation of MAP. The initial
approximation of FMAP enables an arithmetic representation of different con-
straints imposed on FMAP, whereas the second depiction illustrates how FMAP
stems from MAP in a more general way. Both of the depictions allow us to relate
FMAP to STPU and DisCSP. Finally, some workable subsaces of FMAP were
solved by means of SWI-PROLOG solvers. Nevertheless, it appears that PRO-
LOG only approximates a kind of fuzziness in the context of MAP. In fact, con-
sidering different degrees of agent ability introduces a kind of a multi-valency to
different workable subcases of FMAP. In this perspective, Bousi-PROLOG could
lay claim to the role of the more adequate language to grasp different FMAP.
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Abstract. Business Process Model and Notation (BPMN) is a widely
used standard for modeling and managing process knowledge among
organizations. In this paper, we present a concept of a natural language
description generator for business process models. Such a generator is
expected to reduce the time it takes to describe a process work manually.
It may also lower the risk of making a mistake during this task, espe-
cially when working on more complex models. The outcome of executing
the proposed program is a description of the given business process writ-
ten in the form of understandable sentences in the Polish language. Our
results show that the generated descriptions reflect the original model of
the given process, which means that its potential conversion back to the
BPMN model will result in a model close to the original one.

1 Introduction

A business process is often understood as a workflow performed in an organiza-
tion. As work is performed in every company, a business process is carried out
in every company. Awareness of processes within a company, as well as the anal-
ysis of existing business processes, can help people find a solution that allows to
increase the quality of work, reduce its duration or reduce costs. Business process
models constitute one of the sources of companies’ knowledge [1]. Many different
models allow a clear description of business processes. However, business experts
do not necessarily have the knowledge of business process notations or modeling
skills to read BPMN models easily. So sometimes natural language description
may be easier for such domain specialists, and after suitable repair may serve
as guidance for business executives [2,3]. This is also the case of all kinds of
documentation or norms and specifications created by ISO (International Orga-
nization for Standardization). Moreover, the generated textual representations
in natural language may also be useful in testing and improving tools which
use textual process description like ModelJudge [4] for learning the modeling
notation or compliance checkers [5].
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This paper presents a natural language description generator for business
process models in BPMN. The result of executing the proposed generator is
a description of the given business process written in the Polish language. It is
important that the sentences generated are unambiguous, grammatically, inflex-
ionally (correct word form) and stylistically correct (especially in the field of
repetition of words). In addition, the produced natural language description has
to be human-readable so that the user can be guided by it as effectively as using
the original BPMN model.

The evaluation of the obtained results consisted in comparing them with the
descriptions created manually by a group of volunteers based on the same input
models. The group subjectively assessed the level of difficulty of understanding,
unambiguity, linguistic correctness and rich vocabulary of descriptions gener-
ated in natural language, descriptions written by volunteers, and original models
saved in BPMN. These assessments were analyzed to see how much the corre-
sponding descriptions differ in readability and to establish correlations between
how business processes are written and how easy they are to understand.

The rest of this paper is structured as follows. Section 2 presents an overview
of business process modeling, with particular emphasis on the BPMN notation
on which the approach described in this work is based. In Sect. 3, the created
system is presented. Its overview includes the used technologies, an outline of
the proposed algorithm, as well as an illustrative example. Section 4 covers the
evaluation of the obtained results, including the correctness assessment of the
performed generator, as well as empirical research conducted on a group of vol-
unteers. In the final Sect. 5, we summarize the work done and outline possible
directions for the further development of the approach.

2 Business Process Models and Their Representations

In recent years, a lot of effort has been put into creating specifications and
standards for modeling business processes. Various consortia and organizations,
as well as individual software developers and academic groups proposed their
own metamodels and business process formats.

BPMN (Business Process Model and Notation) [6] is a standard developed
by OMG (Object Management Group) for business process modeling. The pop-
ularity of BPMN models stems from the fact that this standardized graphical
notation can be easily used by business analysts to document and share business
processes both within companies and with external business partners.

The main goal of BPMN is to provide a notation that is easy for anyone
to understand, starting with the already mentioned business users, through the
programmers implementing this standard, and ending with the staff deploying
and monitoring business processes at companies [6].

There are four types of main graphical elements in BPMN process models:

– Flow Objects – represent all actions that can happen in a business process,
especially determining the behavior of the process. There are three main types
of flow objects: events, activities, and gateways.
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– Connecting Objects – give the possibility to connect different objects to each
other in various ways, mostly using a sequence flow or a message flow.

– Swimlanes – are used to group other elements in diagrams using pools and
lanes to depict the places of execution.

– Artifacts – provide additional information that does not affect the process.
The main artifacts are: data objects, groups, and annotations.

2.1 Textual Representations of Process Models

There are many challenges concerning natural language processing in business
process management [7]. There has been several approaches to generating natural
language sentences based on business process models represented in S-BPM [8],
Petri net [9] or BPMN [10]. For generating the textual description, various inter-
mediate representations may be used, e.g. sentence templates [11], Semantics of
Business Vocabulary and Rules (SBVR) [12], Refined Process Structure Tree
(RPST) [10] or Extended Process Structure Tree (EPST) [13].

In general, the approaches which generates textual description in the English
language consist of three phases: text planning, sentence planning and real-
ization [10,14,15]. Generating such description is often used for validation of
models [10], checking process compliance against the natural language specifi-
cation [5], aligning [16,17] or synchronizing [14] the textual and process model
representation. Integrating textual description and model representation may
also be used for comprehensive process search [18].

Comparing the process models with the textual description is an up-to-date
research topic. There exists tools, like ModelJudge [4,19], which help to teach
modeling from textual representation. Thus, the generated textual representa-
tions may help in testing and improving such tools.

Moreover, as there still exist organizations which maintain textual process
descriptions for their stakeholders, it is desired to provide methods for such
description generation [20,21].

2.2 Representation of a BPMN Model in Python

For the implementation of our method, we provide the model representation
in Python which is stored in the BPMNModelAdapter class object. The structure
of the loaded model is presented in Fig. 1.

The model is simplified, so it stores only the necessary subset of elements.
Each node in the presented diagram consists of name and type, separated by
a colon. The whole model is located in an BPMNModelAdapter object. It contains
a dictionary of nodes, which stores process nodes (activities, events, and gates) in
the Node type objects. Such objects store pieces of information about themselves
and the references to the previous and the following nodes.
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dict_item:
tuple

key:
str

value:
Node

id:
str

model_bpmn:
BPMNModelAdapter

nodes:
dict

lane:
Lane

id:
str

name:
str

name:
str

predecessors:
list

process:
Process

successors:
list

type:
NodeType

id:
str

name:
str

Fig. 1. The basic structure of the BPMN model representation.

3 Proposed Application

This section describes the application that was built to implement the proposed
approach, as well as a detailed presentation of the algorithm that was used to
generate a textual description of a BPMN model.

3.1 Used Technologies

The application was built in Python 3.6. Two external libraries for the Python
language were used in the system:

1. bpmn python library
It is a library used to import and export BPMN diagrams (from and to
XML files). It also provides the ability to easily visualize these diagrams in
a graphic form. Figure 2 shows the structure of a model returned by this
library. It consists of the following elements:

– bpmndi namespace – namespace for BPMN Diagram Interchange.
– collaboration – stores a list of message exchange participants, each of

them is a separate BPMN process.
– diagram attributes – contains basic information about the diagram: ID

and name.
– diagram graph – stores a list of transitions between subsequent parts of

the process, and also this parts, e.g. tasks, subprocesses or gateways, i.e.
all flow objects of the diagram.
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– id prefix – identifier prefix for process elements.
– plane attributes – BPMN DI object parameters, i.e. its ID and BPMN

collaboration object ID.
– process elements – contains a list of collaborating processes, as well as

their parameters and included swimlanes.
– sequence flows – a list of connections between flow objects that define the

sequence flow.

bpmn_graph:
BpmnDiagramGraph

diagram_graph:
Graph

plane_attributes:
dict

diagram_attributes:
dict

collaboration:
dict

id_prefix:
str

process_elements:
dict

bpmndi_namespace:
str

sequence_flows:
dict

Fig. 2. Structure of a process model in bpmn python library.

2. Morfeusz 2 (Morpheus 2)
Morpheus 2 is a complex morphological analyzer for the Polish language. In
addition to analysis, it also allows the generation (synthesis) of words that
are a variation of the given lemma based on the desired morphosyntactic
markers. In the analysis mode, the input is a string, while the output is a list
of interpretations of the segments found in this string.

3.2 Algorithm for Generating Process Description

The algorithm of constructing descriptions in natural language of a business
process in BPMN (stored in an XML file) is presented in Figs. 3, 4, 5 and 6.

The process of converting the model to the intermediate representation is
presented in Fig. 4. Figures 5 and 6 present the algorithm for generating sen-
tences consists in choosing one of the prepared sentence templates, appropriate
for the given node and context. Next task is to insert into this template the
extracted data from the node, which should be previously recognized as parts of
a sentence and changed according to the template.
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Fig. 3. General process of generating the description
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Fig. 4. Model conversion to intermediate representation

3.3 Usage Example

The generator is implemented as a Python library. Its main component is the
Translator class from the translator.py file. Within this class, two available
methods exist: translate() and translate to text(). The former generates
a list of sentences that describe the actions in the process, while the latter
produces a complete structured description of the analyzed process.

Figure 7 presents an example business process of cooking pasta. It consists
of four tasks: A – Prepare ingredients, B – Cook pasta, C – Prepare sauce, D –
Add sauce to the pasta. Tasks B and C are executed in parallel.

The result of executing the translate to text() method for the example
process (Fig. 7) is as follows:

English translation: 1. The described process begins with the following tasks.
The following process begins with the preparation of ingredients. Next tasks are
described in points 2 and 3. They should be done in parallel. 2. The first task
at this point is to cook pasta. Next tasks are described in Sect. 4. 3. The sauce
should be prepared at this point. Then go to step 4. 4. After completing points 2
and 3, proceed to the further part of the description. another the task is to add
sauce to the pasta. This task completes the process.
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Fig. 7. The example process of cooking pasta.

The obtained result shows the division of the description into four main
groups, which can be easily identified in the source process. On the other hand,
the translate() method produces sentences that define separate groups of
actions in the source process. Although writing a process description in this
way makes it incomprehensible for the reader, the translate() method is the
most useful if the generated sentences are to be further processed by the user.
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4 Evaluation

To evaluate our approach, we took into account several different processes.
We present the outputs of the algorithm based on a selected process of car repair,
each of which has a different activity naming. Next, we present the results of the
survey that was conducted to assess the performance of our method.

4.1 Correctness Assessment

The implemented system supports only selected aspects of the BPMN standard
– it has not been designed to work with all elements that may appear in the
model provided by the user. The program supports elements that are most often
used in BPMN notation [22], such as tasks, gateways, events and swimlanes.

Most of descriptions generated based on example models including the ele-
ments listed above were correct. There are, however, examples showing that our
algorithm cannot handle certain models properly. Errors can be observed when
tasks are named using nominal (equational) sentences. In the Fig. 8, there is a
case illustrating the mentioned defect.

N
ap

ra
w

a 
sa

m
oc

ho
du

Rozpoznanie
problemu

Przygotowanie
niezbędnych

narzędzi

Naprawienie
znalezionych

usterek

Fig. 8. The car repair process described with nominal sentences.

Our method provides exactly this description:

English translation: 1. This process begins with the following tasks. Diagnos-
ing the problem. Preparation of necessary tools. Repair the defects found. This
task completes the process.

In this example, nominal sentences were just extracted from the model and
put to the description without any modification or transformation. Errors were
underlined in the provided summary.

The output of our method can also be considered faulty when a particular
task is described in a peculiarly complex way. It is presented in Fig. 9 and in the
attached listing.
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Znajdź narzędzia
konieczne do

naprawy i ułóż je w
pobliżu

Napraw znalezioną
usterkę

Otwórz maskę
samochodu, który
dostarczył klient i
obejrzyj silnik z

bliska

Fig. 9. The car repair process described with long and complex sentences.

Our method provides exactly this description:

English translation: 1. This process begins here. The following process starts
from opening the hood of the car, which the customer delivered and watching the
engine up close. Then follows finding the tools necessary for repair and placing
them nearby. Then fix the problem found. This task completes the process.

In the description above, all misused words are underlined. The form ‘której’
should be replaced with ‘który’. In this case, the algorithm was wrong determin-
ing the word gender. Similarly, the form ‘je’ should be replaced with ‘ich’, since
in Polish, there is a necessity to decline personal pronouns. Finally, the word
‘znaj́scie’ was put in the description. It is an archaism. ‘Znalezienie’ is far more
contemporary, unfortunately, it has a different word base.

The mentioned examples prove that our method is not 100% accurate. How-
ever, it does not mean that even such faulty descriptions are useless. They can
not be considered flawless, yet they can shorten the process of preparing the
proper text. What is more, the risk of errors in descriptions generated using the
algorithm decreases when the contents of a model are concise.

4.2 Survey Study

In order to assess the generated description, we created a survey. Every item of
survey was rated using 5 element Likert’s scale, with:

1 = I agree the least, and
5 = I agree the most.

The survey concerned four aspects of the provided texts, namely:

– Ease of understanding.
– Explicitness.
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– Linguistic correctness.
– Quality of the vocabulary.

Respondents were obliged to use the survey and assess three types of model’s
description for 2 examples: BPMN, generated by our method and created in our
pilot study. 42 persons took part in the survey. All of them were non-IT students
aged 19–26, who had never before seen BPMN notation. Means and standard
deviations are presented in accumulated form in Table 1.

Table 1. Survey results.

Descriptions Ease of
understanding

Explicitness Linguistic correctness Quality of the
vocabulary

Mean STD Mean STD Mean STD Mean STD

Graphical
(BPMN)

4.02 0.91 – – – – – –

Generated
by our
algorithm

4.12 0.93 4.44 0.78 3.25 1.15 2 0.98

Written by
volunteers

3.98 0.89 3.39 1.19 4.46 0.65 3.76 0.83

Table 2. Statistical analysis for first and second example.

Descriptions Ease of
understanding

Explicitness Linguistic correctness Quality of the
vocabulary

First Second First Second First Second First Second

p value – – .767 .000 .351 .000 .000 .000

We performed statistical analysis for each of the two examples separately
(Table 2). We used the t-Student test for dependent groups. In terms of Explicit-
ness and Linguistic correctness for the first example presented to subjects, there
is no statistically significant difference between the text generated by our algo-
rithm and the one written in the pilot study. Such a difference can be observed
when talking about Quality of vocabulary for both examples and in terms of
Explicitness and Linguistic correctness for the second example. Therefore, the
descriptions provided by volunteers consist of richer vocabulary than those gen-
erated by our method. For some models, they seem pretty understandable and
linguistically correct. However, further investigation in this matter is needed.

Similarly, we used GLM (General Linear Model) for establishing if the dif-
ference in terms of Ease of understanding is statistically significant. Received
values (p < 0.05) point that descriptions generated by our method are more
easily understandable than those written by volunteers and in BPMN.



Generating Descriptions in Polish Language for BPMN 367

5 Summary

The main aim of this paper was to propose a description generator for business
process models in Polish language. Our solution was implemented in Python
and evaluated in a survey study. We investigated the results and established
that our method provided better outcome in terms of some indicators when
comparing to descriptions generated by humans. The proposed algorithm can
help in reducing the risk of making a mistake when preparing descriptions and
significantly reduce the time needed for the task. To the best of our knowledge,
this is the only algorithm that generates descriptions in Polish language for given
BPMN models.

In the future, we want to focus mostly on adding support for other languages
similar to Polish language. Additionally, we plan to extend functionality in order
to handle all elements of the BPMN standard. It would be also beneficial to
improve the clarity and quality of generated descriptions. Finally, we reckon
that implementing the generator within the model editing tool with Graphical
User Interface could enhance user experience.
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Abstract. In the paper, the application of the machine learning methods in the
food processing industry is presented to validate the quality of the production
process and its parameters. These parameters e.g. raw products’ carbon footprint,
energy resources and their carbon footprint usually may vary from day-to-day
production because ofmeters’ instrumental errors or human random errors. One of
the human factor is false accounting of the production in the system that sometimes
happen. One of the instrumental errors can be the malfunction of the meters. In the
authors’ project, the main goal is to optimize the production process so as to limit
the carbon footprint. The problem that aroused is the trustworthiness of the data
read frommeters or provided by people operating the production line. That is why
we applied the set of machine learning methods to validate the processes in order
to choose the trustworthy ones. In the paper, we compare the results of processes
classification k-Nearest Neighbors, Neural Network, C4.5, Random Forest and
Support Vector Machines.

Keywords: Carbon footprint · Process assessment · K-nearest neighbors ·
Neural network · C4.5 · Random Forest · Support Vector Machines

1 Introduction

The food demand is expected to grow significantly in the coming years e.g. due to the
demography. On the other hand, the food industry is heavily dependent on fossil fuels.
Hence, developing energy efficiency strategies and limit the carbon footprint for this
sector is crucial. In the middle of the 20th century, due to the rapid social and industrial
development, a series of environmental problems have appeared, that in the 21st century
are more visible. One of the most worrying problems is the increase of greenhouse
emissions to the atmosphere. An increase in their concentration causes a rapid increase
in the average global temperature. Nowadays, climate change is considered one of the
biggest threats to our planet.
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United Nations Framework Convention on Climate Change (UNFCCC) [1], the
Kyoto Protocol [2] and the Paris Agreement [3] are well-known examples that our
world and governments are trying to divert climate changes. The climate changes have
taken place several times in the Earth history also in the recent eon e.g. 10000 years in
the northern hemisphere.

Nowadays, the climate changes are regarded as one of the greatest environmental,
social and economic threats facing our planet. It is a result of the industrial revolution
and statistically shows a rapid increase in the average global temperature due to the
increase in the atmospheric Greenhouse Gas (GHG) concentration, weather changes,
draught, etc.

The growing population also needs more food especially processed food due to
increased urbanization [4, 5]. That needs more supplies, raw materials and resources
e.g. energy ones. Hence, not only governments or institutions e.g. the EU commission
impose higher demands on lowering the usage of the energy resources (coal, fuels,
electricity and gas) but also companies e.g. the food processing ones.

The companies in their food processes are interested in implementing low-carbon
technologies or solutions for economic reasons i.e. the less energy the cheaper product.
It must be connected with the keeping-up the food standards [5, 6].

The problem of process optimization is widely known. In the agricultural and espe-
cially food processing industry different techniques are used starting from human-based
experience through expert systems to implementing artificial intelligence [5]. The whole
agricultural industry can use the whole variety of standards and good-procedures in their
business. The example of such standards might be:

• PAS 2050 [7] - Specification for the assessment of the life cycle greenhouse gas
emissions of goods and services;

• ISO/TS 14067:2018 [8] - Greenhouse gases - Carbon footprint of products -
Requirements and guidelines for quantification;

• ISO14040:2006 [9] - Environmental management-life cycle assessment: principles
and framework;

• ISO14064-1:2018 [10] - Greenhouse gases - Part 1: Specification with guidance at
the organization level for quantification and reporting of greenhouse gas emissions
and removals.

In the CFOOD project, the research is aimed at estimating carbon footprint (CF) for
a basic basket of frozen vegetable food by applying developed method and software (CF
expert system, called CFexpert) as well as to develop innovative technologies for CF
reduction by utilization of vegetable outgrades into valuable products. In the CF calcula-
tion task, we take into account PAS 2050 and ISO/TS 14067:2018 to calculate/estimate
CF and later on in the following optimization task of the food processing. For individuals
that are curious about how to evaluate the CF in their deeds, we can recommend using
CF calculators that can be found on the Internet e.g. in [11].

In several papers [12–17], the problem of using the machine learning methods in
the production processes is shown. The authors point out that these methods can not
only help to limit the energy consumption but also refer to the data verification that is
acquired in the processes.
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In the paper, the application of the machine learning methods in the food processing
industry is presented to validate the quality of the production process and its parameters.
These parameters e.g. raw products’ carbon footprint, energy resources and their carbon
footprint usually may vary from day-to-day production because of meters’ instrumental
errors or human random errors. One of the human factor is false accounting of the
production in the system that sometimes happen. One of the instrumental errors can
be the malfunction of the meters. In the authors’ project, the main goal is to optimize
the production process so as to limit the carbon footprint. The problem that aroused is
the trustworthiness of the data read from meters or provided by people operating the
production line. That is why we applied the set of machine learning methods to validate
the processes so as to choose the trustworthy ones. In the paper, we compare the results
of processes classification k-Nearest Neighbors, Neural Network, C4.5, Random Forest
and Support Vector Machines.

In the paper, we analyze the production stages of the frozen vegetables. We discuss
how different production stages contribute to energy consumption as well as how they
vary for similar processes. These variations of the energy per product unit on the different
stages make the optimization of the production difficult.

2 Methodology of Carbon Footprint Assessment

The product’s carbon footprint refers to the emissions of various greenhouse gases over
the product’s life cycle. These gases, as defined in IPCC 2007 [18], include carbon
dioxide (CO2), methane (CH4), nitrous oxide (N2O), and families of gases such as
hydrofluorocarbons (HFCs), perfluorocarbons (PFCs) and fluorinated ethers.

The carbon footprint is usually calculated taking into account carbon emission factors
and activity data that can be assessed using a Life Cycle Assessment (LCA). LCA is a
method of assessing the environmental impact of a product’s creation process associated
with all stages of a product’s life, from the extraction or production of raw materials to
material processing, production, distribution, use, repair and maintenance, to disposal
and/or recycling. Using this approach helps assess products for their harmful greenhouse
gas emissions throughout their life cycle. LCA also helps to avoid a narrow view of the
problem and analyze the actual environmental impact of the product.

LCA is based on the life cycle inventory (LCI), which takes into account data on
resource and energy consumption and greenhouse gas emissions to the environment
throughout the product’s life cycle. LCA is a widely used approach to assess the actual
environmental impact of a product due to its production and use [19–22]. The product
carbon footprint assessment standards in LCA are mainly PAS 2050 [7] and ISO/TS
14067 [8]. Different approaches to the optimization problem are used for the carbon
footprint, e.g. expert systems, machine learning, or artificial intelligence [12–14, 16].

The carbon footprint of a product (or energy consumed in the unit of the product)
should be calculated taking into account all the stages necessary for its production, i.e.
not only production but also transport, storage, utilization, etc. In some cases, e.g. when
the relevant data is lacking, a smaller scope of analysis is allowed regarding e.g. only
the production process.
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3 Production Stage Life Cycle Analysis in the CFOOD Project

In Table 1 below we can compare the results of average energy utilization in kWh per
one tonne of onion product at five subsequent process stages marked S1, S2, …, S5.
Each of the process stages is connected to electric meter units. The measurements were
taken from April to June 2020. The process stages stand for:

• S1 – initial cooling of the raw materials before the processing;
• S2 – the raw material preparation for the production;
• S3 – raw material pre-processing on the production line;
• S4 – product freezing in the cold tunnel;
• S5 – product preparation to coldstore;

Similar stages are for the spinach production as well as the other frozen products e.g.
broccoli, cauliflower, etc. The spinach production technology lacks the initial cooling,
that is why the first stage starts from the raw material preparation, which is denoted
as stage one S1 for spinach. Then, correspondingly S2 stands for raw material pre-
processing, S3 stands for product freezing and S4 stands for product preparation to
coldstore.

Eachof the stages consists of oneormoredevices connected to the samemeasurement
point, an electric meter. For example, stage S3 for the onion production consists of a
raw materials basket and two conveyors. At the end of the process, we achieve the same
or similar products. In our case, this frozen onion cut in different size cubes or spinach
balls. The product lines for the onion and spinach production are the same.

In can be easily deducted from Tables 1 and 2 as well as from Figs. 1 and 2 that the
final energy values depend mainly on the cooling/freezing substages. The final carbon
footprint depends on the electric energy consumption. Because carbon footprint of one
kWh or MWh depends on the power production structure (water, wind, solar or atomic
versus carbon power plant) the classification of the processes shown below takes into
account power consumption. In Poland, the equivalent for power energy of CO2 that
recalculates how much CO2 is generated in 1 kWh is equal to 0.765 kgCO2/kWh.

The aim of the project is also the process optimization. But as it can be seen the
problem solution is not straightforward. It needs to take into account many factors
that can happen during the production process e.g. low-quality raw materials, weather
conditions; the high or low season. Figures 1 and 2 show that the same product processing
on the same production lines can lead to different energy consumption structure. Some
stages show meaningful but stable energy consumption e.g. S1 and S3 for the onion. In
stage S5 for the onion, the energy can be meaningful but might vary from almost 0 to 0.9
kWh/t. In the stages S1 and S4 for the onion and S3 for the spinach that are connected
with cooling processes, the energy used for the same stage and similar production can
differ even 25–40%. That is why the main goal of the project that is energy optimization
in the production can be very demanding if the data is not trustworthy.

That is why to prepare the set of verified data and to assess the trustworthiness of
the production data we have compared the results of processes classification using 5
classifiers: k-Nearest Neighbors, Neural Network, C4.5, Random Forest and Support
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Table 1. Average energy utilization for the onion as a raw material and similar final products.

Process
ID

Average energy utilization at the process
stage [kWh/t]

Weight [t]

S1 S2 S3 S4 S5 S1-5

149 16,54 0,24 1,06 33,79 1,43 53,07 43,93

150 12,22 0,23 1,03 30,90 1,27 45,64 44,62

171 6,78 0,07 1,17 28,32 0,26 36,60 50,04

172 8,93 0,15 0,96 29,25 0,21 39,50 70,72

175 12,22 0,19 1,24 36,10 0,05 49,79 80,41

179 21,70 0,38 0,92 31,16 0,37 54,52 26,77

201 34,95 0,15 0,94 32,31 0,02 68,37 52,84

202 22,24 0,09 0,94 28,05 0,04 51,36 45,77

207 20,16 0,09 1,17 32,73 0,03 54,18 31,17

Avg 17,30 0,18 1,05 31,40 0,41 50,34 49,59

Var 8,63 0,10 0,12 2,65 0,55 9,32 17,10

MIN 6,78 0,07 0,92 28,05 0,02 36,60 26,77

MAX 34,95 0,38 1,24 36,10 1,43 68,37 80,41

Table 2. Average energy utilization for the spinach as a raw material and similar final products.

Process
ID

Average energy utilization at the
process stage [kWh/t]

Weight [t]

S1 S2 S3 S4 S1-4

187 33,82 7,99 20,47 0,88 63,15 41,99

193 32,95 8,22 16,44 1,00 58,62 44,20

194 35,15 7,85 19,08 1,05 63,13 43,27

196 31,74 6,90 17,38 0,94 56,96 45,88

197 30,94 8,08 16,84 0,89 56,75 39,66

198 34,31 9,24 18,54 1,05 63,12 39,00

204 33,63 7,79 17,60 0,98 60,01 63,63

206 34,22 8,42 17,45 0,99 61,08 39,34

208 34,52 8,36 18,54 1,10 62,52 41,36

210 1,19 0,20 1,07 0,00 2,46 46,13

Avg 29,85 7,23 15,88 0,89 53,85 44,72

Var 10,83 2,71 5,62 0,34 19,43 7,60

MIN 1,19 0,20 1,07 0,00 2,46 39,00

MAX 35,15 9,24 19,08 1,10 63,13 63,63
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Fig. 1. Energy utilization in the processing stages S1–S5 for the processes from Table 1

Vector Machines with a radial basis kernel function [23]. The binary classifiers have the
same input data that is the energy consumption per ton at each of the stages.

In Tables 3 and 4 there are classification results of the production processes using
the following classifiers:

– 3NN (kNN) 3-Nearest Neighbors;
– Multilayer Perceptron (NN) with a hidden layer with 11 nodes for the onion and 10
nodes for the spinach production with a learning rate equal to 0.79 and momentum
equal to 0.39;

– binary tree C4.5 with a confidence factor equal to 0.25, with a minimum number of
instances per leaf equal 2;
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– Random Forest (RF) with the bag size percent equal to 100, with maximum depth
unlimited, number of execution slots equal to 1 and 100 iterations;

– Support Vector Machine (SVM) with two radial basis functions (RBF):

OnionRBFKernel: K(x, y) = exp
(
−0.05 ∗ (x − y)2

)
(1)

SpinachRBFKernel: K(x, y) = exp
(
−0.0015 ∗ (x − y)2

)
(2)

We took into account 55 distinct onion production processes and 31 for spinach. It
is connected with a shorter period of the spinach production and gathered data.

The confusion matrix parameters are defined according to the following formulas:

ACC = (TP + TN )/N (3)
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TPR = TP/(TP + FN ) (4)

FPR = FN/(FP + TN ) (5)

Prec = TP/(TP + FP) (6)

F1 = 2TP/(2TP + FP + FN ) (7)

MCC = (TP ∗ TN−FP ∗ FN )/
√
(TP + FP)(TP + FN )(TN + FP)(TN + FN ) (8)

where:

• N - a number of all cases;
• true positive, TP – a number of positive results i.e. correctly classified cases;
• true negative, TN – a number of negative results i.e. correctly classified cases;
• false positive, FP – a number of negative results i.e. wrongly classified cases as positive
ones;

• false negative, FN – a number of positive results i.e. wrongly classified cases as
negative ones, also called Type II error;

• accuracy, ACC;
• true positive rate, TPR, also called Recall;
• false positive rate, FPR;
• precision, Prec.;
• score test F1;
• the area under curve, AUC for the receiver operating characteristic curve, ROC;
• Matthews correlation coefficient, MCC;

Table 3. The confusion matrix parameters for the cross-validation with 10-folds of the onion and
spinach production processes, according to the Eqs. (3)–(8).

Classifier Product ACC [%] TPR [%] FPR [%] Prec. [%] F1 MCC AUC ROC

3NN Onion 78.2 92.3 34.5 70.6 0.8 0.594 0.832

Spinach 90.3 100 33.3 88.0 0.936 0.766 0.851

SVM
(RBF)

Onion 85.5 84.6 13.8 84.6 0.846 0.708 0.854

Spinach 87.1 100 44.4 84.6 0.917 0.686 0.778

NN Onion 89.1 92.3 13.8 85.7 0.889 0.784 0.925

Spinach 87.1 95.5 33.3 87.5 0.913 0.674 0.848

C4.5 Onion 96.4 92.3 0.0 100 0.96 0.929 0.948

Spinach 90.3 95.5 22.2 91.3 0.933 0.76 0.952

RF Onion 96.4 96.2 3.4 96.2 0.962 0.927 0.992

Spinach 93.5 100 22.2 91.7 0.957 0.844 0.965
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Table 4. The confusion matrix parameters for the classification with the split of the production
results’ sets into train (66%) and test sets (34%), according to the Eqs. (3)–(8).

Classifier Product ACC [%] TPR [%] FPR [%] Precision
[%]

F1 MCC AUC ROC

3NN Onion 84.2 100 27.3 72.7 0.842 0.727 0.864

Spinach 90.9 100 25.0 87.5 0.933 0.810 1.0

SVM
(RBF)

Onion 94.7 100 9.1 88.9 0.941 0.899 0.955

Spinach 81.8 100 50.0 77.8 0.875 0.624 0.750

NN Onion 89.5 100 18.2 80.0 0.889 0.809 0.966

Spinach 72.7 100 75.0 70.0 0.824 0.418 0.536

C4.5 Onion 89.5 75.0 0.0 100 0.857 0.797 0.855

Spinach 81.9 85.7 25.0 85.7 0.857 0.607 0.804

RF Onion 94.7 87.5 0.0 100 0.933 0.896 0.983

Spinach 90.9 100 25.0 87.5 0.933 0.810 1.0

From Tables 3 and 4 it can be concluded that:

• the best classifier for both products seems to be Random Forest;
• the onion production classification shows more concise results than the spinach
production. This is because of 55 distinct data for the onion and 31 for the spinach.

• Apart from 3NN, all other classifiers used in the onion case show also good results.

4 Conclusions

The introduction of low-carbon economy assumptions, and in particular the corpo-
rate social responsibility strategy, is beginning to cause changes in the awareness of
entrepreneurs. Providing the value of the carbon footprint of the product is not obligatory
for entrepreneurs, but they are increasingly seeing the benefits of calculating it.

The processes depend on many factors and even in the same conditions, the results
can differ by around 25% as it can be seen from Tables 1 and 2. However, the energy
consumption on different stages can be even eight times bigger for the production unit.
In some energy-demanding stages (S2 and S4 for the onion production) connected with
cooling processes the energy used for the same stage and similar production can differ
even 25–40%. That is why the main goal of the project that is energy optimization in the
production can be very demanding. In the analyzed production stages the final carbon
footprint depends on the level of the electricity consumption.

In the paper, we have shown that machine learning methods can be helpful in the
assessment of the production processes. We have shown that using the Random Forest
algorithm gave us the best results of processes classification for two products. The
classification will help us choose and access production processes and pick the best
production parameters.
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Abstract. We present the possibilities of using convolutional and con-
volutional recurrent network structures to classify large text sets on the
example of job offer descriptions. In the case of recruitment agencies
and job offer web pages, it is essential to have a consistent database of
offers. Unfortunately, different employers use very different names for
the same positions and various descriptions. In this article, we classify
job offer texts using feedforward and recurrent convolutional neural net-
works. We present also two ways to input text data for neural networks.
The research was based on five randomly selected work positions. Based
on the analyzed texts, the considered neural networks can recognize the
type of position with relatively high accuracy.

Keywords: Convolutional neural networks · LSTM · GRU ·
Recurrent neural networks

1 Introduction

Currently, the most popular way to look for a job is to use specialized inter-
net portals. The basic criterion enabling a candidate to search for a position
quickly is the category in which the advertisement is placed. In the case of large
databases of advertisements, the assignment of a specific position to an offer
becomes problematic, which is why this article presents a method that allows
automatic classification [17,19] of job offers based on the advertisement content.
Classification in such a dynamic market as the labour market requires that the
system learns as quickly as possible and at the same time enables verification
of its operation. Therefore, it is essential to be able to modify the structure of
the neural network [2,4,5,20] and adapt it to a specific case. The problem of
text classification is already well known in the literature: among others, thanks
c© Springer Nature Switzerland AG 2020
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to works such as [7,24]. The disadvantage of the presented solutions is that the
structures of these networks cannot be modified without re-learning. It should
be remembered that the training process itself is unfortunately very computa-
tionally complex and thus takes much time. Once trained, a structure can only
be used to work with a precisely defined problem.

Convolutional neural networks were used initially in computer vision [1,6,11,
18]. The great advantage of convolutional networks and deep learning [3,22] is
the possibility to present the input text using characters in the same way as they
were written by the person creating the advertisement. Thanks to the use of one-
hot encoding at the character level [12,13], no additional data encoding process
is required, and in combination with convolutional networks, text classification
is more resistant to human errors when typing the text, such as typos or spelling
errors. The conducted research is also intended to indicate the possibilities of
network optimization by limiting the amount of space at the network input.
When designing a network, we consider two variants with limiting the maximum
amount of space for convolutional networks or by limiting the space for one
word for recurrent networks. Neural networks work very well in recruitment
processes, they help the recruiter choose a position for the indicated person
[16,21]. But none of the proposed solutions can be modified after the neural
network is trained. The rest of the paper is structured as follows. Section 2
presents datatests and neural network models. Section 3 shows the results of
experiments and the last section concludes the paper.

2 Data and Methods

The research was carried out on the basis of job advertisements from Emplocity
Ltd (https://emplocity.com/) in five categories listed in Table 1. The entire
database contained 37.3 MB of uncompressed text. All ads were previously
anonymized so that they did not contain any personal data. Each job advertise-
ment had a job title and job description. In each tested network model, one-hot
character-level text encoding was used for the alphabet with 35 characters: a, ↪a,
b, c, ć, d, e, ↪e, f, g, h, i, j, k, l, �l, m, n, ń, o, ó, p, q, r, s, ś, t, u, v, w, x, y, z, ź, ż,,
/, -. The advertisements were converted lowercase characters and there were no
characters other than those from the alphabet in the entire database. Table 1
presents the statistics of the data used for each category.

2.1 Models of CNN and RCNN Networks

Two network models were proposed in the research, namely a convolutional net-
work for text classification consisting of six convolution layers and three fully con-
nected layers, and a recurrent network with Long Short-Term Memory (LSTM)
[10] and the Gated Recurrent Unit GRU [23] cells with a convolutional input
layer. In the first variant, the convolutional network input was designed for 1024
characters from the alphabet. If the job offer description was larger than the
assumed input size (the number of characters), the remaining characters were

https://emplocity.com/
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Table 1. The number of entries broken down into individual categories.

Category name Number of job offers

Customer advisor 6 712

Production worker 5 719

Warehouseman 1 971

Courier 1 813

Programmer 962

not taken into account. The structure of the network is described in Table 2.
A different approach was used when designing the recurrent network. In this
solution, the job description was fed word by word in the order it was written.
This procedure is to simulate reading an advertisement on the Internet in the
same way as humans do. The convolutional part encodes the written word for
the needs of recurrent cells, and we expect one input vector at the output of the
convolutional part. Therefore, all feature maps are combined into one dimension
given to the recurrent cells. The final classification remains with the LSTM and
GRU. The number of calls to the recurrent cells was dynamic and depended on
the number of words for each case in the base. The limitation was placed on the
number of letters in one word and was 16 characters. In both cases, the input
quantity was adjusted to the network model so that it was possible to carry out
the most efficient convolution between the layers of the convolutional network.
The database contained only 868 advertisements exceeding the assumed area
of the CNN network and 2,831 words longer than 16 characters. The structure
of the network is described in Table 3. In addition to these places, the SELU
activation function was used throughout the structure [9]. As an alternative to
the widely used RELU function, the SELU function can give negative values,
which accelerates the process of convolutional network training (Fig. 1).

SELU(x) = scale ∗ (max(0, x) + min(0, α ∗ (exp(x) − 1))) (1)

2.2 Training

The networks were implemented with PyTorch library [15]. The best results
were obtained using the Adam algorithm [8] used with the Cross Entropy loss
function [14]. The minibatch was set to 64 and dropout to 0.5 throughout the
whole learning process. For the convolutional network, the learning coefficient
was set to 0.001 and was halved after every 5 learning epochs. The total learning
for this task lasted 40 epochs (each lasting approximately 25 s using GPU). For
RCNN, the learning coefficient is 0.0001 and it is halved after every 8 learning
epochs. The total training for this task was 60 epochs, each lasting approximately
20 s for LSTM and 19 for seconds for GRU using GPU implementation (Fig. 2).
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TEXT ONE-HOT INPUT
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Convolu on 1D

2 Layer
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3 Layer
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LSTM / GRU

TEXT ONE-HOT INPUT

1 Layer
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3 Layer
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1 Layer

Convolu on 1D
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Convolu on 1D

LSTM / GRU...

Fig. 1. Architecture of the convolutional recurrent network model used in the paper.

Table 2. Description of layers used in the convolutional network. FM denotes the
number of Feature Maps

Layer Description

1 Input Text one-hot input 1024x35

2 Convolution - Layer 1 kernel 7x35 str. 1 256 FM, SELU activ.

3 Convolution - Layer 2 kernel 7x256 str. 1 256 FM, SELU activ.

4 Convolution - Layer 3 kernel 7x256 str. 1 256 FM, SELU activ.

5 Convolution - Layer 4 kernel 7x256 str. 1 256 FM, SELU activ.

6 Convolution - Layer 5 kernel 7x256 str. 1 256 FM, SELU activ.

7 Convolution - Layer 6 kernel 7x256 str. 1 256 FM, SELU activ.

8 Fully Connected 1 output 256, SELU activ.

9 Fully Connected 2 output 256, SELU activ.

10 Fully Connected output 5 activ. Softmax

3 Results

The database was randomly split five times into training and testing data in
a proportion of 80% and 20%. The first tests carried out on a convolutional
network showed the accuracy of the best model 87.3%. For the LSTM network
the error in the best implementation was 84.7% and for GRU 86.5%. A men-
tion should be made of the difference in networks speed. The test data of 20%
of all data was tested within 7.2 s for the convolutional network and 6.9 s for
the network with the LSTM cell and 6.5 s for the network with the GRU cell.
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TEXT ONE-HOT INPUT

1 Layer

Convolu on 1D

2 Layer

Convolu on 1D

3 Layer

Convolu on 1D

4 Layer

5 Layer

Convolu on 1D

6 Layer

Convolu on 1D

Convolu on 1D

Fully connected 1

Fully connected 2

Output

Fig. 2. Architecture of the CNN network used in the paper.

It shows the advantage in speed of the convolutional network over the recurrent
networks in the presented case. The course of the training is presented in Fig. 3
(Table 4).
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Table 3. Description of layers in recurrent convolutional networks. FM denotes the
number of Feature Maps

Layer Description

Glial and CNN

1 Input Text one-hot input 16x35

2 Convolution - Layer 1 kernel 3x35 str. 1 36 FM, SELU activ.

3 Convolution - Layer 2 kernel 2x256 str. 1 128 FM, SELU activ.

4 Convolution - Layer 3 kernel 2x256 str. 1 128 FM, SELU activ.

5 RNN cell LSTM or GRU

6 Fully Connected output 5 activ. Softmax
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90%

100%

AC
C

CNN CNN+LSTM CNN+GRU

Fig. 3. CNN and recurrent CNN training (accuracy over epochs).

Table 4. Classification accuracy of convolutional networks.

No Network Training time [s] Testing time [s] Accuracy [%]

1 CNN 25.1 7.2 87.3

2 RNN + LSTM 20.1 6.7 84.7

3 RNN + GRU 19.6 6.5 86.5

4 Conclusions

The presented research proves the vast possibilities of using convolutional net-
works in text data classification tasks. Based on the conducted experiments, the
advantage of the convolutional recurrent GRU networks over CNN in terms of
time can be stated, but at the cost of a more significant error. This difference
is also due to the way the input data is provided to the network. Recurrent
networks require data to be given over time; therefore, the input data is divided
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intuitively as the words are produced by humans. Moreover, unlike in the CNN
network, we do not assume a constant sentence size, which translates into the
network accuracy.

Acknowledgements. This work is a part of the project number POIR.01.01.01-00-
0912/18-00 “Development of an automated system using artificial intelligence for multi-
channel recruitment advertising and Real-Time-Bidding operations using recurrent
neural networks and generative opposing networks” funded by the National Centre
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Abstract. According to Aggarwal [6] the extractive summarization is
solely about scoring sentences to maximize the topical coverage and min-
imize redundancy, while coherence and fluency are to be considered only
in the case of abstractive summaries. It is a rather strong opinion that
this paper aims to argue with by introducing different functions of text
summarization, the notion of text coherence and cohesion, and last but
not least by offering new methods allowing for both sentence extraction
and text fluency (to a certain level). This article aims at offering a model
that will be as simple as possible (but no simpler, as would Einstein put
that) to satisfy the goal of informative extractive summary with a cer-
tain level of cohesion determined by sentence connectives. This abstract
has been generated with the algorithm proposed in the paper.

Keywords: Extractive text summarization · Natural language
processing · Coherence and cohesion

1 Introduction

Since text summarization is usually defined as a task focused on generating a
short text that is considered to be the best possible (within the length limits)
semantic representation of the main document (or multiple documents), the
abstract of this paper included above has been automatically generated with the
text summarization method proposed here - an extractive one. As a matter of
facts in terms of creation process there are two different types of text summaries -
abstractive and extractive ones. While the first require full text comprehension
and generation of new paragraphs, the extractive one is a much simpler task of
choice, where the best, most informative and therefore important sentences are
extracted from the original text and put together in order to create the final
summary.

Aggarwal [6] has devoted the entire chapter of his book on Machine Learn-
ing for NLP to the text summarization methods. On the very beginning of this
chapter he also introduces this categorization on extractive and abstractive app-
roach and clearly draw their differences. According to Aggarwal the extractive
summarization is solely about scoring sentences to maximize the topical cover-
age and minimize redundancy, while coherence and fluency are to be considered
c© Springer Nature Switzerland AG 2020
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only in the case of abstractive summaries. It is a rather strong opinion that this
paper aims to argue with by introducing different functions of text summariza-
tion, the notion of text coherence and cohesion, and last but not least by offering
new method allowing for both sentence extraction and text fluency (to a certain
level). There is clearly a gap in expected quality of extractive summaries which
this article hopes to fill at least partially.

1.1 Related Work

Extractive summarization can be traced back to the late 1950s, as there a method
based on word and phrase frequency [7] was proposed. Sentence scoring was per-
formed with three indicators: appearance of word cues, similarity with the title,
and the location of a sentence (based on the assumption that the closer to the
beginning of a text or paragraph the more important becomes a sentences). An
extension to this method, based on word representation of topics, was proposed
by [1]. In addition to word frequency he used log likelihood ratio tests (known
as topic signatures). Sentences were scored based on how many topic signatures
they contain or how concise they are (which means that this method preferred
shorter sentences with a higher number of topic signatures).

In general, the approach based on word or term frequency is still very popular
while preparing the intermediate representation [2] of a text, used as a first step
for scoring sentences. It is like PID controller in automation - there are already a
lot of more complex predictive controllers available, but the relatively simple old
invention is still working very well on a whole range of tasks, if not outperforming
the novelties. And due to its lower complexity it is often more comfortable to
apply. And so is the word or term frequency. This is why the algorithm offered
in this paper also builds upon this legacy (more about it in the Sect. 3).

Extractive text summarization is a rather popular field within natural lan-
guage processing, which has already resulted with a whole range of different
methods and techniques that are to be found in the literature. Beside the
mentioned chapter on text summarization offering a detailed view on some of
them [6], there are also another comprehensive reviews and surveys of text sum-
marization methods available (See [2,3,10]). Most common and interesting meth-
ods are TF-IDF, Centroid based method [15], Latent Semantic Analysis [12,14],
graph-based methods [8], Bayesian models [5,19] or unsupervised machine learn-
ing techniques like Skip-Thoughts [20]. However, while they all are offering more
and more sophisticated scoring approaches they also seem to share their per-
spective: focusing on single sentence and scoring it independently. They perform
different types of clustering that aims at extracting most different topics, hence
what is actually maximized here is the distance between chosen sentences. This
way the goal of maximal topic coverage with minimal redundancy - as put by
Aggarwal - is essentially preventing the resulting summary from textual fluency
called cohesion.

Due to the limited size of this article only the graph-based method called
TextRank will be shortly outlined here. To what does the method owe the plea-
sure? The summaries generated using Python implementation of TextRank will
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serve as competitors for the evaluation of the method proposed in this article,
as shown in Sect. 4.

Graph-Based TextRank Algorithm. A graph-based approach called Tex-
tRank [13] is in fact the web page-ranking invented for search engines (PageR-
ank) algorithm, adapted for the purpose of text summarization. Instead of mod-
elling relations (links) between web pages, relations between sentences within
single or multiple documents are represented here with the graph. Each pair of
sentences are compared and if their similarity is grater than a threshold, an edge
is being created. The graph is undirected but the edges are weighted with cosine
similarity of sentences represented in the nodes. The resulting similarity matrix
has a form of transition matrix (i.e. denotes the transition probability from one
node to another) and its left dominant eigenvalues are used for sentence scoring.
It means that the nodes with most (valued) edges build the set of k-top sentences
for the summary.

This approach is widely used for the summarization task and easy accessible
since a user-friendly python implementation called Gensim offers the TextRank
based module for summarization [21].

1.2 A Further Purpose-Based Classification of Extractive
Summaries

Since there has been many improvements and novel approaches offered in the lit-
erature, many further classifications of summaries methods and outputs has also
been proposed [10]. The purpose behind the text summarization (and accord-
ingly its expected output form) seems to be one of the most crucial aspects while
choosing the algorithm. To illustrate the problem the differences between indica-
tive, informative, critical and query-based summaries will be discussed here.

– Indicative summaries can be compared to movie trailers. Usually a trailer
contain the most interesting and representative scenes (in order to present the
whole range of topics discussed in the movie), mostly in original order, but
with no attention to smooth transitions between them. A broken, fragmentary
narrative is allowed. The main goal of an indicative summary is to draw
attention of the audience (in case of texts the readers) and to persuade them
to approach the full version. Thus, the shorter form and the wider spectrum
of ideas the better. One of the most common application is web search engine
that summarizes the web content.

– Informative summaries are in turn designed to serve as a handy replace-
ment of the main text which enables the reader to safe reading time and
still get the main idea(s) conveyed by the text. Ideally it should not only
contain the most important topics but also provide cohesion and readability.
An informative summary is supposed to be only semi-dependent and may be
expected to exist as well autonomously. This kind of summary may encourage
the reader to look deeper into the topic or may just help him to get a bit
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familiar with the topic. Hence, the more dense and readable the summary,
the better. The potential autonomy is crucial - the text should read well.

– Critical or evaluative summaries are subjective by design, their choice of
topics, the optics of their description is influenced by the opinions included
in the text that is to be summarized. The purpose of this kind of summary is
kind of pervasive, it is not just conveying the facts but also the attitude about
them. Automatic critical summaries are mostly extracting sentiment-related
sentences – for example to build an opinion about a hotel or product based
on multiple reviews. Therefore not texts as such are being summarized here,
but the entire range of existing opinions are put together in order to draw the
biggest possible picture [xxx]. Fluency is less important since it will contain
multiple different, rather unrelated thoughts.

– And the last one, a query-based summary, is often used as a tool for
completing automated text comprehension tasks like question answering or
document classification. As such these summaries are mostly task-driven and
evaluated in terms of a this particular task. Thus, their coherence or read-
ability has much lower importance than their ability to identify and extract
the desired information.

While the classification above seems reasonable and clear, a lot of papers on
novel or improved methods of text summarizing seems to lack the transparency
regarding their intended purpose.

The ambiguity occurs mostly between indicative and informative summaries
and depends on the interpretation of proposed application or examined text
corpora. For example the method of summarizing websites for search engines
is rather to be thought as aiming at indicative summaries, where the output is
only an eye catcher luring the user into clicking the link and reading the full text
(the website). Although a summary from Wikipedia or other sources presented
at the top when searching for specific term should offer the possibility of not
looking deeper if the reader is satisfied with a quick and shallow definition (a
brief understanding of the term). Hence even the application environment (web
searching engines) is not unambiguous. And omitting the intended purpose of
text summarization while proposing a method may lead to incomplete evaluation
of this method. This is mostly the case when considering the informative sum-
maries where the method focus on sentence scoring algorithms or topic relations
but neglect the grammatical and syntactical fluency of the output.

As already mentioned almost every method to be find in the literature focuses
on the number of topic signatures or relation between them, on the highest level
of information density or on reducing redundancy, and then eventually considers
some types of intratextual relations called coherence. As far as the indicative or
query-based summaries are to be achieved with such a method, it is appropriate.
But when designing an algorithm for generation of informative summaries, which
- let’s recall - are expected to replace the main text, the cohesion should not be
forgotten. And to best of my knowledge none of the mentioned methods prioritize
or even really consider text cohesion (beside [17], but for Spanish only, and with
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rather small generalization potential). What is exactly text cohesion and why
coherence is not enough?

2 Text Cohesion

Cohesion is a linguistic “glue” that holds the sentences together, while coherence
means how well the ideas are linked with each other. The first one is more
grammatical or structural and the second one relates to the mental picture that
a reader is creating in his mind by reading a text - a mind map of the ideas.
However, both these features go often together - if a text lacks cohesion it will
also probably be hard to follow and thus understand it. Although, a text may be
coherent in terms of topic and key words distributions but not cohesive because
the sentences are repetitive, not linked to each other and the entire paragraph
is rather choppy. The reader will be able to understand the ideas eventually but
the reading experience will be very poor. What “glues” the sentences and helps
to avoid the mentioned “choppiness” is mostly conjunctions, referring words,
pronouns and synonyms.

Institute for Intelligent Systems from Memphis University has been work-
ing on a project called Coh-Metrix. One of its results is an online platform for
advanced text analysis. Their main focus was text coherence and cohesion (hence
the ‘Coh’ prefix in their name). For more explanation on the necessity of both
coherence and cohesion for text production or analysis see their book summa-
rizing the projects results [11]. The Coh-metrix tool distinguishes between con-
ceptual cohesion (ability to build mental coherent representations), performed
using optimized Latent Semantic Analysis), co-reference (argument overlap),
causal cohesion (if an object falls on the floor in one sentence it should probably
lay on the floor in the following one, and not remain on the table as if nothing
has happened) and the use of connectives.

While the coherence has lived to its own metrix and formulas for evaluating
the output of automatic summarization methods [4,9], evaluating cohesion is
facing an empty space. Lacking any cohesion metrics for text summaries the
results of proposed summarization method will be evaluated with the values
yielded by the Coh-metrix analysis, particularly by the analysis of connectives
incidences.

Connectives are words or phrases that help reader to understand or infere
relations between ideas in texts [16] There are mainly four types of connectives
to be named: causal (because, this is why, therefore, hence, etc.), additive (also,
as well, further, etc., temporal (before, after, then, etc.) and clarification (for
example, including, etc.) [18].

As already mentioned for informative summaries measuring the information
density or refining the choice while looking for graph-based coherence is not
enough, because a certain level of connectivity between chosen sentences should
also be provided. An example of this issue can be observed in following sen-
tence generated with Gensim TextRank. While summarizing a blog article about
FOMO (the Fear of Missing Out, a social phenomenon) the algorithm ranked the
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sentence as highly informative and representative because of the highest value
of its summed edges:

Therefore FOMO is not just the sense that there might be better things
that you could be doing at this moment, but it is the feeling that you
are missing out on something fundamentally important that others are
experiencing right now.

The sentence does score well with cue words and topic signatures (it basi-
cally delivers the definition for the main topic) indeed, but it also does a very
poor job as an opening line for the entire summary, which was the case in this
experiment. A sentence starting with “Therefore”, a causal connective, requires
at least one former sentence in order to get semantically fulfilled, to enable the
desired coherence. Without it the reader received only the information that there
is a cause for the content carried by the sentence shown in the summary but is
denied the necessary context for it.

3 The Algorithm for Cohesive Text Summarization

Beside pointing out to the necessity of including cohesion into extractive sum-
marization I would like to offer a - may it be a bit rough - solution. This paper
aims at offering a model that will be as simple as possible (but no simpler, as
would Einstein put that) in order to satisfy the goal of informative extractive
summary with certain level of cohesion determined by sentence connectives.

As a matter of facts the intended simplicity of the model was possible to
achieve with intuitions coming from text linguistics. Before even started to exper-
iment with different summarization methods, some important question has been
raised about how texts are been produced, how are they structured, what indica-
tors of content and inner structure they include and how can they be detected or
made useful for this task. This is why the entire chains of thoughts are scored and
the coalition of sentences are chosen for the summary instead of single sentences.
The common histogram of word frequencies is also used differently - 30 most fre-
quent words build a subset that provides reference for information importance
but the threshold of desired keyword number is changed dynamically and the
order of the original ranking doesn’t count any more. This way two sentences
may gain the same score but contain a completely different set of words (say
each of them include 8 of the top 30 words, but these are different ones).

3.1 Let’s Score the Entire Coalition Instead of Single Sentence

Let W be a dictionary, a finite set that collects all N words that can be used to
build a sentence, including an additional empty word (of length equal to zero)
denoted as 0 ∈ W . If we are to consider only sentences of a finite length, then
any sentence S consisting of at most L words can be viewed as an element of
the Cartesian product of dictionaries:

S ∈ W × W × · · · × W = WL. (1)
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Given the above definition, S = (w1, ..., wl, 0, 0, . . . , 0) represents an ordered
sequence of l < L words that build sentence S. For the sake of clarity, the set of
nonempty words that form the sequence S will be denoted as S̄ = {w1, ..., wl}.

In a somewhat similar manner it is possible to define a finite length document
D as an element of the Cartesian product of finite products of dictionaries:

D ∈ WL × · · · × WL = WLM . (2)

Any document D = (S1, ..., Sm, 0, 0, ..., 0) is therefore an ordered sequence of
m < M sentences. The set of sentences used in document D will be denoted as
D̄ = {S1, ..., Sm}.

The key idea behind the algorithm is to select from a document at hand
the sentences that contain words that are used in the document and can be
interpreted as a reasonable description of the document topics. The selected
sentences are next used to construct coalitions of sentences that form a basis for
the summary generation.

The set of characteristic n ≤ N words will be denoted as:

Tn ⊂ W. (3)

Suppose that set Tn is known for document D and we wish to find a sentence
S that gives an important idea behind document D, an idea expressed by a subset
of words used in D. A straightforward way to do that is to look for nonempty
intersections:

S̄ ∩ Tn. (4)

The proposed summary generation algorithm takes the above operation to
evaluate sentences. Namely, each sentence S ∈ D̄ is evaluated by the sentence
scoring function μ that counts a number of characteristic words from Tn that
have been used in sentence S:

μ(S) = |S̄ ∩ Tn|. (5)

As mentioned in the Sect. 1 there are other scoring functions described in
the literature. A rather standard approach is to define score as a probabilistic
measure modeling distribution of topic related information across the document.
The proposed scoring function can be viewed as a generalization of this approach,
introducing a general word choice operator Tn. In case of the algorithm being
considered, the operator will select top n most frequent words in document D.

The sentence scoring procedure allows to identify in the document D all those
subsets of sentences that may prove valuable for summary construction. Those
subsets will be referred to as coalitions of sentences:

C ⊆ D̄. (6)

The coalition scoring function used in the presented algorithm evaluates each
subset of sentences based on their total length:

ϕ(C) =
∑

S∈C

|{w : w ∈ S}|, (7)
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where |w| ∈ N is the number of characters in word w ∈ W . In order to provide the
desired cohesion a particular set of words or phrases (the connectives) has been
build that may appear at the beginning of the sentence. When choosing sentences
for the coalition the algorithm examine them in terms of the connectives. If any of
them is detected the former sentence is attached to the chosen one. The attaching
repeats as long as any further connectives are present in the first sentence of such
a chain of thoughts. Then the coalition extended by the attached sentences is
evaluated again for the set summary length.

Consider the coalition built of sentences that have their score at least at level
α ∈ R:

Cα = {S ∈ D : μ(S) ≥ α}. (8)

The proposed summary generation algorithm finds the coalition of sentences
that all have been assigned score bounded from below by some α̂ and in total
have length bounded from above by p ≥ 0. In other words, the summary is given
by the coalition:

Cα̂ = arg max
α≥0

{ϕ(Cα) : ϕ(Cα) ≤ p}. (9)

3.2 Let the Document Speak for Itself

The latent semantic methods, like LSA, non-negative factorization or Centroid
summarization, are often described as revealing the latent information hiden
in the text. However, they return the exactly preset k-number of sentences,
which means forcing the algorithm into clustering the document in the specific
k-number of groups and then choosing their representatives, regardless the actual
number of topics or thoughts that the document contain. Thus, the structure of
the text to be summarized is not mined or identified, but pre-determined. Both
the dynamic threshold of the information index and individual identification of
cohesive thought-chains offered by the approach presented in this paper actually
lets the document speak by itself. It adjusts parameters instead of imposing
them. It is also possible for the user to set the desired length of the summary too
(word or characters number) - but neither of them will determine the number
of thoughts or topics been shown in the summary. The output will contain a
cohesive and coherent set of sentences discussing the most important ideas from
the text within the preset length constrains. It is likely that an idea will not
make it to the summary in order to safe place for a thought-chain regarding a
topic that scored higher.

3.3 POS Tagging - Parts of Speech Classes Need Some Update

POS-Tagging is a tool that allows to detect and label part of speech in examined
text sequences. There are already multiple libraries and packages available for the
task dedicated to different programming and natural languages (for example a
built-in method for Matlab or POS-tagging library by Stanford NLP Group [22]).
However, for this particular task of detecting connectives the main problem
of English language is the rather fuzzy categorization of speech parts. Few of
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the connectives fall into category “coordinating conjunction” or “subordinating
conjunction”, but a lot of them are categorized simply as “determiners”. The
latter group is much too wide and include also articles (“the”, “a”), present in
almost every sentence. Therefore for English version of the algorithm there was
a high need to define new task-driven set of speech parts to be detected in the
document. These included the entire range of all possible word and phrases with
the function of connectors.

4 Evaluation

The method presented in the article aims to generate informative summaries
(as defined in the Subsect. 1.2) that will be possibly more cohesive than these
offered with common algorithms. Apart from the obvious differences that can be
easily observed and correctly identified by human readers - i.e. summaries open-
ings starting with unresolved references (such as ‘because’, ‘they’, ‘on the other
hand’, etc.) the summaries generated by the coalition algorithm and Gensim Tex-
tRank differ in the cohesion metrics computed with Coh-metrix (as explained in
the Sect. 1.1). 50 articles from Scientific American, Medium.com and Wired.com
have been summarized using both methods and the outcome size differed between
200 and 250 words. The results shows that in 87% of all cases the coalition
method allowed to reduce the cohesion incidence (which means to improve the
general cohesion) by 4,3% in average. The articles that scored worse with Coali-
tion than with Gensim were visibly distinct in their structure as they covered
more stories, quotations and dialogues. Resulting difference in the performance
of the Coalition algorithm proves that this method is mostly designed for gen-
erating informative summaries of argumentative texts, not narrative or literary
ones (Table 1).

Table 1. Summaries generated by Gensim and the Cohesive Coalition Algorithm com-
pared in terms of all connectives incidence index by Coh-Metrix. An excerpt of the
results.

The original
article

Summary by
Gensim TextRank

Summary by
Cohesive Coalition

Source of the article

75,426 66,879 64,626 Scientific American

93,325 91,525 82,192 Scientific American

97.774 135,135 129,353 Wired.com

86.817 80,573 75,676 Medium.com

101.931 108,844 78,125 Medium.com

https://medium.com/
http://wired.com/
http://wired.com/
https://medium.com/
https://medium.com/
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5 Conclusion

The argued book by [6] may be considered a trustworthy mirror of the discourse
related to text summarization. It can both influence the readers (it has more
than 60 000 downloads so far) and reflect the already existing opinions. There-
fore the discussed claim that an extractive summarization method does not need
to bother with text cohesion in order to offer a fluent, readable output, may be
considered representative for the discourse. Motivated by possible alternative
this paper intended to present a summarizing method that beside looking for
information would also examine the syntactical connections between sentences
that are to be chosen. However, the proposed method is not to be considered
an innovation in terms of breaking through mathematics formulas. I am fully
aware of the shortcomings of this solution. There is still a lot of further work
to be done: the scoring function could be refined, the cohesion index reformu-
lated, the cohesion definition extended, just to name a few. The results could
also be evaluated with other metrics to prove the cohesive style (although the
usual, well-known stylometric tools may be not enough for the job, so identify-
ing own set of attributes to count would be probably necessary). Anyway, the
main ambition of this paper is to draw attention to both the possible cohesion
of extractive summary and the common habit of using very complex models for
small but domain specific tasks. As this case has proved there is no need to
use a sledgehammer if you need to just crack a nut. The text linguistics pro-
vided domain specific insight useful enough to design simple model. A model
which seems to deliver satisfactory outcome, since the results obtained with this
method outperformed the Gensim TextRank in the cohesion index. TextRank is
much more complex than the Coalition Algorithm and offers a lot more metain-
formation, but they are neither used or ever useful for this task - TextRank does
not look into syntactic structure between scored sentences and scores sentences
independently.

Remember the abstract at the beginning of the paper? Below is the alter-
native abstract produced by Gensim. Shall the reader judge his or her reading
experience with this one:

It is a rather strong opinion that this paper aims to argue with by introduc-
ing different functions of text summarization, the notion of text coherence
and cohesion and last, but not least, by offering new method allowing
for both sentence extraction and text fluency (to a certain level). This is
mostly the case when considering the informative summaries where the
method focus on sentence scoring algorithms or topic relations but neglect
the grammatical and syntactical fluency of the output. This article aims
at offering a model that will be as simple as possible (but no simpler,
as would Einstein put that) in order to satisfy the goal of informative
extractive summary with certain level of cohesion determined by sentence
connectives. The method presented in the article aims to generate infor-
mative summaries that will be possibly more cohesive than these offered
with common algorithms.
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joel.alves.oliver@gmail.com, reneilson1@gmail.com
2 Computation Departament, Federal University of Sergipe, São Cristóvão, Brazil
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Abstract. Surrogate can be defined as a mechanism capable of learning
the behavior of a given objective function. As it is a regression prob-
lem, machine learning (ML) models are natural candidates to solve it.
However, there is a lack of works comparing different machine learning
techniques employed as surrogates. Thus, this paper proposes new surro-
gate approaches applied to meta-heuristic algorithms, as well as evaluate
different machine learning models. It is proposed a new framework that
embodies different ML models as surrogates, like decision trees, random
forest, and SVR, and explores different mechanisms to train the models.
An experiment set is performed to evaluate the framework.

Keywords: Surrogates · Evolutionary algorithms · Machine learning

1 Introduction

Optimization problems require that the algorithm evaluates a great number of
inputs to find the optimal solution of a given problem. When the algorithm is
applied to real-world problems, some limitations are faced, such as an objective
function cannot be defined in an algebraic form, calculations of the objective
function are computationally expensive or the problem has few feasible solu-
tions [5]. Problems which have some of those characteristics can be classified as
Expensive Optimization Problems.

To solve those problems, some approaches, like parallel computing, the use
of a surrogate, and similarity of neighbors, have been proposed [5]. Surrogate is
a technique that learns the behavior of the objective function and can be used to
predict the objective values of a given solution. The problem faced by surrogate
can be mapped to a regression problem. Some approaches can be used as surro-
gates such as Machine Learning (ML), Linear Regression, and Gaussian regres-
sion. Surrogates are based on the principle of replacing one or more objective
functions with a prediction mechanism. For expensive problems, that mechanism
is computationally cheaper than the replaced objective function. Thus, through
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the application of surrogates, it is possible to execute a smaller number of calls
to the objective functions and consequently reduce the execution time.

In meta-heuristics algorithms, such as evolutionary algorithms, particle
swarm optimization, among others, surrogates can used to substitute the objec-
tive function during the search. In literature, the interest in applying surro-
gates on those algorithms has grown. Related works, like [4,5,11], present the
central idea of this area in last years. In those studies, meta-modeling tech-
niques, such as neural networks (NN), radial-basis function (RBF), support vec-
tor machines (SVM) and Kriging method, and the main surrogate methodologies
are addressed.

Although the approach of applying surrogates with meta-heuristic algorithms
is promising, related works have only tested these approaches with few ML tech-
niques. Besides, commonly only evolutionary algorithms are explored. Finally, it
is yet possible to explore new methodologies used for surrogate training aiming
to improve the quality of the regression process.

This paper proposes new surrogate approaches applied to meta-heuristic algo-
rithms, as well as evaluates different machine learning models as surrogates. Here,
it is proposed a new surrogate framework applied to meta-heuristic algorithms
that have an emphasis on the training mechanism of the machine learning mod-
els. The proposed framework is characterized by a combination of optimization
algorithms and machine learning models.

The framework has the characteristic of training the models during the
search. In the framework, the algorithms’ search is defined by two phases. The
first corresponds to the generation of initial solutions that will be used for train-
ing the surrogate. The second phase is characterized by the end of training and
the replacement of the objective function. Thus, in the framework, the algo-
rithms will start the search with the real objective function, while training the
surrogate, and then they will use the surrogate.

Here, three training mechanisms are used to train the learning models. Two
new approaches proposed in our work, called S Online and S Batch, and one
approach adopted from literature, called M1 [5]. As machine learning models,
the framework applies Decision Trees (DT), Random Forest (RF) and SVR, an
extended version of SVM applied to regression problems [3]. Moreover, two well-
known metaheuristics with good results in continuous problems, Particle Swarm
Optimization, and Differential Evolution are evaluated.

A set of experiments was conducted to evaluate the proposed approach look-
ing for the best framework configuration. Thus, different configurations of the
proposed framework were confronted, considering the training mechanism, learn-
ing model, and optimization algorithm. Those configurations were applied to 5
benchmarking optimization problems. Similar to related works [13,14], in our
work, the surrogate approaches will be analyzed through the quality of the
obtained solutions.

This paper is organized as follows. In Sect. 2 it is presented the theoretical
concepts and related works. Section 3 brings the new approaches of surrogate and
the proposed framework. Section 4 presents the procedures of the experimenta-
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tion and discussion of the results. Finally, Sect. 5 shows the main contributions,
the conclusions of the paper as well as possible future works.

2 Background Theory

In recent years, several problems with high complexity degrees have arisen. Most
of those are real-world problems and the difficulties faced by the algorithms are
mainly due to three reasons [15]:

1. The objective function can not be defined in an algebraic form;
2. When the calculation of objective functions is computationally expensive;
3. The problem has a few feasible solutions.

The second reason is common in problems in which there is an objective
function that represents the problem well, but the calculation of that function
requires a high computational capacity or a long time for calculating (e.g. sim-
ulation). Surrogates are an approach to solve such problems. Surrogate is a
technique used to build very simple and cost-effective models, which seeks to
replicate the relationships that are observed when examples of a more compli-
cated model or simulation are built [10].

In the optimization context, surrogate is a technique that will learn the objec-
tive function (f(x)), and then that will be used to predict the value of f(x)
given a solution x. There are numerous approaches that can be used as sur-
rogates such as machine learning algorithms and linear regression algorithms.
Those approaches need training. In the training process x(x1...xn) solutions, as
well as the fitness f(x) values associated with each training solution respectively
are provided. With those values, the approaches seek to build a pattern that
makes the relation among the inputs and their respective output values.

Once trained, the surrogate will be applied in place of the objective function,
that is, given a x solution as input, the surrogate will return a f(x) value. It
is noteworthy that surrogate corresponds to an approximation of the objective
function, so the value predicted by it does not correspond to the actual value
that would be returned by the real objective function.

The substitution of the objective function can happen in two different ways
[7]. In the first, the objective function is replaced before the optimization algo-
rithm is executed. For this, the surrogate is built using solutions generated by
sampling methods. The main advantage of this method is that objective func-
tions are rarely used, nonetheless, as a consequence, surrogates have poor accu-
racy.

In a second way, the objective function is iteratively replaced during the
execution of the optimization algorithm. The iterative process is performed by
alternating between making evaluations using an objective function and a sur-
rogate. Evaluations using the objective function (also called full-cost) are used
to train, update, or retrain a surrogate. The number of full-cost evaluations can
often be reduced substantially, while high accuracy is reached yet. This is the
main advantage of this type of approach.
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Another advantage is that the trained meta-model can represent important
information about the problem in a simple and easy to interpret way. In addition,
the fact that the examples are not randomly generated, but chosen, results in
training sets that will contain highly correlated data.

2.1 Related Work

In the study [7] a set of new surrogates approaches for evolutionary algorithms
has been implemented. Those approaches are classified from M1 to M6, being
directly associated with the number of surrogates used. M1 and M2, a surrogate
to learn the behavior of each objective function is created. M3 and M4 classifica-
tions use surrogate combinations to learn the behavior from different objective
functions. A procedure for the scalarization of parameters is used to combine
all objective functions in a single objective function in M5 approach. Finally,
M6 approach applies the KKT Proximity Measure (KKTPM) [6] metric, which
identifies a solution domination degree.

Another recent work that brings new contributions is the study of [13]. In
that work, a new algorithm is proposed, using different surrogates (Kriging, poly-
nomial response surface method (RSM) and RBF) to approximate the objective
function values. In the proposed algorithm, two sets of reference vectors (VR)
are used and the solutions are assigned to the RF sets separately. The set that
presents the best diversity metric is chosen as the winning reference vector. Fur-
thermore, a local search is applied. The algorithm is evaluated using a set of
benchmarking problems DTLZ, WFG, C1 DTLZ1, C2 DTLZ2, C3 DTLZ3, and
compared to ParEGO, MOEA/D-EGO, CSEA, K-RVEA algorithms. It can be
concluded that the proposed algorithm can obtain the best results.

In [4], a surrogate-guided differential evolution algorithm is proposed, called
S-JADE. S-JADE builds two surrogates, a global surrogate built in the whole
design space and a local one built in the neighbor region around each current
population and adds optimum information provided by both. Furthermore, it
performs a surrogate-guided selection strategy. The proposed algorithm is con-
fronted with other non-surrogate-assisted and surrogate-assisted metaheuristic
algorithms. The results show that S-JADE outperforms the compared algorithms
for almost all problems. Also, in [11], it is proposed a new selection which employs
a hierarchical structure of surrogate models. That approach can automatically
choose a modeling technique during the optimization process.

3 Proposed Framework

The proposed framework explores surrogates in meta-heuristics algorithms. The
framework varies in the way it trains the models, it also enables different opti-
mization algorithms execution and particular machine learning techniques appli-
cation. The framework incorporates the jMetal framework [9], responsible for
the optimization algorithms, with machine learning models, using scikit-learn, a
machine learning library for Python.
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It employs two different meta-heuristics algorithms, a basic Differential Evo-
lution algorithm (DE) and SMPSO. The DE scheme used in this algorithm
version is called rand/1/bin, because the vectors are chosen randomly (rand),
it used only 1 vector difference and the crossover strategy used to mix the test
information and the target vectors was a binomial intersection. SMPSO is the
basic version available in jMetal.

The machine learning algorithms embedded are SVR, Random Forest, and
Decision Tree. SVR is applied to the regression problem by determining a ε
radius tube, which should contain all points in the training set. The Decision
Tree is based on the CART algorithm (Classification and Regression Tree). The
RF technique combines decision trees with aggregation. In trees, all aggrega-
tion samples are distributed identically. This process of distributing the samples
makes the average hope of B trees equal to the hope of each tree.

3.1 General Schema

The main characteristic of the proposed framework relies on training mecha-
nisms. In our proposed approach, the surrogates are trained during the search
of the meta-heuristic algorithms. As solutions are generated and evaluated using
the real objective function, they are used in training the models. When a stop
criteria is reached, the training is finished, and the surrogate substitute the
real objective function. Here, the defined stop criteria is a maximum number of
solutions selected to train the surrogate, t max. Since every solution generated
during the training phase of the framework is evaluated using the real objec-
tive function, t max also represents a number of objective function evaluations
until the end of the training. The different training mechanisms explored by the
framework are defined by the way the framework selects solutions as the input
of the models. Here, two training mechanisms are proposed, called S Online,
S Batch. Furthermore, the framework also implements the M1 model present in
the literature [14].

Thus, to configure an execution of the framework it is necessary to select
the training mechanism, the meta-heuristic algorithm, and the machine learn-
ing model. With those three components, the framework executes the following
procedures: first, the algorithm is initialized and the search is started, using the
real objective function; then, as the search is performed, following the selected
training mechanism, the generated solutions are used to training the surrogate;
after, when the training is finished, the real objective function is replaced by the
surrogate and the algorithm finish the search using the approximated function.

Considering the main framework procedure, an aspect must be further
explored: how to select solutions as input to train the surrogates and when
to finish the training. This aspect is defined by the training mechanisms and will
be discussed in the following section.
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3.2 Training Mechanisms

This section presents the training mechanisms adopted by the framework. First,
the two proposed approaches, S Online and S Batch will be discussed. Finally,
this section will discuss how M1 approach is applied to the framework.

The S Online method trains the surrogate at the final of each evolutionary
loop, therefore, training as each population update. For the S Batch framework,
the solutions are stored in a file and, when t max is reached, the surrogate is
trained.

The framework using S Online performs the basic steps of the search algo-
rithms. During the evolutionary loop, after the generation of the new population
the surrogate is trained. Then, the machine learning model is trained with the
new generated solutions. This procedure is repeated until t max is reached. Thus,
in this approach the learning model is trained several times, using as input data
sets as large as the size of the population. When t max is reached, the surrogate
replaces the real objective function.

Different from S Online, S Batch trains the surrogate only one time, when
t max is reached. In this approach, the search algorithm executes until a maxi-
mum t max objective function number of evaluations is reached. At the end of
the evolutionary loop, every new solution is archived in a file. When t max is
reached, the learning model is trained with a data set with t max solutions, and
then, the surrogate replaces the real objective function.

M1 approach is based on the work proposed in [14]. This approach uses
Latin Hypercube Sampling (LHS) [2] process to initialize the initial population.
A sequence of steps is performed to train the surrogate and optimize the problem,
finding the best solutions. In M1 approach, the training is performed at every
t running. Different from the previous approaches, as soon as the population
is initialized, the surrogate is trained and replaces the real objective function.
At every t iterations, the new population is used to update the surrogate. At
every surrogate update, the algorithm calculates the real objective values of the
solutions.

4 Experiments

To achieve the objective of evaluating the new surrogate approach, an in vitro
experiment was executed. The experiment considered five mono-objective opti-
mization problems taken from [16]. To do so, the experiment objective formal-
ization, following GQM model (Goal Question Metric), proposed by [1], can be
stated as: to analyze new surrogates approach, for the purpose of evaluating
them according to the performance metric hypervolume, from the viewpoint
of researchers and developers of algorithms in the context of optimization.

To identify which proposed training mechanism is better and if there is some
machine learning model, used as a surrogate, which can improve algorithm’s
performance, the planning and execution of the experiments have been defined
and are described as follows.
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4.1 Planning

Context Selection: The experiment is in vitro and makes use of mono-
objectives optimization problem benchmarks, according to their mathematical
modeling, Python and Java are the used programming languages. Moreover, five
different problems are used [16]: Ackley, Griewank and Rastrigin (multi-modal
problems), Ellipsoid (continuous, convex and unimodal), and Rosenbrock (uni-
modal, and the global minimum lies in a narrow, parabolic valley). Besides that,
three machine learning algorithms are used as surrogates: SVR, Decision Tree,
and Random Forest. Those techniques were applied in two metaheuristic algo-
rithms: Differential Evolution (DE) and Speed-constrained Multi-objective PSO
(SMPSO).

Dependent Variables: Hyper-parameters of each classification and optimiza-
tion algorithms, objective values.

Independent Variables: Optimization problems used (Ackley, Ellipsoid,
Griewank, Rastrigin and Rosenbrock), decision variables of the problems and
the algorithms themselves (SVR, Decision Tree and Random Forest).

Hypotheses Formulation: The research question for this paper is: Which is
the best combination of machine learning and surrogate approach to learn and
substitute the objective function of some optimization algorithms applied to
optimization problems?

For the question, the objective values achieved by the algorithms was con-
sidered to compare the results.

Objective Selection: The experiment uses benchmark optimization problems.
As the algorithm executes, the search for evaluated solutions and their respective
fitness values are stored and used to train machine learning models.

Experiment Project: In both Surrogate Batch and Surrogate Online
approaches, it is assumed that a surrogate is trained when the algorithm achieves
fifty thousand (50.000) evaluations of the objective function, i.e, they will be
trained with 50.000 solutions. At that moment, the algorithm stops using the
real problem objective function and starts using the surrogate to evaluate the
solutions. The algorithms are executed until they have evaluated one hundred
thousand (100.000) input solutions. The first 50.000 already used in the learning
process, plus new 50.000 solutions generated by the algorithm, now using the
surrogate. The selection of those numbers will be further discussed in Sect. 4.2.

Instrumentation: The machine learning models were obtained from Python
libraries, version 3.5.1 [12], optimization algorithms and benchmark problems
were obtained through jMetal [9]. The execution was performed on a Dell laptop,
with 8 GB of RAM, Intel i5-3470S (2.9 GHz) cpu, running Ubuntu 12.04.5 LTS
operational system.

4.2 Preparation

Two meta-heuristic algorithms, DE and SMPSO, were applied to solve the
benchmark problems. SVR, Decision Tree, and Random Forest machine learning
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models were applied as surrogates. IDs were created as a way of identifying the
different compositions of algorithms and surrogates employed. IDs obey the fol-
lowing order: name of the algorithm plus surrogate approach plus machine learn-
ing algorithm. The following algorithms are considered in experiments: DEOn-
lineSVR, DEBatchSVR, DEM1SVR, DEOnlineRF, DEBatchRF, DEM1RF,
DEOnlineDT, DEBatchDT, DEM1DT, SMPSOBatchSVR, SMPSOnlineSVR,
SMPSOM1SVR, SMPSOOnlineRF, SMPSOBatchRF, SMPSOM1RF, SMP-
SOOnlineDT, SMPSOBatchDT, SMPSOM1DT. Furthermore, as a basis, orig-
inal versions of both SMPSO and DE algorithms were executed without the
interference of the surrogate approaches.

The hyperparameters for each algorithm were defined as follow. For
SMPSO, population size = 100, mutation probability = 0.05 and mutation distri-
bution = 20; for DE, population size = 100, crossover: cr = 0.5, f = 0.5 and vari-
ant = rand/1/bin. For the algorithms ML, the Grid-search methodology was
used to obtain the hyperparameters. The ML hyperparameters were: for RF,
number of estimators = 200, minimum samples split = 2, random state = 0 and
criterion of error = mse; for SVR kernel = rbf, C = 1e3, gamma = 0.1, tolerance
error= 0.01; finally, for DT, maximum depth = 500, minimum samples split = 2,
random state = 0, criterion of error= mse. For the benchmarking problems, were
used the default values defined in [16]. The problems were configured with 20
decision variables. The optimum objective value for every problem was f(x) = 0.

4.3 Execution

As presented before, it was assumed that a surrogate is trained when the algo-
rithm reaches fifty thousand (t max = 50, 000) objective function evaluations.
This value was experimentally defined.

To achieve that number, initially, different values were employed. This analy-
sis was performed as a way of identifying the best moment to finish the training
process and to start the use of a surrogate. In this analysis, the algorithms were
executed considering a total of 100, 000 objective function evaluations. Consid-
ering this total, different values of t max explored. Thus, if a specific t max
was chosen, the algorithms used t max solutions in training phase, and then,
executed 100, 000 − t max evaluations using the trained surrogate. t max was
defined with 10, 000, 20, 000, 30, 000, 40, 000 and 50, 000 objective function eval-
uations.

Overall, SMPSO could converge quickly to the optimum value for some prob-
lems. This is a characteristic of PSO algorithm, although, the algorithm can often
be stuck in a local optimum. However, for DE, it was noticed that the algorithm
starts to get close to the optimal values after fifty thousand evaluations of the
objective function. Thus, since the input data set is important to obtain a good
surrogate, it was adopted t max = 50, 000. Although high, considering a total of
100, 000 objective function evaluations, adopting that value of t max represents
an economy of half of the objective function calls.
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4.4 Quality Measure

As presented before, the research question will be answered using as a quality
metric the value of the objective function, achieved by the algorithm at the end
of the search. Each algorithms’ configuration was executed twenty times. The
means and standard deviations of those twenty best fitness values were analyzed.

Furthermore, to confirm or refute the hypothesis, Wilcoxon [8] statistical
test was applied. Through that, it was possible to identify configurations whose
results did not have similarities and, therefore, indicate those which had the
best results. The criteria used to choose the best results was the p-value. For
configurations with p-value lower than 0, 05, it is possible to infer statistically
the difference among them.

4.5 Results

Tables 1 and 2 show the mean hyper-volume values and standard deviation
(between brackets) of twenty executions for each configuration, for SMPSO and
DE respectively. The bold highlighted results are the ones with the higher mean
value and in which the Wilcoxon test did not compute statistical differences. If
more than one cell is marked for a given problem, the algorithms are statistically
tied. All the configurations were confronted in the experiment, except the base
algorithm configuration. However, those values are shown, to make a comparison
between mean values from base algorithm configuration and configurations using
a surrogate, relativizing how close or far are those values from each other.

Table 1. Average results of different surrogate configurations for SMPSO algorithm

Ackley Ellipsoid Rastrigin Rosenbrock Griewank

SMPSO 4.4409e-16 (0.0) 0.0 (0.0) 0.0(0.0) 13.43(4.5) 0.0(0.0)

SMPSOOnline SVR2.45(0.67) 244.02(102.13) 283.97 (48.71) 823.08(217.50) 56.4277(12.31)

SMPSOBatch SVR 10.88(2.47) 3608.10(1364.61) 616.18(136.36) 7795.35(2772.36) 20.61(4.75)

SMPSOM1 SVR 0.01(0.99) 377.69(140.00) 386.30 (32.73) 1489.24(448.80) 46.23(11.9469

SMPSOOnline RF 9.5e-08(2.9e-07)6.7e-09(1.17e-08)1.4e-08(2.5e-08)14.07(6.58) 6.8e-09(2.5e-08)

SMPSOBatch RF 0.0001(6.3e-06) 8.1e-05 (5.4e-06) 7.4e-05(6.5e-06)17.38(0.54) 7.5e-05(6.5e-06)

SMPSOM1RF 0.4329(0.70) 0.0751(0.15) 0.9827(2.27) 1572.8443(466.03)4.0e-03(6.8e-03)

SMPSOOnline DT 4.4e-16(0.0) 0.0(0.0) 0.0 (0.0) 14.46(6.11) 0.0(0.0)

SMPSOBatch DT 9.3e-05(2.0e-05)5.5e-05(3.7e-05) 7.4e-05(1.4e-05)13.76(6.89) 6.8e-05(1.6e-05)

SMPSOM1DT 0.70(0.80) 0.37(0.45) 1.25(2.88) 17.86(4.09) 0.03(0.06)

By observing the results from Table 1, S Online and S Batch approaches,
using DT and RF, have obtained the best average results. Still from Table 1, it
is possible to notice that those settings with the best results have mean fitness
values close to mean values of the base algorithm. Also, those configurations
could reach the best results, regardless of the characteristics of the problems.
M1 approach could not achieve the best results in any problem. Considering
the ML models, SRV was not able to achieve good results, even when applied
along S Online and S Batch. Thus, that shows that those machine learning
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Table 2. Average results of different surrogate settings for DE algorithm

Ackley Ellipsoid Rastrigin Rosenbrock Griewank

DE 6.2e-10 (1.5e-10) 4.2e-19 (2.0e-19) 51.61 (6.61) 13.288 (0.53) 2.1e-12 (8.6e-12)

DEOnline SVR0.0003 (4.573e-05)0.704 (0.88) 121.59 (11.08)165.84 (22.45) 0.045 (0.08)

DEBatch SVR 0.03 (0.01) 1933.23 (579.90) 65.26 (6.57) 10725.20 (3854.97)45.920 (15.36)

DEM1SVR 2.89 (0.11) 27.10 (2.60) 198.20 (39.05)196.85 (18.52) 0.245 (0.01)

DEOnline RF 0.00032 (6.4e-05) 4.5e-05 (5.5e-05)124.09 (5.47) 15.60 (0.14) 0.035 (0.084)

DEBatch RF 6.0e-04 (5.98e-05) 1.0e-04 (4.6e-06)85.79 (5.66) 15.55 (0.16) 9.8e-03 (0.01)

DEM1RF 3.212 (0.09) 6.5e-07 (2.2e-07)134.93 (7.33) 216.11 (15.55) 0.193 (0.016)

DEOnline DT 3.5e-04 (5.9e-05) 7.2e-07 (1.8e-07)66.45 (6.49) 15.347 (0.177) 0.009 (0.021)

DEBatch DT 6.0e-04 (6.3e-05) 7.2e-05 (5.8e-05)65.55 (8.80) 15.38(0.18) 2.7e-03 (4.0e-03)

DEM1DT 3.076 (0.111) 18.293 (2.95) 117.81 (8.48) 169.89 (23.46) 0.173 (0.02)

techniques (DT and RF) associated with S Online and S Batch could learn the
objective function behavior.

By analyzing the results obtained for the configurations using the DE algo-
rithm, in Table 2, again, DT and RF models have obtained the best results
when associated with S Online and S Batch configurations. However, when
comparing to SMPSO analysis, despite the same conclusion, the analysis of DE
results was not so clear. First, considering the comparison to the basic algorithm,
the surrogate approaches applied to DE could get similar results. However, the
framework faces some difficulties in Rastringin and Rosembrock problems. It
worth noting that DE could not reach the global optimum for these problems.
Considering the training approach, there wasn’t an approach that stood out
on all the problems. S Online obtained the best results in Ackley, regardless
of the ML model. It also had the best results for the other problems, however
on those problems, it was often combined with DT and RF models. S Batch
could obtain the best results in 4 out of 5 problems, especially when combined
to DT model. M1 approach only stood out on Ellipsoid, a unimodal problem.
Considering the ML model, SVR only obtained the best results on Ackley and
Rastringin. However, for Ackley, the training mechanism seems responsible for
this achievement. RF obtained the best results on 4 out of 5 problems. DT stood
out on all problems, combined to S Online and S Batch.

Summarizing, S Online and S Batch were the best surrogate approaches.
Random Forest and Decision Trees were the best ML models used as surrogates.
Furthermore, it was possible to reach results close to the optimum, replacing the
real objective function by a surrogate trained during the search. In our study, the
framework took half the objective function evaluations then the basic algorithm
and could get similar results than the basic meta-heuristic, especially for SMPSO
algorithm.

5 Conclusions and Future Works

Surrogate-assisted evolutionary algorithms have gained greater attention in
recent years. Such a scenario has led researchers to refine previously used surro-
gate approaches. In this paper, a surrogate-based framework was proposed and
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a set of experiments was developed to test the approach. Here, three different
machine learning models were used as surrogates and the framework had been
applied to mono-objective problem classes.

The results were promising, showing that the proposed approaches obtained
good results, when associated with DT and RF machine learning techniques.
Besides, both techniques show good potential in learning the objective function.
However, there is evidence that the training process of the surrogates is an
essential step to achieve good results in the search process.

The main contribution of this paper was to validate the use of new surrogate
feeding methods, as well as to validate the efficiency of machine learning models
previously unused as surrogates. Among the limiting factors of this article, we
can highlight the use of mono-objective problems, classified as low complexity
problems. Thus, it was not possible to analyze in terms of the execution time
of the algorithms, only analysis of effectiveness. In the end, it is expected to
validate if different surrogate settings reduce the algorithm’s execution time.
This validation will be done in future work using complex optimization issues.

Future challenges include new experiments using the approaches here pro-
posed and tested on multi-objective problems and problems with many objec-
tives. To achieve that, KKTPM technique will be added to those approaches,
to make those more general, enabling their use in such a class of problems. In
this context, in addition to the techniques used in this article experiments, it is
intended to apply Neural Network with regressor MLP training, Gaussian pro-
cesses, Kriging (the most commonly used surrogate method in literature) and
Recurrent Neural Networks (deep learning).
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Abstract. This paper presents a novel recommendation system for
investment managers using real data from asset management compa-
nies. The recommender can be viewed as a fuzzy expert system. As a
matter of fact, this is an explainable recommender that works as a one-
class classifier with an explanation. The inference rules, explanations,
and visualizations of the recommender’s results are illustrated.
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1 Introduction

A recommendation system (also called recommender system or simply - rec-
ommender) provides personalized recommendations to end-users based on their
profile of preferences [1,6,8]. Over last two decades, researchers proposed three
main approaches for designing recommender systems [13–17]:

– Content-based techniques – the recommender attempts to recommend items
similar to those a given user preferred in the past [2,13]. In this case, the
recommendations are based on information on the content of a given item,
not on other users’ opinions. These techniques are vulnerable to overfitting,
but their great advantage is not needed for data on other users [27].

– Collaborative filtering – it is the most commonly implemented technique [9,
22]. Such systems recommend items by identifying other users with similar
tastes. Recommendation for new items is based on user-user, user-item, or
item-item similarities. The major problem with this technique is known under
the name “cold start” - the system cannot draw any inferences for users or
items about which it has not collected enough information.

c© Springer Nature Switzerland AG 2020
L. Rutkowski et al. (Eds.): ICAISC 2020, LNAI 12416, pp. 412–422, 2020.
https://doi.org/10.1007/978-3-030-61534-5_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61534-5_37&domain=pdf
http://orcid.org/0000-0001-5280-7146
http://orcid.org/0000-0002-5794-7532
http://orcid.org/0000-0003-0217-2589
http://orcid.org/0000-0001-6960-9525
https://doi.org/10.1007/978-3-030-61534-5_37


A Novel Explainable Recommender for Investment Managers 413

– Hybrid approach – it relies on a combination of many different recommen-
dation methods [4]. The final goal of this approach is to obtain the most
accurate list of predictions and, as a result, a more precise specification of the
user’s profile.

Many real-life problems do not have well-balanced data for positive and neg-
ative examples. Very often, by observation, we can collect data that represent
objects that a user acted on as opposed to objects that a user considered but
decided not to act on. One of the example of such datasets is the stock market
trading journal.

In the United States of America, every investment fund that manages over
100 million dollars has an obligation to submit a form with all transactions
quarterly to the Securities and Exchange Commission (SEC). The form is called
13F and all data from this form are publicly available [5]. Based on all of those
transactions it is possible to infer what to recommend next. Using 13F filings,
we have only access to positive examples – things or actions that people have
done. Hence, such problems can be treated as a one-class classification (see e.g.
[10,24,25]). Based on some observations, it is possible to recommend new things
(objects, actions).

The process of generating recommendations, in this paper, is based on the
approach presented in [17,18]. The dataset for the investment domain includes
values of attributes that characterize the companies. It should be emphasized
that it contains only “Add” and “New Buy” actions. This means that only
positive labels are taken into account. Why? Because the reasons for “Reduce”
and “Sold Out” actions are not known, so for those cases the system cannot
infer the decision “not recommend”. Investors sell for several different reasons,
not only because they do not like the stock. Maybe they profited enough and
they want to move on, or they want to free some capital, or they are short-sellers,
so they actually profit when stocks’ price decreases. Nevertheless, they buy only
when they think that it fits their strategy. In this case it is possible to analyze
buy actions and recommend new stocks that are worth buying. Therefore, the
recommendation problem is treated as a one-class classification.

In the next sections, the problem is formulated, and it is described how to
design and implement the explainable fuzzy recommender. Then, explanations
and visualizations of the recommender’s results are illustrated.

2 Description of the Recommender System

The one-class recommender, considered in this paper, produces recommenda-
tions based on the data of past transactions of users (investors), by means of
fuzzy IF-THEN rules. The fuzzy rules and fuzzy sets included in these rules are
presented in the following subsections.

2.1 Fuzzy Sets

More than twenty attributes are applied in the recommendation problem. Let
us choose one of these attributes, called “currentRatio”, for the illustration. The
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Fig. 1. Fuzzy sets for attribute: currentRatio - one fuzzy set for each past transaction

Fig. 2. Reference points for regions of attribute: currentRatio (5th, 25th, 50th, 75th and
95th percentile)

Fig. 3. Fuzzy sets for attribute: currentRatio

data points that represent the past investments are viewed as fuzzy points in
the attribute space. The fuzzy points are fuzzy sets defined by the Gaussian
membership functions, as shown in Fig. 1, for the single attribute. The points
of the (5th, 25th, 50th, 75th and 95th percentile), depicted in Fig. 2, have been
determined, in order to construct the appropriate fuzzy sets, portrayed in Fig. 3.
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2.2 Recommendation Rules

Let us call the rules created by the individual fuzzy points (past transactions)
depicted in Fig. 1—recommendation rules, and the rules formulated by use of the
fuzzy sets depicted in Fig. 3—explanation rules. The former rules are employed
in order to produce recommendations while the latter are applied for explaining
the system’s decisions. Rules used in the presented system are typical fuzzy rules
as described in [3,7,23,28].

For a particular user (investor), u = 1, 2 . . . , H, and his past transactions,
t = 1, 2, . . . ,Mu, let us present the recommendation rules, R

(u)
t , in the following,

general form:

IF x1 is G
(u,t)
1 AND x2 is G

(u,t)
2 AND . . . xn is G(u,t)

n THEN Recommend (1)

where xi are linguistic variables, G
(u,t)
i are Gaussian membership functions, i =

1, 2, . . . , n, u = 1, 2 . . . , H, t = 1, 2, . . . , Mu, defined for every attribute of the
past transactions for each user; n denotes the number of attributes, H – the
number of users, Mu – the number of transactions of user u. It is obvious that
M1,M2, . . . ,MH ≤ M that is the number of data items in the dataset, composed
of the past transactions of particular users u = 1, 2, . . . ,H; of course more than
one user could realize the same transactions.

A specific example of a recommendation rule, derived from past transaction
no. 364, can be presented as follows:

IF currentRatio IS currentRatio364
AND earningsPerShareGrowth IS earningsPerShareGrowth364
AND revenueGrowth IS revenueGrowth364
AND currentAssets IS currentAssets364
AND profitMargins IS profitMargins364
AND debtToEquity IS debtToEquity364
AND dividendYield IS dividendY ield364
AND ebitda IS ebitda364
AND enterpriseToEbitda IS enterpriseToEbitda364
AND fiftyTwoWeekHigh IS fiftyTwoWeekHigh364
AND fiftyTwoWeekLow IS fiftyTwoWeekLow364
AND freeCashflow IS freeCashflow364
AND grossProfits IS grossProfits364
AND operatingMargins IS operatingMargins364
AND payoutRatio IS payoutRatio364
AND priceToBook IS priceToBook364
AND priceToEarningsToGrowth IS priceToEarningsToGrowth364
AND returnOnAssets IS returnOnAssets364
AND returnOnEquity IS returnOnEquity364
AND totalDebt IS totalDebt364
AND totalDebtToCurrentAsset IS totalDebtToCurrentAsset364
THEN Recommend

In this rule, the statement, e.g. “IF currentRatio IS currentRatio364” means:
“IF the value of the currentRatio of a recommended stock matches the fuzzy
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set with linguistic label currentRatio364 (one of the fuzzy sets illustrated in
Fig. 1, assigned to past transaction no. 364)”. The rule (no. 364) is repre-
sented by the multidimensional Gaussian membership function created by use
of currentRatio364 and other fuzzy sets (with labels referring to no. 364) for
particular attributes.

2.3 Explanation Rules

The explanation rules, Rk, for k = 1, 2, . . . , N , are formulated as follows:

IF x1 is Ak
1 AND x2 is Ak

2 AND . . . AND xn is Ak
n THEN Recommend (2)

where N denotes a number of the rules, and Ak
i are fuzzy sets defined by the

membership functions of the shapes as shown in Fig. 3.
A specific example of an explanation rule can be presented as follows:
IF currentRatio IS Low AND earningsPerShareGrowth IS Low AND rev-

enueGrowth IS Low AND currentAssets IS High AND profitMargins IS Medium
AND debtToEquity IS Low AND dividendYield IS Very low AND ebitda IS
High AND enterpriseToEbitda IS Medium AND fiftyTwoWeekHigh IS High
AND fiftyTwoWeekLow IS High AND freeCashflow IS Low AND grossProfits IS
Very low AND operatingMargins IS Very high AND payoutRatio IS Very low
AND priceToBook IS Low AND priceToEarningsToGrowth IS Very low AND
returnOnAssets IS Medium AND returnOnEquity IS Very high AND totalDebt
IS Low AND totalDebtToCurrentAsset IS Low THEN Recommend

For each user, his past transactions are analyzed in order to produce new
recommendations by the recommender. Every new data item that occurs is rec-
ommended to the user if there is a rule (one or more) activated by this data item
with a sufficient degree. Therefore, the rule activation level should be determined.
It is worth noticing that the recommendation not always refers to higher values
of particular attributes but to the values close to those of the past transactions.

Usually, the rule activation level, also called the rule firing level, is calculated
by the use of a T -norm operation - most often the “product” or “min” T -norm is
applied [11]. However, with regard to the recommender considered in this paper,
and the described problem, a different way of determining the rule firing level
is proposed. Instead of the T -norm, the arithmetic average is employed; also a
weighted arithmetic average is suitable for this recommender.

When rules are used with the “AND” operations in their antecedent part,
the T -norm functions work very well to determine the rule firing level, in most
cases of fuzzy systems applications [26]. With regard to some problems, fuzzy
IF-THEN rules can be formulated in a different way, e.g. with “OR” operators
in the antecedent part. In such cases, the T -norm is not appropriate. The one-
class recommender, considered in the application as an investment adviser, needs
another way of aggregating particular terms in the antecedent part of the fuzzy
IF-THEN rules, in spite of the fact that the “AND” operation is employed.
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This is because the similarities of new recommendations to the past transac-
tions do not necessarily require exact similarity with regard to every attribute.
Therefore, the arithmetic average is proposed instead of the T -norm.

For example, in the case when a new recommendation is very similar to a
past transaction (or almost the same) with regard to 20 attributes, and differs
much only in one attribute (assuming 21 attributes considered), the T -norm
operator results in very low (or almost zero) value of the rule firing level. In
such a situation, this new candidate for the recommendation will be rejected,
and not recommended, despite the similarity with regard to the rest attributes.
Therefore, the arithmetic average is more adequate. Hence, the following formula
is applied in order to determine the rule firing levels:

τ
(u)
t =

1
n

n∑

i=1

G
(u,t)
i (xi) (3)

where xi, i = 1, 2, . . . , n, for rules R
(u)
t ; u = 1, 2 . . . , H, t = 1, 2, . . . , Mu, formu-

lated as (1).
In the same way, the rule firing levels for rules Rk, k = 1, 2, . . . , N , are

calculated as follows:

τk =
1
n

n∑

i=1

Ak
i (xi) (4)

The main idea for the proposed one-class recommender is the application of
the rule firing levels as a measure of similarity of the new candidate for a recom-
mendation to the past transactions of the user for whom the recommendation is
generated.

3 Explanation and Visualization of the Recommender’s
Results

It should be emphasized that the recommender that performs by use of this new
method is transparent and explainable, which is crucial for the chosen domain
[19,20]. By definition, systems based on fuzzy rules are interpretable [12]. Fuzzy
sets and fuzzy rules have been applied in recommender systems before but usu-
ally for the collaborative approach, e.g. [14]. Previous attempts described in the
literature included a reduction of the number of rules to achieve better inter-
pretability, e.g. [16]. With the approach presented in this paper, rules reduction
can be useful for explanation rules but is not needed for recommendation rules.

The recommender described in this paper offers a new recommendation for
a user, if it is similar to his past transactions.

Let us consider a new data point that is a candidate for a recommendation
for a user (investor). Figure 4 portrays this point as a yellow dot at the center.
All other data points that represent past transactions of this user are illustrated
in this figure. Every past transaction, as well as the new candidate for the recom-
mendation, are multidimensional points. The visualization of these points in the
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2D space, in Fig. 4, shows only how far nearest neighbors are located from the
yellow point. However, the real distances are not depicted. Speaking in different
words, this visualization reflects similarities to the past transactions.

As mentioned earlier, the similarities are measured by the use of the rule
firing levels. Every point at this figure, representing a past transaction of the
user, is viewed as a fuzzy point defined by Gaussian membership functions in
particular attribute domains. Each of the past transactions refers to one fuzzy
IF-THEN rule. Firing levels of these rules, calculated by Eq. (3), where xi, for
i = 1, 2, . . . , n, corresponds to the new candidate for the recommendation (the
yellow point), determine the similarities.

For better visualization, an adjustment function f(x) = 0.2421 * ln(x)+1.1242
has been proposed and applied, resulting in the corrected (adjusted) visualization
of the same points. Hence, the points portrayed in Fig. 4 a), after the adjustment
are presented as Fig. 4 b) illustrates. Of course, this transformation has been
introduced only for better visualization. The distances, in fact, have not been
changed. The points located beyond those gathered at the circle are far away, so
definitely not considered as neighbors.

Fig. 4. a) Recommendation 187 - not adjusted, b) Recommendation 187 - adjusted
(Color figure online)

As we see in Fig. 5, the candidate for the recommendation no. 363 has one
close neighbor (similar point – denoted as green).

The new recommendation should be similar to the past transactions of the
user. However, there is a difference between the situation like in the case of
recommendation no. 363, where only one neighbor with a very high firing level
exists (Fig. 5 a)), and the case illustrated in Fig. 5 b) with recommendation no.
1545 where the is a group of neighbors surrounding the recommendation. From
the recommendation point of view, it is important to take into account a group
of neighbors (past transactions) even less similar to the yellow point.



A Novel Explainable Recommender for Investment Managers 419

Fig. 5. Comparing recommendation: a) no. 363, b) no. 1545 (Color figure online)

Therefore, the alignmentWithStrategy function is proposed, expressed as fol-
lows:

alignmentWithStrategy = (5)
max(allF iringLevelsAboveAlignmentThreshold)

+numberOfNeighbors/100 − 0.01

where allF iringLevelsAboveAlignmentThreshold is a number of all data points
(past transactions of a single user) with values of the firing levels above the
threshold that is set for this algorithm. The numberOfNeighbors denotes the
number of neighbors; for example 1 in the case of recommendation no. 363, and
35 for the group of neighbors of recommendation no. 1545 presented in Fig. 5
a) and b), respectively. The alignmentWithStrategy function (5) defines the
similarity of a candidate point for the recommendation to the past transaction
points of a considered user (investor), taking into account a number of similar
points (neighbors). Based on the calculated alignment, degrees of membership
for each feature, and the distance between the closest neighbors, it is possible to
automatically generate explanations that are easy to understand by a user, like
in the following example:

“This stock might be interesting for you since the operating margin is very
high and return on assets is medium. Moreover, the return on equity is very high,
and the current ratio is low. Here are your most relevant past transactions that
helped comprise this recommendation: LVS in December 2017, SYY in March
2017, LVS in March 2018.”
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4 Conclusions

As the one-class classifier, the recommender presented in this paper can be
viewed as a special case of neuro-fuzzy recommenders [21], that is the rule-
based system. The fuzzy IF-THEN rules are generated from data by the use of
the Wang-Mendel method [28].

The explanation of the performance of the proposed recommender is very
important, and possible based on the fuzzy IF-THEN rules, with fuzzy sets asso-
ciated with linguistic labels having semantic meanings. In this way, the explain-
able recommenders, along with their recommendations, also produce insightful
explanations, and the system itself is from A to Z transparent and interpretable
(as opposed to a “black-box” model).

It should be emphasized that the visualization presented in Fig. 5 is an
important part of explanation proposed in this approach which allows presenting
the similarity between a recommendation and past examples of multidimensional
data, on a 2D canvas.

In future research we plan to implement several clustering techniques, see
e.g. [15], for rules generation.
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Abstract. The focus of thiswork is the deeper insight into arising serious research
questions connectedwith the growing popularity of combiningmetaheuristic algo-
rithms and chaotic sequences showing quasi-periodic patterns. This paper reports
analysis on the performance of popular and CEC 2019 competition winning strat-
egy of Differential Evolution (DE), which is jDE, for optimization problems of
higher dimensions. Experiments utilize ten chaos-driven quasi-random schemes
for the indices selection and chaotic-driven crossover operations in the DE. All
important performance characteristics are recorded and analyzed with simple
descriptive statistics, Friedman rank tests and target-based comparisons analyzing
distribution of hitting p% best minimum values over all versions and runs of jDE.
The test suite was CEC 2015 in 50D.

Keywords: Differential Evolution · jDE · Chaos-driven heuristics · CEC 2015
benchmark · Higher-dimensional problems

1 Introduction

Ongoing intensive research in metaheuristic algorithms is undoubtedly focused on
hybridizations, extensive tuning, implementing learning strategies, and self-adaptive
mechanism [1].

The basic operation in the metaheuristic algorithms is randomness. Thus determin-
istic chaos, which is considered somewhere between stochastic and deterministic sys-
tems, was many time addressed as original/unconventional randomization techniques
for metaheuristics. Its properties like unique quasi-random sequencing and dynamics,
quasi-stochasticity, self-similarity, fractal properties, and attractor density gained pop-
ularity as a simple technique for improving the metaheuristic algorithms performance
without changing/adding any specific functionality of particular algorithm.

The importance of randomization within metaheuristics run has been profoundly
investigated in several research papers, with themain focus either on describing different
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techniques for modification of the randomization process [2] or to influence of stochastic
operations to the control parameters propagation [3].

The first study investigating the chaotic dynamic characteristics in swarm intelli-
gence algorithms [4] and [5], that was later expanded in [6] and quickly followed by the
general concept of chaos-driven genetic/evolutionary/swarm algorithms with embed-
ded chaotic pseudo-random number generator (CPRNG) in [7]. These and most of the
later works use either directly scaled or normalized quasi-periodic sequences or a wide
spectrum of different chaotic maps replacing the traditional uniform pseudo-random
number generators (PRNGs). CPSO representing Particle Swarm Optimizer algorithm
(PSO) with chaotic components [8], together with enhanced DE [9, 10], and inertia
weight based PSO [11] laid the foundations of the popularity of the chaos embedded
metaheuristics concept.

Nowadays, it is very frequently used, especially in real problem optimizations, where
it is necessary to achieve a fine result quickly, mostly with simpler algorithms. Recently
published research utilizes chaotic swarm algorithms [12–15] and also DE [16, 17].
Further, chaotic patterns in discrete dynamics of swarms have been investigated [18].

The next sections are focused on the motivation for this work, and differences with
previous research papers, the background of the DE algorithm, a simple method for
embedding CPRNG into DE, experiment setup, and detailed conclusions.

2 Related Work

The metaheuristic algorithm used in this research is Differential Evolution (DE) [24],
specifically its frequently used simple, yet very powerful adaptive variant jDE, which is
a winning algorithm of recent CEC 2019 100 digits competition [30].

The focus of this paper is the deeper insight into arising serious research questions
connected with the analysis of chaos-enhanced algorithms performance and population
dynamics. The research reported here is linking elements like distribution of the results
and target-based analysis in terms of reaching minimum values.

However, the most important message of this research paper is that despite the
still-growing popularity of the fusion of metaheuristic algorithms and unconventional
randomization schemes (mostly with chaos), the majority of research papers do not
explain, as to why those schemes have been used in the first place for enhancing the
evolutionary operators like selection, mutation, crossover, or others (in swarms).

This paper represents an incremental follow up of results and conclusions related to
the population diversity analyses in chaotic DE published in [19–22] and completes a
recent work partially presented in [22]. The motivation, the difference from previously
published works, thus the originality of this paper are listed below:

• jDE, as the CEC 2019 competition winner, is investigated here in the dimensional
settings of 50D. The most related works have utilized lower-dimensional settings.

• The frequency of hitting target of the p% best (minimum values) throughout all DE
versions and runs is reported here together with distributions over different bench-
mark functions. This paper, extending the research in [19–22], could help navigate in
differences between chaoticCPRNGswhen embedded into self-adaptiveDE schemes.
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• Here, advanced results analysis, which includes detailed descriptive statistics,
distribution plots, and statistical rankings, is supporting conclusions.

3 Discrete Chaotic Systems as CPRNGs

The principle of applying the CPRNG is given by a simple exchange of the default
algorithm/programming language PRNG with the deterministic chaotic system (prefer-
ably discrete one). This research is using the very same portfolio of chaotic maps as in
[19–22]. With the definitions and internal parameters settings, as in [23], systems show
expected chaotic dynamics and requested features. The example of discrete chaotic map
definition is given in (1), representing the very popular and experimentally utilized Lozi
map. The chaotic sequences of different length for the Lozi map is depicted in Fig. 1.
These two plots show the presence of self-similarity within the chaotic sequence. Thus
supporting the claim that the metaheuristics may be forced to the neighborhood-based
selection of individuals for evolutionary operators (or similarly, for neighborhood-based
dynamics for spreading of information in swarms).

Xn+1 = aXn − Y 2
n

Yn+1 = bYn + XnYn (1)

The CPRNG workflow is as follows:

• Generating (by default algorithm/language PRNG) the starting position (X0, Y0) of
the discrete chaotic map.

• Generating a chaotic sequence. The next iteration positions (Xn+1, Yn+1) are obtained
using their current positions (Xn, Yn).

• Selection of particular sequence (x or y value, or combination of both) and
re-normalization according to (2). When only the solo sequence is used (from two
available), such a technique results in the folding of the chaotic attractor around the
axis.

rndrealn =
∣
∣
∣
∣

Xn

maxval

∣
∣
∣
∣

(2)

Where the rndrealn is the re-normalized CPRNG value within the range of 0–1, here,
we selected x-axis, and maxval is the max. value from the whole chaotic series.

4 Differential Evolution

The generic DE [24] has several control parameters that remain static during the run
and user setting dependent. The improved variants jDE and SHADE, which have been
evolved from the generic DE algorithm, on the other hand, adapts the scaling factor F
and crossover rate CR during the optimization (evolution process).
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jDE is based on the propagation of two control parameters F i and CRi assigned to
each i-th individual of the population. The basic idea of jDE lies in the “survival” of this
parameter ensemble together with a successful solution. If an individual is transferred
to the new generation, so is the parameter ensemble. If the newly generated solution is
not successful; the control parameters pair disappears together with the lower quality
solution. The above-mentioned pair of DE control parameters may be subject to random
mutation based on user-defined probability. The detailed description of essential oper-
ations in simple not-adaptive original DE is given in [24, 25], for the jDE, please see
[26]. Due to the limited space, it is not here.

Fig. 1. Examples of two different CPRNG sequences, with significant patterns of self-similarity
for Lozi map (50 iterations – left, and 150 iterations – right).

5 Results

All executed instances (51 repetitions per instance) used the established CEC 15 test
problems suite [27] with dimension D set to 50. The budget of FES was set to the value
of 500 000 (10,000× D), according to the general rules given in the technical report for
benchmark suite [27]. The performance features were recorded for all executed variants
of DE: generic jDE; and for nine chaotic versions of C_jDE. The parameter setting for
all algorithms is following: population size (NP) = 50, initial values for mutation and
crossover F = 0.5, CR = 0.8, max. number of generations = 10000.

The identical set (as in [19–22]) of nine discrete dissipative chaotic maps was used
here as the CPRNGs.

Statistical results for the comparisons are shown in comprehensive Tables 1
and 2. Table 1 shows the mean results, with the following highlighting: the bold values
depict the best-obtained results (based on the simple descriptive statistics - mean values,
without paired tests). Table 2 depicts the minimum values, also here, the bold values
represent the best results (theminimum found). Rankings of the algorithms are presented
in Fig. 2, evaluated based on the Friedman test with Nemenyi post hoc test. For the better
understandability and visibility of differences, we have added rankings for dimensional
settings of 30D, from previously reported research [22]. The data in Tables 1 and 2 are
also supported by distribution plots for all 51 runs (see Fig. 3).
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Fig. 2. Ranking of all jDE versions (30D – left [22], 50D – right), 51 runs, 15 functions of the
CEC2015. The dashed line represents the Nemenyi Critical Distance.

Fig. 3. Distribution Plots for all versions of jDE, CEC15 (except f2 and f15 – i.e. f1, f3, f4 in the
first row; f5, f6, f7; f8, f9, f10; f11, f12, f13; and f14 in the next rows.
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The average frequency of hitting target of the p% best (minimum values) throughout
all jDE versions and runs is depicted in Fig. 5 together with distributions over different
benchmark functions presented in Fig. 4.

Fig. 4. Barcharts for frequency of hitting target of 10% best minimum values; all versions of jDE,
CEC15 (except f2 and f15 – i.e. f1, f3, f4 in the first row; f5, f6, f7; f8, f9, f10; f11, f12, f13; and
f14 in the next rows.
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Fig. 5. The average frequency of hitting target of 10% best minimum values (sorted first 51 best
results); all versions of jDE and all runs (510 runs in total), CEC15; 30D – left [22], 50D – right.

6 Conclusion

This paper completes related research reported in [19–22], with higher dimensional
settings (D = 50) and different detailed processing of results.

Is Chaotic Randomization Advantageous for Higher Dimensional Optimization
Problems? The answer may be Yes and No. There is no significant difference in per-
formance between non-chaotic and most of the chaotic versions. However, the cluster
of Arnold, Lozi, Sinai, Henon, and Dissipative maps has shown relatively stable and
statistically balanced results compared to the non-chaotic jDE version. For the group
of simple multimodal and composite functions, these chaotic systems secured finding
minimum results. This can be advantageous especially in real-life engineering problems.
Most of the C_jDE versions have proven to be very effective in finding a minimum of
test functions. Moreover, such a phenomenon may be the answer to the popularity of
chaos in simpler algorithms/swarm systems.

Overall, research and experiments with population dynamics and randomization
schemes have been addressed as of high importance and advantageous. Therefore,
descriptive statistics, detailed distribution plots, rankings, and detailed target-hitting
based comparisons of all used jDE versions represent here a deeper investigation into the
population dynamics and selection of individuals inside the self-adaptive jDE algorithm
under the influence of different types of quasi-random (chaotic) sequences.

The findings below may reveal alternative ways of developing new ideas and more
effective metaheuristics. The findings are suggested based on the CEC 2015 testbed.
Under other settings, of course, these might turn out different.

• Distribution plots in Fig. 3 and data in Tables 1 and 2 support the claim that the
selection of the best CPRNGs is problem-dependent task. By using the CPRNG inside
the heuristic, its performance is (significantly) different: either better or worse against
other compared versions.

• According to the rankings, the not-chaotic jDE was the 2nd, the C_jDE version with
ArnoldCatMapwas the best performing (but there is no significant difference between
these two versions). Also, increase of the dimension from 30 to 50 reveal (mean)
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performance decrease of the C_jDE version with Sinai Map, and overall performance
stabilization of non-chaotic jDE and chaotic systems group consisting of Dissipative,
Henon, Ikeda, and Lozi maps (see Fig. 5).

• The above-mentioned group (+ Sinai Map) also shows interesting results in terms of
best found (minimum) results (see Table 2). These chaotic systems gave interesting
results for functions f 3, f 4, f 5, f 6, f 7 (simple multimodal functions) and partially for
f 14 (composite function), as it follows from distribution plots for frequency of hitting
target of 10% best minimum values.

• Both diagrams for 30D and 50D of the average frequency of hitting target of 10% best
minimum values (Fig. 5) confirms statements above. Also, these charts confirm the
unsuitability of a group of chaotic maps consisting of for Delayed logistic, Burgers,
and Tinkerbell for solving higher-dimensional problems. Their greedy driven search-
ing towards function extreme (with premature population stagnation) was partially
advantageous in lower dimensions.

The results presented here can help build new approaches for improving exploration
abilities and support the development of advanced randomization mechanisms (multi-
chaotic generators [28]) or ensemble randomization systems [29], providing the com-
bined/selective population diversity for effective controlling of exploration/exploitation
during the run of metaheuristic algorithm.

The popular self-adaptive DE version has been tested here, and we can observe,
that besides the controlling of parameter adaptation, other simple approaches can be
effectively used to achieve better/desired DE performance.
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Abstract. The purpose of this paper is to present the design and results
of experiments that focus on universal, autonomous data extraction (web
scraping) system fed by publicly available online job listings. In particu-
lar, methods of automated crawling, preprocessing and classifying data
from job offers will be presented together with the aggregation of the
acquired data stored in large-scale, structured databases. We tested two
models to classify the content of job portals: fastText and XGBoost. We
obtained promising results in the experimental phase, with 88% accuracy
by both methods.

Keywords: Web content extraction · Classification · XGBoost ·
fastText · Web scraping

1 Introduction

One of the main challenges that companies face all over the world is the dif-
ficulty of finding appropriate candidates for available work positions. Typical
recruitment processes are very time consuming, expensive and require a lot of
work time from the recruiters. One of the possible solutions for accelerating the
recruitment process is the automated analysis of the contents of recruitment ads
presented on the job listing sites and encoding their content in a structured way
in order to enable automated matching of the job seekers with open positions.
To prepare an appropriate, structured database of job offers, firstly the problem
of obtaining, preprocessing and assessing particular job description needs to be
addressed – especially taking into account the size of the potential datasets (just
in Poland, there are hundreds of thousands of job offers available every day).

The first task necessary to create such a database is to prepare an appropriate
crawler which will be able to extract shared job offers in selected portals. The
c© Springer Nature Switzerland AG 2020
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literature provides many solutions for dealing with web crawling. Vijayarani
et al. in [18] describe state-of-the-art crawling techniques. The first method
which should be mentioned is Breadth-First Search [13]. It starts from the root
URL and checks all neighbour URLs. Next, the Depth First Search algorithm,
described in [15], searches websites in depth. The author also cites the following
solutions: Best First Search, Page Rank Algorithm, Shark Search, Online Page
Importance Calculation (OPIC) Algorithm and HITS. In our case, the choice of
crawling technique is secondary. This is due to the fact that it is not necessary
to determine the relevance of individual websites in the context of the require-
ment process. Based on the team’s experience, leading job portals were selected;
therefore, it was not necessary to crawl other sources.

The second important part of the solution is designing algorithms that allow
intelligent selection of the pages containing job offers from the whole dataset of
crawled websites. There is ongoing work on the topic of extracting interesting
information from the WWW. For example, in [5], the authors use the Support
Vector Machines algorithm classifying a large collection of web content imple-
menting a hierarchical structure. A different approach has been applied in [1].
The research focuses on classifying web pages to block URLs containing inappro-
priate content based on contextual and visual features. Another approach [16]
defines metrics significant for content classification based on the lexical, struc-
tural and functional attributes. Authors use Logistic Regression, Decision Trees,
Bagging and Boosting for Web genre prediction. Of course, there are other clas-
sifiers, such us kNN [11], neural networks [14], fuzzy logic [12] or even population
algorithms [6,17], that can be applied for natural language processing. The con-
tent can be also converted to a semantic hash for easier jandling, for example by
autoencoders or the Locality-Sensitive Hashing (LSH) algorithm [8]. Research
on the classification of web content still touches upon many different aspects;
however, none of them deals with the problem of extracting job offers from the
Web.

This work is a part of the Emplobot project [4] and describes algorithms that
allow automatic crawling of recruitment portals and separating recruitment ads
from other content of a given portal. In particular, following supervised classi-
fication, we used two algorithms: fastText [2,10] and XGBoost [3]. These are
leading classification algorithms used in natural language processing and were
examined to achieve optimal results in terms of accuracy with various parame-
ter configurations. Moreover, different feature sets for text representation were
tested, which, according to the authors, could differentiate classified objects.
The collected documents from the largest portals offering job offers were classi-
fied into one of the classes: job advertisement, a list of job offers and application
forms. Classification using fastText and XGBoost algorithms examining the level
of accuracy in capturing job advertisements from the analyzed portals achieved
a very high accuracy of 88%. To the best of the authors’ knowledge, this is the
only work dealing with the problem of structuring information from recruitment
advertisements.
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The rest of the paper is structured as follows. The next section describes the
system architecture. The third section briefly presents the whole classification
process with data preprocessing. In Sect. 4 the proposed approach is evaluated.
Finally, in the last section the conclusions and future directions are made.

2 System Architecture

This section presents the system architecture. The general overview of the sys-
tem is presented in Fig. 1. The scheme shows the elements of the system and
interaction between them. In the beginning, raw HTML files are gathered in the
database with the use of web crawler. It is represented in the picture by the inter-
action between Module 1 and Module 2. Thereafter, the process of labelling data
with class names is performed. It is worth mentioning that part of the data is
labelled automatically, while the other part is labelled manually. This results in
the training dataset for supervised classification. In Module 3, we perform HTML
and javascript preprocessing. This allows removing non-essential elements from
documents, such as javascript codes. The detailed description of this process is
presented in the next section. Next step of the classification process is the prepa-
ration of the training set representation for individual classification algorithms.
The feature generation module is responsible for this task marked as Module 4.
It should be mentioned that the generation of features is performed automat-
ically, and for each of the algorithms, the vector representation of samples in
the training set contains different elements. The detailed vector representation
is described in Sect. 3. The main module of the system is the classification algo-
rithm. It consists of two state-of-the-art algorithms: fastText and XGBoost. It
performs classification in order to separate job advertisements from other website
content. The results are briefly described in Sect. 4.

Fig. 1. Architecture of the website classification system.
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3 Implementation of Methods

This section presents the main contribution of this paper, that is methods for job
ads classification. The goal of the derived solutions is to automatically extract job
offers during crawling web pages. We implemented state-of-the-art algorithms,
namely fastText and XGBoost. We also performed initial experiments with a
random forests algorithm, but it showed very low effectiveness.

3.1 Dataset Definition

As there are no studies dealing with automatic selection of job advertisements
from the content of recruitment portals, there are no annotated publicly avail-
able datasets on which it will be possible to test methods for classifying portal
content. For this reason, the first stage of the proposed solutions includes prepa-
ration of a training dataset for classification. The collection has three types of
the most frequently appearing content on recruitment websites. The following
have been identified: job listings, individual job offers and application forms.
These are the most common content within thematic portals and in the first
tests, distinguishing this content turned out to be crucial. To build a train-
ing set, specialized crawlers were used, which collected the necessary data from
the following recruitment portals: www.pracuj.pl, www.praca.pl, www.absolvent.
pl, www.gowork.pl, pl.indeed.com, www.monster.com. The example of gathered
data is presented in Listing 1.1.

<head >

<!-- begin CMS part metatags -->

<meta name=" description" content =" Monster is your source for

jobs and career opportunities. Search for jobs ,read career

advice from Monster ’s job experts , and find hiring

and recruiting advice ." />

<meta http -equiv ="X-UA -Compatible"

content ="IE=edge ,chrome =1" />

<meta http -equiv ="Content -Type" content ="text/html;

charset=utf -8" />

<meta http -equiv ="cache -control" content ="no -cache" />

<meta http -equiv =" Expires" content ="0" />

<meta name=" viewport" content ="width=device -width ,

initial -scale =1.0, maximum -scale =1.0, minimum -scale =1.0,

user -scalable=no" />

<meta name=" msvalidate .01"

content =" DF8DBA23FC2A85B0C89741819C478E36 " />

<meta name="google -site -verification"

content =" hdRwRevikG3Zl1Ju07n -CT4cHgNgEBwY1J0h6mFcmv4 " />

<!-- end CMS part metatags -->

<!-- begin CMS part head --><title >Monster Jobs -

Job Search , Career Advice & Hiring Resources |

Monster.com </title > <meta charset ="utf -8">

...

Listing 1.1. Job offer example from www.monster.com

www.pracuj.pl
www.praca.pl
www.absolvent.pl
www.absolvent.pl
www.gowork.pl
https://pl.indeed.com/
www.monster.com
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The most important task in training dataset definition is the preprocessing
data so that each algorithm can achieve a high level of accuracy. For individ-
ual methods, the data preparation process was different, as the fastText algo-
rithm accepts the entire document as input, while the second of used algorithms,
XGBoost, should have the dataset supplied in a vectorized form. Moreover, for
both algorithms each of the documents was labeled with one of the categories:
job offer, form and list of job offers.

For the fastText algorithm, in the beginning, each training sample consists of
a whole document crawled from the website. Then, we use the Cleaner function
from the lxml package (https://lxml.de/) to clean the document of unnecessary
elements. In our case, we identified all JavaScript and style code as useless con-
tent. Removing them significantly reduced the size of the processed data and
accelerated the execution of algorithms several times. The sample preprocessed
document with class labels for fastText algorithm is presented on Table 1. On
the other hand, the process of preparing the training dataset for the XGBoost
algorithm required more effort and additional testing. Finally, each sample was
encoded using a vector with the numbers of selected HTML tags through an
experimental session and other document features. The following HTML ele-
ments and parameters proved to be the most significant in the classification of
recruitment portals: length of the document, number of characters in documents
without HTML tags, number of <div> containers, number of lists elements

Table 1. Sample of documents preprocessed for the fastText Algorithm

Text of data sample Label

PRINCIPAL SEARCH ENGINEERS & SENIOR SOFTWARE
ENGINEERS and DATA SCIENTISTS Shipt, Inc. San Francisco,
CA 1 day ago Senior Data Scientist CyberCoders New York, NY
Posted today Data Scientist Takeda Pharmaceuticals USA
Cambridge, MA 1 day ago Principal Data Scientist American
Bankers Life Assurance Company of Florida Atlanta, GA 1 day

List

Embedded Software Engineer - Active Security Clearance Required
at CyberCoders Sterling Heights, MI Back to Job Detail Already a
member? Sign in Personal information First name Last name Career
level Education level Email Country US Zip code I am authorized to
work for any employer in US:Yes No

Form

Radar Systems Software Engineer (S3)* at Odyssey Systems
Colorado Springs, CO Skip to search results Details Highlights
Company Title*: Space Surveillance Radar Systems Software
Engineer Job Location: Peterson AFB, Colorado Springs, CO The
Space Domain Awareness Division (USSF SMC/SPG) executes
system acquisition and sustainment program management,
sustaining engineering, maintenance and supply support, and
modification execution for ground-based Space Situational
Awareness (SSA) sensors and command and control (C2) systems

Offer

https://lxml.de/
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<li>, number of images <img>, number of input fields <input>, number of
forms <form>, number of buttons <button> and existence of head tag. More-
over, additional combined elements increased the quality of classification using
XGBoost, which are: percent of characters without HTML in the whole doc-
ument and quotient of the number of container elements and length of text
without HTML elements. A sample of the training set is presented in Table 2.

Table 2. Sample of dataset preprocessed for XGBoost

No page l text l link n containers n image n input n ... Label

10191 277892 14361 3 149 12 56 Form

12075 80784 12154 171 411 37 29 Offer

14960 83328 15097 291 320 60 18 offer

4181 408834 10634 181 418 4 16 List

10565 32698 4363 35 48 3 0 Form

744 35301 316 9 38 0 1 List

3.2 FastText

FastText is one of the most popular and best-performing algorithms in text
classification. This is confirmed by the number of applications of this method
in many different fields. Moreover, the fastText text classification paper [10]
gathered a huge number of citations since the first publication in 2016. The
architecture of fastText is shown in Fig. 2. As an input, the algorithm gets a
text which is divided to N n-gram features represented by x1, . . . , xN with the
of bag-of-words [7,9] encoding. This encoding is the input for the linear classifier
after averaging into a text representation. For the computation of probability
distribution over the classes, the hierarchical softmax function is used, which
significantly reduces computational complexity. This leads to minimizing the
negative log-likelihood over the classes

1
N

N∑

n=1

log(f(BAxn)) . (1)

Moreover, the stochastic gradient descent is introduced during the training.
This allows obtaining similar accuracy to the best algorithms with a signifi-
cant decrease of training and test time. In the experiment, we used the Python
library fasttext version 0.9.2 (https://pypi.org/project/fasttext/).

https://pypi.org/project/fasttext/
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Fig. 2. Architecture of the fastText algorithm.

3.3 XGBoost

The second algorithm used in the experimental session is XGBoost [3]. It is used
in many machine learning challenges and is based on tree boosting. The high
effectiveness of the solution has been confirmed by a large number of publica-
tions, and the number of citations of the paper describing XGBoost has exceeded
six thousands. Among the areas in which XGBoost works, especially well web
text classification, should be mentioned. In particular, XGBoost is based on a
tree ensemble model where prediction sums up the predictions for individual
trees. It uses K additive functions for the output prediction (Eq. 2)

ŷi = Φ(xi) =
K∑

k=1

fk(xi), fk ∈ F , (2)

where F = {f(x) = wq(x)} is the space for regression trees. The algorithm
assumes the minimization of regularized objective Eq. 3.

L(Φ) =
∑

i

l(ŷi, yi) +
∑

k

Ω(fk), whereΩ(f) = γT +
1
2
λ||w||2, (3)

where l is the convex loss function which specifies the difference between ŷ and y.
The algorithm, similarly to fastText, achieves similar effectiveness to the

leading classification algorithms, but significantly reduces training time due to a
number of solutions optimizing its execution. Examples include the optimization
of tree boosting speed when the data are provided in a sparse form. The detailed
description of this algorithm can be found in [3].

4 Experimental Results

The main aim of the experiments was to examine the possibility of automatic
job offers extraction from websites. For this reason, two machine learning algo-
rithms were taken into account in order to examine the quality of website content
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classification. For all experiments, the training dataset described in the previous
section was prepared. The detailed information about the number of samples
from individual recruitment websites along with labeled classes is presented in
Table 3. It is worth paying attention to some of the data belonging to the list class
from the ceneo.pl page and not to job offers webpage. It is a deliberate proce-
dure aimed at making the learned models more versatile and capable of broader
application. The experiments consist of the execution of the two aforementioned
methods. One of the algorithms considered in this research was omitted since the
accuracy results were far from satisfactory. First, we examined the classification
of job offers webpages content with the use of the fastText algorithm. We per-
formed the experiments with various values of initial parameters to determine
the best collection of indicators in the problem under consideration. In particu-
lar, we performed the experiments with the following numbers of epochs: 20, 50,
100, and 200 and the size of word vectors: 10, 20, 50, 100, and 200. Moreover,
the learning rate was set to 0.1. The accuracies of the algorithm, presented in
Table 4, show that the initial parameters such as the number of epochs and the
size of word vectors (dimensions) affected to a slight extent the level of accu-
racy. It can be seen that with different combinations of parameters the algorithm
reaches a good level of accuracy of 88%.

Table 3. Training dataset content

No Website No of job offers No of forms No of lists

1 www.pracuj.pl 1200 1000 800

2 www.praca.pl 700 800 950

3 www.absolvent.pl 400 500 250

4 www.gowork.pl 1000 800 450

5 www.ceneo.pl 0 0 150

6 pl.indeed.com 2000 1800 2050

7 www.monster.com 700 1100 500

Sum: 6000 6000 5150

In the case of the second algorithm, exactly the same dataset was taken
into account except that the data provided was preprocessed and encoded in
vectors. XGBoost was also launched with different initial parameter values: the
minimum sum of instance weight (Hessian) needed in a child: 1, 2, 3, 4, 5 and the
maximum depth of tree: 4, 5, 6, 7, 8, 9, 10, as the booster algorithm the gbtree
was chosen and the learning rate was initiated with the value of 0.3. As in the
case of fastText, the parameters had a negligible impact on the final accuracy
of the classification. The results are presented in Table 5.

As in the case of fastText, XGBoost achieves results around 88%. Although
the speed of execution of both algorithms was not tested in the experimental
session, it should be mentioned that XGBoost performed the classification clearly
faster, which should be considered as the advantage of this algorithm. However,

www.pracuj.pl
www.praca.pl
www.absolvent.pl
www.gowork.pl
www.ceneo.pl
http://pl.indeed.com
www.monster.com
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Table 4. Accuracy of the fastText algorithm

Number of epochs Size of word vectors

10 20 50 100 200

20 88.04 88.05 88.05 88.05 88.06

50 88.20 88.23 88.24 88.24 88.24

100 88.12 88.09 88.44 88.08 88.11

200 88.17 88.18 88.21 88.14 88.17

Table 5. Accuracy of XGBoost execution

Max depth Minimum child weight

1 2 3 4 5

4 87.89 87.83 87.71 87.65 87.89

5 87.56 87.74 87.71 87.95 87.74

6 87.86 88.15 88.09 87.82 87.80

7 88.09 88.21 87.91 87.71 87.95

8 88.24 88.09 88.15 87.86 87.83

9 88.21 88.27 88.15 88.24 88.03

10 88.06 87.83 87.95 88.03 88.18

in the case of fastText, it was not necessary to properly encode the input dataset,
which first is time consuming and, secondly, the selection of encoded parameters
significantly affected the accuracy of the classification.

5 Conclusions and Future Work

In this paper, the first attempt of the content classification of job offer websites
in Polish was proposed. In particular, the training set was prepared along with
the adjustment of the representation to individual algorithms and two state-
of-the-art classification methods were implemented for automatically selecting
job offers. The experimental results demonstrated that the proposed approach
reached a high level of accuracy, approximately 88% and proved the ability to
automatically single out job offers from major recruitment websites.

The next step of our research will address the extraction of different kinds of
information from individual recruitment ads in an automatic way. In particular,
we plan to extract the following features: requirements, benefits and responsibili-
ties from job offers. Moreover, our research will focus on the automatic matching
of job offers and candidate curriculum vitae.

Acknowledgements. This work is a part of the Emplobot project number
POIR.01.01.01-00-1135/17 “Development of autonomous artificial intelligence using
the learning of deep neural networks with strengthening, automating recruitment pro-
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Abstract. Along with the rapid increase in the popularity of online
media, the proliferation of fake news and its propagation is also rising.
Fake news can propagate with an uncontrollable speed without verifica-
tion and can cause severe damages. Various machine learning and deep
learning approaches have been attempted to classify the real and the
false news. In this research, the author group presents a comprehensive
performance evaluation of eleven supervised algorithms on three datasets
for fake news classification.

Keywords: Fake news · Supervised classification · Machine learning ·
Deep learning

1 Introduction

In recent times, information from social media has grown at an unprecedented
pace, and gradually the number of people consuming daily news to meet their
information needs is increasing. Nevertheless, not all sources of news on online
media are reliable. As a consequence, the problem of spreading fake news is
becoming more severe.

“Fake news” is a term that refers to the news that is purposely and verifiably
false, and could deceive readers [2]. The issues of false news have existed since the
appearance of the printing press. Nevertheless, during the age of social media,
the untruthful news problem gains a lot of momentum and visibility because of
the simple access and fast distribution mechanism of social media.

Conventional techniques for confirming the authenticity of news that rely on
human specialists, do not scale well to the massive volume of news nowadays.
Hence, automatic detection of false news on social media is a critical problem,
alluring much attention from both the academic and communities.

Machine learning (ML) and Deep learning (DL) approaches have been proven
very effective in solving many cyber security problems from network detection to
c© Springer Nature Switzerland AG 2020
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malware analysis [10–12] as well as identification spam email, which is one type
of misinformation. Hence, this study aims to present a comparative performance
analysis of well-known supervise classification methods by implementing each
one on three of the available publicity datasets. More precisely, the author group
investigates the performance of five traditional ML, three ensemble, and three
DL-based methods on the publicity datasets.

The rest of this manuscript proceeds as follows. Section 2 presents briefly the
previous works in fake news detection. Section 3 introduces the methodology.
Section 4 describes the experiment environment. Section 5 presents and analyses
the result of competing algorithms. Section 6 discusses the results obtained from
the current work. Finally, Sect. 7 concludes the paper.

2 Related Works

This section presents existing and related in the field of ML and DL to analyse
about Fake News Detection.

The authors in [3] proposed a model to classification news into different
groups. In this research, they utilised Term Frequency-Inverse Document Fre-
quency (TF-IDF) for feature extraction and Support Vector Machine (SVM) for
classification. The authors reported that their model obtained promising results
on category news into groups.

A research conducted by Granik and Mesyura [5] focused on implementation
of the Näıve Bayes Classifiers for fake news detection. Their model was evaluated
on a Facebook dataset and obtained approximately 74% of accuracy.

Shu et al. [8] performed a thorough review of detecting fake news on social
media. In their study, they characterised fake news based on psychology and
social theories. What is more, they lited existing algorithms from a data mining
aspect, evaluation metrics, and typical datasets.

The authors in [6] proposed to combine speaker profiles into a Long Short-
Term Memory (LSTM) model for fake news detection. Empirical results showed
that their method improved the LSTM detection model.

An other approach [1] presented an n-gram model to detect automatically
fake contents. In this study, they adopted two different features of extraction
techniques and six machine learning classification techniques for fake news and
fake reviews identification.

3 Methodology

This section presents details of the suggested models to identify fakes news.
First, the data are pre-processing by filtering the redundant terms or characters
such as special characters, numbers, stop-words and others. Next, the feature
selection & extraction process has been applied for reducing the dimension of
feature space; in this process, two techniques are used. Finally, the supervised
classifiers are computed on the fake news data set.
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3.1 Data Preprocessing

This phase transforms the raw text into an understandable format for further
processing. Furthermore, real-world data is usually inadequate, inconsistent, and
lacking in particular behaviour, and it is possible to contain various faults. Pre-
processing data assist in resolving such matters. In our study, the pre-processing
data phase consists of the following steps:

– Text cleaning: remove tags, HTML, punctuation, special characters, and any
other kind of characters.

– Lowercase: This step involves converting the entire text into lowercase because
of the computer interpret capitalise letter as different terms.

– Tokenisation: This is a process of splitting the strings into a list of words or
pieces based on a specified pattern.

– Remove stop words: Stopwords are the words that are used very frequently,
such as “i”, “me”, “my”, “myself”, “we”, “you”, “he,”, “his”. Remove stop-
words improve the performance of the model.

– Stemming & Lemmatizing: return the word to root form. For example “cars”,
“car’s”, “cars”’ get reduced to a root term “car”.

After pre-processing data, the cleaned data needs to be converted into a numer-
ical format for further tasks.

3.2 Feature Selection and Extraction

This phase aims to transform the text into numerical data so that the ML &
DL algorithms can compute. Vectorisation of text is a method that allows the
conversion of text into numerical representation, or in other words, numeric
vector.

To transform the text into a numeric format for further processing, the text
needs to encode. Multiple encoding techniques are being leveraged to extract the
word-embeddings from the text data such techniques are bag-of-words [13], Term
Frequency - Inverse Document Frequency (TF-IDF) [7], word2vec [4]. In this
study, the author group utilise the TF-IDF with bigram and word2vec techniques
to vectorise the data for the purpose of classification.

3.3 Supervised Artificial Intelligence Algorithms

The author group investigated the performance of eleven supervised algorithms
on three datasets. More precise, five traditional machine learning algorithmics,
three ensemble models and three deep leaning approaches had been examined
as follows:

– Traditional ML models: Logistic regression, Naive Bayes, Support Vector
Machine (SVM), K-Nearest Neighbours (KNN), and Decision tree.

– Ensemble models: Random forest, Extremely randomised trees (Extra trees),
and Adaptive Boosting (AdaBoost).

– DL-based models: Feedforward neural network (FNN), Long short-term mem-
ory (LSTM), Bidirectional Long short-term memory (BiLSTM).
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3.4 Performance Evaluation Metrics

Evaluation metrics measure the performance of a model. An essential aspect of
evaluation metrics is their capability to distinguish among model results. The
Confusion matrix is one of the most common and most straightforward metrics
used for deciding the correctness and accuracy of the model. It is frequently used
for the classification issue where the output can be of two or more types of classes.
In fact, many performance metrics are calculated basing on the confusion matrix
and the values inside it. To evaluate the performance of fake news classification,
a confusion matrix has been utilised as shown in Table 1.

Table 1. Confusion matrix

Actual values

Positive (1) Negative (0)

Predicted values Positive (1) True Positive (TP) False Positive (FP)

Negative (0) False Negative (FN) True Negative (TN)

Terms associated with this confusion matrix:

– True Positive (TP): The sample is fake news, and the model predicts it fake.
– True Negative (TN): The sample is real news, and the model predicts it real.
– False Positive (FP): The sample is real news, and the model predicts it fake.
– False Negative (FN): The sample is fake news, and the model predicts it real.

In this study, we utilized the performance evaluation criteria derived from
the confusion matrix [9] as following:

Accuracy =
TP + TN

TP + TN + FP + FN

Precision =
TP

TP + FP

Recall =
TP

FN + TP

F1 − score = 2 ∗ Precision ∗ Recall

Precision + Recall

The accuracy is the rate of precisely predicted news to all of the samples.
Precision metric measures the fake news, which is correctly predicted from the
total predicted news in fake class. Recall value shows the ratio of the untruthful
news, which is correctly predicted over the total number of fake news. F1-score
is the harmonic mean value of the recall value and precision.
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4 Experiment Setup

4.1 Execution Environment

The experiments were performed on the Intel Core i7 8750 H computer with
16GB RAM, using Python (3.7.1), deep-learning frameworks Keras (2.3.1) and
TensorFlow (2.1.0).

4.2 Datasets

We used three datasets to measure the performance of different methods. The
characteristics of these datasets are described here. Table 2 summarises the
datasets that we used to measure the performance of the algorithms.

Liar
Liar [14] is a publicly available dataset, which comprises over 12000 labelled short
statements frompolitifact.com.Thedataset encompasses six types of labels: pants-
fire, false, barely-true, half-true,mostly-true, and true—these labels based on the of
truthfulness ratings. In our work, we mainly focused on classifying news as real and
fake. For the binary classification, we modified these labels into two labels. Pants-
fire, false, barely-true were regarded as counterfeit and half-true, mostly-true and
true statements are as authentic. Consequently, we had a total of 10240 statements
with 4488 labelled as fake, and the rest 5752 labelled as real.

Getting Real About Fake News
This dataset was comprising news of 2016 USA election cycle. In this dataset, the
real articles received from the official news site while the fake news gathered from
the Kaggle’s1 “Getting Real about Fake News”. The dataset consists of 15, 712
real-labelled articles and 12, 999 fake-labelled articles, totalling 28, 711 records.

ISOT
ISOT dataset [1] has two types of articles, fake and real news, which was
obtained from real-world sources. The actual news articles were gathered from
Reuters.com, while the fake one was collected from various unreliable websites
that were flagged by Politifact and Wikipedia. The dataset consists of 21, 417
real-labelled articles and 23, 481 fake-labelled articles, totalling 44, 898 records.

Table 2. Datasets used for measuring

Name Properies Notes

Real Fake Total

Liar, Liar pants on fire 5,752 4,488 10,240

Fake or real news 15,712 12,999 28,711

ISOT fake news 21,417 23,48 44,898

1 https://www.kaggle.com/mrisdal/fake-news.

https://www.kaggle.com/mrisdal/fake-news
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5 Experimental Results and Analysis

In this section, the author group report the results and in-depth performance
analysis of ML models and DL models when adopting to the fake news identifi-
cation.

Tables 3, 4, 5 demonstrate the performance of these algorithms on three
datasets, respectively. We measure the accuracy, precision, recall, and f1-score
for fake and real class, then obtain the average and report an average score
of these metrics. In each table, the highest scores achieved in each dataset are
shown in bold.

Table 3. Performance on Liar dataset

Classifiers Feature Performance metrics Time (seconds)

Accuracy Precision Recall F1 - score

Logistic regression Bigram TF-IDF 0.60 0.60 0.60 0.60 0.24

Naive bayes 0.58 0.61 0.58 0.48 0.02

SVM 0.61 0.60 0.61 0.60 0.28

KNN 0.57 0.56 0.57 0.53 1.38

Decision tree 0.56 0.55 0.56 0.55 10.03

Random forest 0.58 0.56 0.57 0.55 2.35

Extra trees 0.57 0.57 0.58 0.56 3.67

AdaBoost 0.59 0.57 0.56 0.4 7.08

FNN Word embedding 0.57 0.54 0.57 0.42 20

LSTM 0.60 0.60 0.61 0.59 238

BiLSTM 0.61 0.60 0.61 0.59 667

In Table 3, we have reported the performance of various traditional ML and
DL classifiers in identifying fake news on Liar the dataset. From this table, it
can be seen that in terms of accuracy, precision, and recall, the distinction is
not much between models. More precisely, with the accuracy metric, the SVM
and BiLSTM models have performed the best for the data set with an accuracy
of 0.61. In this data set, the worst accuracy of 0,56 has been achieved using the
Decision tree. In terms of precision, the Naive Bayes algorithm has the highest
precision among the eleven approaches, while the FNN has the lowest precision.
On recall metric, SVM, LSTM, and BiLSTM have the highest performance with
a recall of 0.61. In terms of F1-score, the highest value has been achieved by
Logistic Regression and SVM (0.60), while the lowest value has been achieved
by AdaBoost (0.4). On the other hand, the Naive Bayes model has the shortest
training time of 0.02 s, while BiLSTM has the most extensive training time with
667 s.

Table 4 presents the obtained results for the different supervised classifica-
tions on the Getting Real about Fake News data set. In terms of all metrics,
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Table 4. Performance on getting real about fake news dataset

Classifiers Feature Performance metrics Time (seconds)

Accuracy Precision Recall F1 - score

Logistic regression Bigram TF-IDF 0.96 0.96 0.96 0.96 55.22

Naive bayes 0.62 0.78 0.62 0.53 1.15

SVM 0.95 0.95 0.95 0.95 8.82

KNN 0.48 0.66 0.48 0.34 72.66

Decision tree 0.85 0.85 0.85 0.85 257.59

Random forest 0.79 0.79 0.79 0.79 13

Extra trees 0.80 0.81 0.8 0.8 44.95

AdaBoost 0.76 0.76 0.76 0.76 824.93

FNN Word embedding 0.82 0.82 0.82 0.82 34.53

LSTM 0.90 0.91 0.90 0.91 1142

BiLSTM 0.92 0.92 0.92 0.92 2427

the Logistic Regression classifier has the highest value among the eleven classi-
fiers with a score of 0.96 for each measured metric. The second place belongs to
SVM, with a score of 0.95 for all metrics. The worst classifier is KNN with a score
of 0.48, 0.66, 0.48, 0.34 for accuracy, precision, recall, and F1-score, respectively.
Additionally, the Naive Bayes model continues the fastest training time of 1.152
s, while BiLSTM is again the slowest training time classifiers with 2427 s.

Table 5. Performance on ISOT dataset

Classifiers Feature Performance metrics Time (seconds)

Accuracy Precision Recall F1 - score

Logistic regression Bigram TF-IDF 0.99 0.99 0.99 0.99 28.75

Naive bayes 0.96 0.96 0.96 0.96 0.94

SVM 0.99 0.99 0.99 0.99 5.2

KNN 0.85 0.87 0.85 0.85 106.48

Decision tree 0.99 0.99 0.99 0.99 200.9

Random forest 0.95 0.95 0.95 0.95 19.78

Extra trees 0.94 0.94 0.94 0.94 46.52

AdaBoost 1.00 1.00 1.00 1.00 731.34

FNN Word embedding 0.96 0.96 0.96 0.96 50

LSTM 0.99 0.99 0.99 0.99 1411

BiLSTM 0.99 0.99 0.99 0.99 3724

The performance measurement for the different supervised methods on the
ISOT Fake News data set is indicated in Table 5. The author group observes that
the AdaBoost model is superior to other algorithms with an absolute score of 1.0
for all metrics measurements. In addition, SVM, Logistic Regression, Decision
tree, LSTM, and BiLSTM also have an outstanding score of 0.99 for accuracy,
precision, recall, and F1-score, respectively. KNN is the worst classifier with
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the score of 0.85, 0.87, 0.85, 0.85. In the training time perspective, Naive Bayes
continually has the fastest training time of 0.94 , while BiLSTM no surprisingly
has the longest training time of 3724 s.

6 Discussion

Table 6 indicates the mean performances of all supervised classifiers concerning
to all evaluation metrics for three data sets. Figure 1 illustrated the mean per-
formances in terms of accuracy, precision, recall, and F1-score. According to the
empirical results, the best mean values in terms of all metrics have been obtained
from the Logistic Regression and SVM models with the scores of 0.85. The worst
model is KNN with a score of 0.63, 0.70, 0.63, 057 for accuracy, precision, recall,
and F1-score, respectively. SVM and Logistic Regression (with bigram and TI-
IDF) model has shown the best performance among the traditional ML models,
while Bi-LSTM with word embedding vector is the most promising one amongst
the DL based models (Fig. 1). Among the ensemble models, the AdaBoost clas-
sifier seems to be the superior one when adopting on a larger dataset. This leads
to a research direction in the future.

Table 6. Mean performance on three datasets

Classifiers Feature Mean accuracy Mean precision Mean recall Mean F1-score

Logistic regression Bigram TF-IDF 0.85 0.85 0.85 0.85

Naive bayes 0.72 0.78 0.72 0.66

SVM 0.85 0.85 0.85 0.85

KNN 0.63 0.70 0.63 0.57

Decision tree 0.80 0.80 0.80 0.80

Random forest 0.77 0.77 0.77 0.76

Extra trees 0.77 0.77 0.77 0.77

AdaBoost 0.78 0.78 0.77 0.72

FNN Word Embedding 0.78 0.77 0.78 0.73

LSTM 0.83 0.83 0.83 0.83

BiLSTM 0.84 0.84 0.84 0.83

We discover that the performance of the SVM (with bi-gram) model is equiv-
alent and sometimes better than the performances of these DL models. Hence,
SVM with 2-gram is our recommended model for a small dataset because of its
training time is a great advantage compared to DL models.

The FNN model sustains a moderate performance on three datasets. On the
other hand, LSTM-based models show gradual improvement when the size of
the dataset rises from LIAR to ISOT. Additionally, when the articles in the
dataset cover more information, the models will perform better. To sum up,
DL-based models may show high performance on a larger dataset, but to avoid
computational overhead and time complexity, SVM is the right choice for a
smaller dataset.
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Fig. 1. Mean of performance

7 Conclusion

In this paper, the author group presented an overall performance analysis of dif-
ferent approaches on three different datasets to detect fake news in social media
by combining text mining methods and supervised classifiers. Eleven classifica-
tion models have been evaluated on three different real-world data set and mea-
sured according to accuracy, recall, precision, and F1-score values. The mean
performances of all supervised artificial intelligence algorithms concerning all
evaluation metrics within three data sets have been measured. According to the
empirical results, the best mean values in terms of accuracy, precision, and F-
measure have been obtained from the SVM and Logistic Regression with bigram
TF-IDF. On the other hand, LSTM-based models with word embedding vector
show a promising result in larger datasets.
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Abstract. In light of access to a huge amount of data and ever-changing
trends, it is necessary to use recommendation systems to find information
of interest to us. In this paper, a new approach to designing recommen-
dation systems is proposed. It is designed to recommend images based on
their content. To this end, the convolutional neural network and the Bah-
danau attention mechanism are combined. In consequence, the method
makes it possible to identify areas that were particularly important for a
given image to be recommended. The algorithm has been tested on the
publicly available Zappo50K database.

Keywords: Image recommendation · Recomender system · Attention
mechanizm

1 Introduction

The amount of content available on the Internet has been steadily increasing in
recent years. The number of materials shared by users on social media, such as
Facebook or Instagram, video content on websites such as YouTube or Netflix,
and messages on Tweeter are just some examples. All these services are char-
acterized by the fact that a single user would not be able to trace their entire
content, and thus it would be difficult for him to choose materials that inter-
est him. Consequently, services must offer special systems that will offer to the
user the items that will be selected specifically for him. Such systems are called
recommendation systems [27]. Another example of the application of recommen-
dation systems is an online store, where the system is designed to show the user
those products that the user may be interested in buying. Often, apart from the
recommendation itself, the user may also be interested in why the recommenda-
tion system considers these products to be of interest to him. We call this type
of system an explainable recommendation system [32,33].

There are several approaches to designing recommendation systems. One of
the most popular is collaborative filtering. Its operation can be described as
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follows. Based on the ratings that the user has given a certain number of items,
other users who have similarly rated these products are selected. Based on the
assessment of those items that the selected subgroup rated, and which the user
has not had contact with, a recommendation is given. This approach can be
successfully used e.g. for movie recommendations [34]. This approach also has
several disadvantages. One of them is the so-called cold-start problem. It consists
of the fact that at the time of the first contact with the system, the user has not
yet rated any product, thus it is impossible to select a group of users with similar
preferences. What is worse, this problem also applies to new products introduced
to the offer. As this is a new product, no user could rate it, and hence it will not
be recommended to anyone. A different approach to designing recommendation
systems, content-based filtering, avoids these problems. Instead of comparing
user ratings, the products themselves are compared, e.g. by analyzing product
descriptions, their parameters, or photos. Both approaches are used in practice,
and they are combined to form the so-called hybrid recommendation systems.

Evaluating the operation of the recommendation system is a non-trivial task.
While in the case of a collaborative filtering approach, we can create a system
that approximates user ratings as much as possible; even the best fulfill this
criterium does not ensure us a good recommendation [10]. The only practical
approach is to try the system in action. If the recommendations proposed by one
system are chosen more often than by another, then it can be considered that
the system works well. Various machine learning techniques, such as decision
trees [13,28–31], density estimators [8], regression [6,7,12], ensemble methods
[20,22,23] and neural networks [1,14–16] can be used to design recommenda-
tion systems. Along with the development of deep learning methods [5,11,21],
image processing algorithms and natural language processing (NLP) [17,36] have
found particular applications in these systems. However, these are often black-
box models and the explanation of their operation requires further research.

Together with the significant increase in collected data, the field of Big Data
analysis [18] was created. It was noticed that one of the problems in training
models on data from various, often unverifiable sources, is the veracity of the
collected data. An example of such data can be e.g. content shared by users on
social networks. Lack of credibility with the training set may be due to several
reasons. Incomplete data, noisy data (e.g. blurred photos), wrongly classified
data (e.g. incorrectly tagged photos) are only some examples. These problems
can be caused by system errors, user errors, and intentional behavior. An addi-
tional difficulty may be the difference in the proportion of data (e.g. fraction of
one class data can be significantly higher than another class). All these factors
negatively affect the design of recommendation systems and must be taken into
account when creating such a system.

Because of the above challenges, we have proposed a new algorithm for
creating content-based filtering recommendation systems to recommend similar
images from the database. This algorithm uses the attention-based mechanism
used mostly in NLP. It is designed to indicate areas in the proposed images that
point out to similarity to the original image.
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The rest of the work is divided into the following sections. Section 2 shows
recent papers on image recommendations. The proposed algorithm is presented
in Sect. 3. The simulation results are shown in Sect. 4. Finally, the conclusions
are given in Sect. 5.

2 Related Works

Both the issues of searching for similar images and creating recommendation sys-
tems are often undertaken by researchers. Combining these fields and applying
them in the field of online shopping is still a niche topic [3]. The collabora-
tive variational autoencoders for recommender systems are applied in [19]. The
author proposed the Bayesian probabilistic generative model that unifies the col-
laborative and content information. Graphical and deep learning models leads
to a robust recommendation. The hierarchical Bayesian model was applied to
the recommender system in [37]. In [4] the authors analyze the application of
wide and deep models for recommendation systems. They conclude that wide
models can effectively memorize sparse features interactions, and deep models
can generalize to previous unseen features interactions through low dimensional
embeddings. The smart shopping recommender for image search is proposed in
[3]. The authors compared different neural network models (AlexNet and VGG),
and SVM model and various methods to measure similarities (L2 norm, cosine
distance, and Jaccard similarity). A combination of the attention method with
a convolutional neural network was applied to NLP in [35]. The attention layer
was put after the word embedding layer and before the convolutional layer. The
issue of image recommendation is considered in [9]. The image representation
network was designed to learn an image by aggregating the semantic features of
image objects with the application of an object-level attention network. More
about deep learning-based recommender systems can be found in [38].

3 Attention-Based Images Recommender System

This section describes the proposed Attention Based Image Recommender sys-
tem (ABIS). An important element of the proposed algorithm is the mechanism
indicating what is characteristic of a given product that it has been recommended
to us. To be more specific, the attention mechanism was used to determine sig-
nificant areas in the image. The mechanism used here is called the Bahdanau
attention algorithm (BA) [2]. It allows us to create a seq2seq model that, based
on the received photo, returns attention areas in the image relative to the value
of attention weights. An example of obtained features is given in Fig. 1. The
proposed procedure can be summarized in the following steps.

1. Create and train a convolutional neural network to classify images.
2. Pass the image through the network.
3. Create an image descriptor from the values of outputs of the last hidden layer

neurons.
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Fig. 1. Original image and selected important area

4. Enter image descriptor to the BA algorithm.
5. Combine the attention weights from the BA algorithm with the input image.

The first step of the algorithm is to train the image classifier. This is a
key point for further consideration. There is no single network structure that
will allow us to get the best result. It must be tailored to a specific problem.
Besides, it must take into account factors such as the noise in the training set
or class imbalance. After training the network, the descriptors are generated by
taking a values from the last hidden layer. Next, the image descriptor is entered
to the encoder to ensure the fixed input size for the BA algorithm. Then, the
alignment scores are calculated as the value of the hyperbolic tangent of the
previous state of decoder and encoder state. In this step, the encoder output is
concatenated with a sequence of class labels. In the classical approach, the class
is a single value, but in some cases, when a class has defined subcategories, the
single value can be replaced by a sequence of values (see Fig. 1, the class shoes
have subclass heels). Each sequence of class labels ends with the word <end>.
All alignment scores are concatenated in a single vector and subsequently fed to
soft-max function. Created attention weights are multiplied with encoder outputs
and create a context vector. The previous hidden state of decoder and context
vector are merging to produce an output.

4 Experimental Results

This section presents a case study of shoe image recommendations. For this pur-
pose, the Zappos50K dataset has been used. It is a collection of 50 025 pictures
of shoes. On the whole, the Zappos50K dataset is divided into four main classes
(Boots, Sandals, Shoes, Slippers), and each of them is divided into subcategories.
In consequence, we have to deal with 21 subcategories. The data were split into
40 000 element subset, a training set, and 10 025 test set. The number of images
per subcategory varies significantly, from 2 to 12 856. Moreover, some of the
images are placed in the wrong category, which makes analyzes of those data
even harder.

The first step is to create the best classifier. As a result of the experiments,
a 13-layers convolutional neural network was selected. The convolutional layers
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were placed as first, second, fourth, sixth, seventh, ninth, and tenth layers. They
consist of 64, 32, 32, 32, 64, 32, 32 filters, respectively. The third, fifth, and
eighth layers are average-pooling with filter 2 on 2. The last three layers are
fully connected. They consist of 32, 128, and 21 neurons, respectively. Apart
from the last layer, the soft-max layer, the elu activation function was used in
all other layers. The network model is shown in Fig. 2.

Fig. 2. Description of the convolutional neural network used in the experiments

To compare the classifier performance on the Zappo50K set, the network
was trained in two ways. The first approach treated each instance as equally
important (classic approach). In the second approach, each data element was
equipped with weight being the inverse of the class frequency in the training set
(weighted approach). Binary-cross entropy was used as the loss function. The
networks were trained with the SGD optimizer.

To compare the accuracy of both neural networks for a single class, measures
such as precision and recall were used. Suppose we consider only one particular
class. If TP is a number of data elements correctly classify by a network, FT is
a number of elements wrongly classify as a considered class, and FN is number
of elements wrongly classified despite that it is, in fact, a considered class, then
the measures are given by the following equations:

precision =
TP

TP + FP
(1)

recall =
TP

TP + FN
(2)

The larger values of these measures indicate the better performance of the clas-
sifier.

The network has been trained for 50 epochs. Changes in precision and recall
are shown in Fig. 3. It can be easily seen that all results of the weighted approach
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(a) precision - classic approach

(b) precision - weighted approach

(c) recall - classic approach

(d) recall - weighted approach

Fig. 3. Precision and recall for each subcategory, for the classic and weighted approach
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Fig. 4. The examples of shoe recommendations

(a) classic approach

(b) weighted approach

Fig. 5. Changes in the value of the loss function on the training and test set
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Fig. 6. The values of the loss function on the training and test sets for the BA algorithm

Fig. 7. The examples of shoes recommendations

reached higher values. For only few subcategories, values are not close to 1, which
is due to insufficient data numbers in those classes.

The neuron values in the penultimate layer can create photo descriptors.
Comparing the descriptors of all the pictures in the database, we can choose the
most similar one. Figure 4 shows an example of a recommendation obtained by
descriptors from a convolution network. The cosine similarity was applied. The
values above the shoes are the obtained similarity measure values.

The advantage of the weighted approach is also seen in the values of the
loss function, see Fig. 5. Although, in both cases, the values of the loss function
remained low, in the classical approach the network is overfitted from around
the 20-th epoch. Because of the above observations, the network trained with
the weighted approach is selected for further analysis.
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In the BA algorithm, the size of the coder output was set to 256. The network
was trained by 10 epochs. The values of the loss function on the training and
test sets can be seen in Fig. 6.

Examples of recommended images, with the most important areas marked for
brighter color, are presented in Fig. 7. It can be seen that the recommendation
system, in the case of recommendations due to one of 4 classes, pays special
attention to the contours of the footwear. However, in the case of subcategories,
the designated areas are not as intuitive for the user.

5 Conclusions

In this article, we have proposed a new content-based recommendation system.
It aims to recommend similar images. The algorithm combines the features of
a convolutional neural network, and attention mechanism. Its key feature is to
indicate areas that were most important to recommend a given image. By choos-
ing the right type of classifier, we can apply the proposed approach to various
types of data sets. In the example in Sect. 4, it is shown that the areas indicated
for one of the four classes are interpretable and intuitive for the user. The algo-
rithm performance in the case of the sub-category needs further improvement.
The example of the application shown in the paper can be extended to other
areas, like control systems [25,26]. This approach can also be helpful in object
detection [24].
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Abstract. Short term traffic flow prediction is important as it supports
proactive traffic control and management. A new intelligent parame-
ter adjustment k-nearest neighbor algorithm (IPA-KNN) is proposed
for the short-term traffic flow prediction. Two fundamental parame-
ters, the nearest neighbor number k and the predicted sequence length
n, are adjusted by an intelligent parameter adjusting method. In addi-
tion, the distance measure, including the similarity of fluctuation trend
is adopted. Furthermore, a new error measurement method is designed
to test the performance of the proposed IPA-KNN model. Compared
with the improved KNN method, which is proposed by Habtemichael
and Cetin (2016), the data experiments show that the error is reduced
by more than 23%.

Keywords: KNN algorithm · Short-term traffic prediction · Intelligent
parameter adjustment · Hyperopt module

1 Introduction

Accurate short-term traffic flow prediction is the key to proactive traffic control,
which is applied to provide reliable travel information for travelers, optimize
traffic signals, deploy emergency management system and so on. Because of the
importance of short-term traffic forecast, a large number of studies are focused
on this topic [1,2,16] currently. There are three existing categories of short-
term traffic prediction methods: traditional methods, parametric methods and
nonparametric methods [1]. Traditional methods based on mathematical and
physical models are difficult to predict effectively and accurately. In contrast,
the prediction accuracy of Kalman filter [4,6,11,14], ARIMA [12] and other
parameter models [13] is higher. However, since most traffic flow data is mostly
stochastic [10], it is hard to generalize a lot of time to adjust the parameters, and
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its portability is poor. Thus, the data-driven nonparametric model [7,8,12,13]
is promising to solve this kind of problems. The k-nearest neighbor (K-NN)
algorithm [5,9] is one of the most classical nonparametric algorithms.

This paper proposes a short-term traffic flow forecast model based on intel-
ligent parameter adjustment k-nearest neighbor algorithm. Firstly, locally esti-
mated scatterplot smoothing (loess) [3] is used to preprocess the original data,
so as to remove the noise data and supplement the missing data. Considering
that the weighted Euclidean distance is only to measure the absolute distance,
this study will use the distance measure proposed in [15] to consider the trend
of neighbors In addition, the selection of the nearest neighbor number k and the
predicted sequence length n is also the focus of discussion. In this study, the
hyperopt module in Python is applied to optimize hyperparameters k and n.
After getting the k nearest neighbors, time weights are added to get the predic-
tion results. Finally, the forecast results of the porposed algorithm are compared
with the existing ones, which show that the proposed short-term traffic flow
prediction method is accurate and transferable.

The remainder of this paper is organized as follows. Section 2 presents the
methodology in detail including K-nearest neighbor nonparametric regression
algorithm, data preprocessing, distance measure, intelligent parameter adjust-
ment algorithm and the prediction function. The comparisons between the IPA-
KNN and the improved KNN are illustrated in Sect. 3. The paper ends in con-
cluding remarks in Sect. 4.

2 Methodology

2.1 K-Nearest Neighbor Nonparametric Regression Algorithm

K-NN is a nonparametric pattern recognition technique commonly used for clas-
sification and regression. It is widely used in various fields because of its distinct
virtues such as simple calculation and high accuracy. In this paper, K-NN is used
as the basic algorithm to identify similar traffic conditions.

The basic process of K-NN prediction model is shown as follows:

1. Calculate the similarity between the subject object and candidates. In general,
there are many method to measure distance, such as Euclidean distance, Man-
hattan distance, Mahalanobis distance, and some complex ones like dynamic
time warping (DTW distance).

2. Compare the similarity between the object to be predicted and the candidates.
Sort candidates according to the similarity calculated, then select k candidates
(called k nearest neighbors) with the highest similarity to the object.

3. Predict the label of the subject object. The prediction function is used to
process the labels of k nearest neighbors, and then assign a label to the
subject object based on the nature of the k nearest neighbors.

4. Repeat the above steps until all objects are labeled.
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2.2 Data Preprocessing

The data from the monitoring stations is stochastic, which is inevitable to get
noise data. In order to get effective and regular historical datasets, it is necessary
to preprocess the data. The method of data preprocessing is locally estimated
scatterplot smoothing (loess).

Loess can effectively reduce noise and smooth data. Compared with the global
linear regression, loess is superior as it takes the trend and fluctuation in to
consideration, which can capture the data pattern more accurately [1]. Figure 1
shows the data preprocessing results of station 10 on March 1 using loess with
a span of 0.2.

Fig. 1. Data preprocessing results using loess

2.3 Improved Distance Measurement

The commonly used distance measurements are Euclidean distance and dynamic
time warping distance (DTW). Euclidean distance is proved to have better per-
formance when the sequence length is equal, while dynamic time warping can
effectively measure the distance between sequences when the sequence length is
different. In this paper, the length of the traffic flow sequence is equal, so we
design a new distance measurement based on Euclidean distance.

In order to reflect the fluctuation trend of the traffic flow rate, a new distance
measurement [15] will be used to measure the absolute distance, which is defined
as (1):

d(X,Y ) = w1

√
√
√
√

n∑

i=1

|zi|2 + w2

√
√
√
√

n∑

i=1

|zi − z̄|2 (1)
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where z̄ is the average value of zi and w1, w2 are weights, which satisfy w1 +
w2 = 1. Equation (1) consists of two parts. The first part is the traditional
Euclidean distance, which is used to measure the absolute distance. The second
one is to measure the similarity of the fluctuation trend. Once the predicted
value is close to the real value, the second term value will be small, indicating
that the fluctuation trend is relatively stable.

2.4 Evaluation Criterion

In general, three methods are utilized to error evaluation: mean absolute error
(MAE), mean absolute percentage error (MAPE) and root mean square error
(RMSE). Let the predicted value X = (x1, x2, · · · , xn), the real value Y =
(y1, y2, · · · , yn), and zi = xi − yi, i = 1, 2, · · · , n, then

(1) MAE is defined as (2):

MAE(X,Y ) =
1
n

n∑

i=1

|zi| (2)

(2) MAPE is defined as (3):

MAPE(X,Y ) =
1
n

n∑

i=1

|zi
yi
| × 100% (3)

(3) RMSE is defined as (4):

RMSE(X,Y ) =
1
n

√
√
√
√

n∑

i=1

|zi|2 (4)

The above three error evaluation methods essentially measure the distance
between the predicted value and the real value. Considering the improved dis-
tance measurement, a new error measurement method is developed to measure
both the absolute distance and trend similarity between the predicted value and
the real value.

(4) The new error measurement method is shown as (5):

Error(X,Y ) = w1

√
√
√
√

n∑

i=1

|zi|2 + w2

√
√
√
√

n∑

i=1

|zi − z̄|2 (5)

where z̄, w1 and w2 take the same values corresponding to those in the improved
distance measure Eq. (1).

2.5 Intelligent Parameter Adjustment Algorithm

Hyperopt Module. Hyperopt is a python library for hyperparameter opti-
mization and model selection, which supports discrete, continuous and condi-
tional variable tuning. Tree structures are used to represent the space of hyper-
parameters in stead of vector, which define search space conveniently.
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Selection of Search Algorithm. Tree-of-Parzen-Estimators (TPE) algorithm
and random search algorithm are usually used in the built-in algorithm of hyper-
opt. Random search algorithm randomly selects hyperparameters from search
space. In TPE algorithm, random algorithm is used to get n groups of samples
randomly, and the nonparametric probability density function, which will be
used for the next sampling, is generated through these n groups of samples. The
optimal values is obtained after several cycles of the above algorithm.

The Establishment of Search Space. The size of the search space plays an
important role in parameter adjustment, which is directly related to the predic-
tion algorithm. In this study, we need to limit the range of two hyperparameters:
the nearest neighbor number k and the length of prediction sequence n.

We preliminarily restrict the range of two parameters through pre-
experiments. To determine the range of k, we set both w1 and w2 to 0.5 in the
improved distance measure (3), and fix n to 5. Figure 2(a) shows the relationship
between the forecast accuracy and the value of k.

Obviously, when k ranges from 1 to 15, the loss function can be controlled
under 80, while the loss function is significantly larger when k is greater than
15. Therefore, we define the range [1, 15] as the search space of k.

To define the range of n, similarly, we set both w1 and w2 to 0.5 in the
improved distance measure (3), and fix the value of k to 10. Results in Fig. 2(b)
show that n’s range should be [2, 10]. Accordingly, the search space is specified
as k with the range [1, 15] and n in the range [2, 10].

(a) Effects of value of k on prediction accu-
racy

(b) Effects of value of n on prediction accu-
racy

Fig. 2. Effects of value of k and q on prediction accuracy

2.6 Prediction Method

Damping the Effect of Extreme Candidate Values. Because of the ran-
domness of traffic flow data, it is necessary to reduce noise data and dampen the
effect of such extreme values. Winsorization (Habtemichael et al. [17]) is used to
replace the smallest and largest values with the values closest to them.
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Prediction Function. In most of the existing studies, the average value of k
nearest neighbors is directly used as the prediction result. In order to get better
prediction results, time-dependent weights need to be added to the algorithm.
In recent years, Rank-Exponent method (Habtemichael et al. [17]) has better
performance than average-weight method. In this study, Rank-Exponent method
is used. The weight calculation formula is shown as (6):

wi =
(k − ri + 1)2

∑k
i=1(k − ri + 1)2

(6)

where
ri is the rank of the i-th nearest neighbor.
k is the number of nearest neighbors.

the prediction function is shown as (7):

ŷi =
k∑

i=1

wici (7)

where
ŷi is the predicted value.
ci is the real value of the i-th nearest neighbor.

3 Data Experiments

3.1 Data Description

The data used in this study are collected from different cities and different road
sections. This includes 12 datasets from United Kingdom (UK) and 24 datasets
from freeways within the United States (Maryland (MD), Minnesota (MN) and
Washington (WA) each with 6, 12 and 6 datasets, respectively). These datasets
are collected under various driving environments and traffic conditions, having a
certain amount of randomness. According to [4], these data are aggregated into
15-min data. The missing data is supplemented by locally estimated scatterplot
smoothing (loess). A brief description of the dataset is shown in Table 1.

Similar to searching method in [5], when searching for nearest neighbors for
any subject day, the entire dataset (except the topic day) is used, including past
and future dates, which has been demonstrated reasonable in [5].

In addition to time, place and other factors, the datasets can be divided
according to the traffic flow of each lane in an hour, where the dividing nodes
are 0, 500, 1000, 1500, 2000 (unit: veh/h/ln), as shown in Table 2.

3.2 Determination of Distance Measure Weight

The default weights of the new distance measure are both set to 0.5. The exper-
iment results within search space are shown in Fig. 3, where the optimal weights
are set as w1 = 0.67 with w2 = 0.33. It can also be seen that the absolute
distance and the similarity of the fluctuation trend are both vital to forecast
accuracy since when w1 is near 0 and 1, the loss function is much larger.
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Table 1. Brief description of the datasets used (adopted from Guo et al. [4])

Region Highway Station No. of lanes Start End No. of months

UK M25 4762a 4 9/1/1996 11/30/1996 3 months

UK M25 4762b 4 9/1/1996 11/30/1996 3 months

UK M25 4822a 4 9/1/1996 11/30/1996 3 months

UK M25 4826a 4 9/1/1996 11/30/1996 3 months

UK M25 4868a 4 9/1/1996 11/30/1996 3 months

UK M25 4868b 4 9/1/1996 11/30/1996 3 months

UK M25 4565a 4 1/1/2002 12/31/2002 12 months

UK M25 4680b 4 1/1/2002 12/31/2002 12 months

UK M1 2737a 3 2/13/2002 12/31/2002 11 months

UK M1 2808b 3 2/13/2002 12/31/2002 11 months

UK M1 4897a 3 2/13/2002 12/31/2002 11 months

UK M6 6951a 3 1/1/2002 12/31/2002 12 months

MD I270 2a 3 1/1/2004 5/5/2004 4 months

MD I95 4b 4 6/1/2004 11/5/2004 6 months

MD I795 7a 2 1/1/2004 5/5/2004 4 months

MD I795 7b 2 1/1/2004 5/5/2004 4 months

MD I695 9a 4 1/1/2004 5/5/2004 4 months

MD I695 9b 4 1/1/2004 5/5/2004 4 months

MN I35W-NB 60 4 1/1/2000 12/31/2000 12 months

MN I35W-SB 578 3 1/1/2000 12/31/2000 12 months

MN I35E-NB 882 3 1/1/2000 12/31/2000 12 months

MN I35E-SB 890 3 1/1/2000 12/31/2000 12 months

MN I69-NB 442 2 1/1/2000 12/31/2000 12 months

MN I69-SB 737 2 1/1/2000 12/31/2000 12 months

MN I35W-NB 60 4 1/1/2004 12/31/2004 12 months

MN I35W-SB 578 3 1/1/2004 12/31/2004 12 months

MN I35E-NB 882 3 1/1/2004 12/31/2004 12 months

MN I35E-SB 890 3 1/1/2004 12/31/2004 12 months

MN I69-NB 442 2 1/1/2004 12/31/2004 12 months

MN I69-SB 737 2 1/1/2004 12/31/2004 12 months

WA I5 ES-179D MN Stn 4 1/12004 6/29/2004 6 months

WA I5 ES-179D MS Stn 3 1/12004 6/29/2004 6 months

WA I5 ES-130D MN Stn 4 4/1/2004 9/30/2004 6 months

WA I5 ES-179D MS Stn 4 4/1/2004 9/30/2004 6 months

WA I405 ES-738D MN Stn 3 7/1/2004 12/29/2004 6 months

WA I405 ES-738D MS Stn 3 7/1/2004 12/29/2004 6 months

3.3 Determination of the Value K and N

Set distance measure weight w1 = 0.67, w2 = 0.33. The value range of k is 1 to
15, and the value range of n is 2 to 10. TPE search algorithm is adopted in the
search algorithm, and the loss function of hyperopt module is set as MAE. Then
the improved K-NN algorithm is run automatically to obtain the optimal k and n
values of each station. The results of station 8 and station 9 are shown in Fig. 4.
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Table 2. Definition of traffic levels or traffic volume groups (adopted from Guo
et al. [4])

Volume groups Group description Approximate level of service (LOS)

Group 1 ≥0 and <500 veh/h/ln LOS A

Group 2 ≥500 and <1000 veh/h/ln LOS B

Group 3 ≥1000 and <1500 veh/h/ln LOS C

Group 4 ≥1500 and <2000 veh/h/ln LOS D

Group 5 ≥2000 veh/h/ln LOS E

Fig. 3. Effect of w1 on prediction accuracy

(a) Station 8 (b) Station 9

Fig. 4. Optimal parameters of stations 8 and 9

3.4 Prediction Error Analysis

In order to show the effectiveness of IPA-KNN, the comparison between the IPA-
KNN and the improved KNN in reference [5] based on the same traffic data will
be shown in this subsection. The MAE, MAPE, RMSE and the new measure of
performance of traffic forecasts are used to present the results.
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(a) The daily average MAE (b) The daily average MAPE

(c) The daily average RMSE (d) The daily average new error measure-
ment

Fig. 5. The comparisons between the IPA-KNN model and the improved KNN model

Comparison of Daily Mean Error Values. The IPA-KNN and the improved
KNN model are compared from the perspective of daily average error. All the
data in 36 stations are used. The prediction results are measured by the four
evaluation criteria respectively. The results are shown in Fig. 5, which indicate
that the prediction error of the IPA-KNN model is smaller than that of the
improved KNN model under the four evaluation criteria.

Comparison of Error Values Under Different Traffic Flow Levels.
According to the provisions in Table 2, the traffic flow of each station will be
divided into five groups according to 0, 500, 1000, 1500, 2000 (unit: veh/h/ln).
The prediction results are shown in Fig. 6. It is obvious that the prediction error
of the proposed model is always lower than that of the improved KNN model.
Among the groups with low traffic flow, the advantages of the proposed model
are particularly prominent.

Comparison of Error Values Under Different Different Hours Per Day.
Considering the practical application of traffic flow, it is also very important to
predict traffic flow in different time periods. Therefore, the comparisons of the
prediction results of IPA-KNN and improved KNN models grouped by hour
are conducted. MAPE and the new error measurement are used to measure
the accuracy of prediction. Results are shown in Fig. 7, which also show the
effectiveness of IPA-KNN.
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(a) The MAE under 5 traffic flow levels (b) The MAPE under 5 traffic flow levels

(c) The RMSE under 5 traffic flow levels (d) The new error measurement under 5
traffic flow levels

Fig. 6. The comparison between the IPA-KNN and the improved KNN model under
different traffic flow levels

(a) The MAPE in different hours per day (b) The MAPE in different hours per day

(c) The MAPE in different hours per day (d) The new error measurement in different
hours per day

Fig. 7. The comparisons between the IPA-KNN and the improved KNN in different
hours per day



476 X. Zhao et al.

4 Summary and Conclusions

A short-term traffic flow prediction model based on the IPA-KNN is proposed in
this paper. Compared with the improved KNN method, a new distance measure
is adopted considering the similarity of fluctuation trend between sequences. By
using the intelligent parameter adjustment method, the nearest neighbors num-
ber k and the predicted sequence length n are adjusted automatically. Finally,
a new error measurement method is designed to compare the prediction results
of the IPA- KNN and the improved KNN model. The results of the data exper-
iments show that the accuracy of the IPA- KNN is more than 95%, compared
with the improved KNN algorithm, the error is reduced by more than 4%, which
shows the feasibility of the method for the short-term traffic flow prediction.
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Abstract. Autonomous agents (robots) are no longer a subject of sci-
ence fiction novels. Self-driving cars, for example, may be on our roads
within a few years. These machines will necessarily interact with the
humans and in these interactions must take into account moral outcome
of their actions. Yet we are nowhere near designing a machine capable
of autonomous moral reasoning. In some sense, this is understandable as
commonsense reasoning turns out to be very hard to formalize.

In this paper, we identify several features of commonsense reasoning
that are specific to the domain of morality. We show that its peculiarities,
such as, moral conflicts or priorities among norms, give rise to serious
challenges for any logical formalism representing moral reasoning. We
then present a variation of default logic adapted from [5] and show how
it addresses the problems we identified.

Keywords: Moral agents · Artificial life

1 Introduction

When we evaluate software tools and systems with respect to fairness, account-
ability, and transparency, we engage in their moral evaluation. We assume, at
least for now, that such an evaluation is performed by a human, that is, the
system itself is not capable of moral reasoning. However, with the rapid progress
in the design and development of autonomous agents this assumption may no
longer be true. Not only do we need to evaluate software systems from a moral
perspective, these very systems will very soon need to perform moral reasoning
themselves. One can imagine a self-driving car facing an inevitable collision in
which either a pedestrian or an occupant of the car will be killed. Assume fur-
thermore that the only thing the driving agent can do is to maneuver so that only
one of them dies. This is a moral decision and it has to be made instantaneously
by the agent itself.

The urgency of the design of moral agents has not been lost on AI community.
In 2017 at PRIMA a full day was devoted just to the topic: “Can we, and
should we, build ethically-aware agents?” As should be clear from the previous
paragraph, we believe that this is no longer a question of whether but how. We
need a formal mechanism that will allow an autonomous agent perform moral
c© Springer Nature Switzerland AG 2020
L. Rutkowski et al. (Eds.): ICAISC 2020, LNAI 12416, pp. 481–491, 2020.
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reasoning and reach the same (or at least very similar) decisions that a human
being would reach in the same circumstances.

There are generally two approaches to design such a mechanism: bottom-up
or top-down [12]. In the bottom-up approach, we try to mimic child development:
human beings do not enter the world as competent moral agents yet learn enough
of that competency within a few years. There have been several projects to
simulate artificial life or emergence of social values and one would hope that
similar approach would work in developing/simulating morality. There are many
unresolved issues with this approach, however. First, psychologists disagree how
much influence nature vs. nurture play in developing a theory of morality in
children. Second, they disagree what the guiding principle in this development
is: reason or empathy. Third, children are subjected to reward and punishment
(approval-disapproval) from the society when learning moral behavior; it is not
clear what would correspond to those in a machine. In the top-down approach,
ethical principles and rules are explicitly stated and an agent simply follows
them via an algorithm. Although this approach has its own problems – which
we discuss in Sect. 2 – we believe it is more likely to succeed than the bottom-up
approach.

The paper is organized as follows. In Sect. 2, we point out several technical
challenges in designing and implementing a formalism for moral reasoning in an
autonomous agent. In Sect. 3, we present a variation of default logic extended
to moral reasoning, which addresses most of the problems we identified. This
formalism has been adapted from [5] where it was developed as a solution to
practical problem of justifying one‘s actions, that is, providing reasons for these
actions. We conclude with a discussion in Sect. 4 where we point out that default
logic still falls short of adequately representing human reasoning as it fails to
capture the holistic and open-ended character of such reasoning. We need an
empirical study of an actual implementation of a moral agent to determine how
serious this issue is. We leave it, however, as an open question in this paper.

2 Challenges

2.1 Choice of Ethics

The first decision a designer of an artificial moral agent faces is the choice of an
appropriate theory of normative ethics. Such a theory provides foundations for
moral reasoning of the agent. There have been numerous proposals for ethical
theories in the history of moral philosophy but the majority of them fall into
one of just three categories: consequentialism, deontological ethics, and virtue
ethics. Consequentialism emphasizes the consequences of moral actions; deon-
tology emphasizes duties or rules, and virtue ethics virtue or moral character of
an agent. The vocabularies used in each of these theories are different too. The
language of consequentialism talks of “benefits”, “outcomes”, “pleasures” and
“pains” and they refer to the result of a moral act. The terms from the second
set serve in the prescriptive function of a moral code. This function consists
in providing answers to questions like: What am I (morally) required to do?
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Answers to such questions usually have the grammatical form of an imperative
and are called ‘prescriptions’, ‘moral norms’, ‘rules’, ‘precepts’, or ‘commands’.
They are expressed by means of such terms as ‘right’, ‘obligation’, ‘duty’, etc.
The third class contains terms used for a moral evaluation of an action (or an
actor). Terms used for evaluations include ‘good’, ‘bad’, ‘blameworthy’, ‘praise-
worthy’, ‘virtuous’, etc. Consider how an obligation to keep promises is justified
within each of these ethics. A consequentialist might say that keeping promises
increases trust in society, which benefits everyone. A deontologist would point
out to a duty – stemming from some higher-level rule (e.g. “Do unto others as
you would be done by”) or perhaps from some religious authority – that we as
humans are obliged to observe. A virtue ethicist will emphasize the good char-
acter of a person and say that keeping promises is something that a virtuous
person would do.

The three theories tend to agree – in most cases – when evaluating moral
decisions as right or wrong; after all, they have to agree with our moral intuitions
to be acceptable. Still, we should assert again that a designer of an autonomous
moral agent faces a critical decision in choosing the theory. The transparency
requirement stipulates that we explain why an agent chose a particular course
of moral action. So even though all three theories might tell the agent to do the
same thing, the reasons for doing so would be radically different. Whether or
not these explanations are acceptable by the humans interacting with the agent
may thus very well depend on the choice of a theory.

All three theories have been formalized using appropriate logics thus allow-
ing moral reasoning for each ethics (most recently in [2–4]). Pros and cons for
each of these three theories have been debated in philosophy for ages. Needless
to say, we are not going to engage in this discussion here. In fact, to keep the
focus in the paper, we are going to discuss only the deontic ethics as the one,
which is the most appropriate for implementation for a moral agent. We have two
brief arguments against the competing theories. First, virtue ethics seems out of
place in a realm of non-humans: how can one talk about a “good character” or
“virtue” of a robot? These terms seem to be strictly reserved for humans; we do
not even ascribe them to animals (other than in metaphors). Second, although
consequentialism seems the easiest to formalize, computing and ranking utilities
or benefits of all possible actions seems hopeless (in fact, incommensurability of
the outcomes of actions was one of the main arguments against consequentialism).
Thus, in the rest of the paper we discuss the possible implementation of the deon-
tologic ethics only. Still, our choice is somewhat arbitrary so the first challenge is:
what ethical theory should an autonomous agent use?

2.2 Deontic Logic and Moral Dilemmas

Historically, the most popular way of formalizing deontological ethics has been
via deontic logic. The formalism introduces two operators O and P , which rep-
resent obligation and permission respectively. Thus, a statement O(A) means
that it is obligatory that A (or it ought to be the case that A). One can also talk
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about conditional obligations: O(A/B) means that under the circumstances B,
it ought to be the case that A.

Although deontic logic has been widely used to formalize moral reasoning,
it has a surprising weakness: it rules out the possibility of moral dilemmas.
Yet it seems that we often face such dilemmas in our life. Sartre [9] tells of a
student whose brother had been killed in the German offensive of 1940. The
student wanted to avenge his brother and to fight forces that he regarded as
evil. However, the student‘s mother was living with him, and he was her one
consolation in life. The student believed that he had conflicting obligations. Yet
when we formalize these obligations in deontic logic as O(A) and O(¬A), we
derive - by standard semantics of that very logic - a statement O(A∧¬A) which
is unsatisfiable.

There is still disagreement among moral philosophers whether moral dilem-
mas might arise. Some of them would claim (we discuss this position in the next
section) that what we see as conflicting obligations can always be prioritized;
after all, we always manage to choose one over another. Still, it seems an awk-
ward decision to build a philosophical position on moral dilemmas into the logic
itself.

Thus, the second challenge is: if we believe that moral dilemmas are real and
unavoidable, we need a formalism that represents them (deontic logic cannot).

2.3 Priorities Among Obligations

One can take a strong philosophical position and deny the validity (or at least
likelihood) of moral dilemmas. Consider two such norms: “Keep promises” and
“Save human lives” and imagine you are walking to teach a class and you see
a drowning child in a nearby river. On one hand, you made a promise to your
students and university administration that you will teach the class, on the other
hand you should try saving the child. You cannot do both. Nevertheless, one can
argue that this example does not really represent a moral conflict. Indeed, most
likely everyone would agree that saving a child trumps keeping a promise (of any
kind). Thus, we can introduce preference order between prima facie oughts and
mark it as A ≤ B with the meaning that B is more important than A. Does the
preference order have a property of strong connectivity, that is, either X ≤ Y or
X ≥ Y for any arbitrary obligations X and Y ? This strong connectivity would
allow a convenient resolution of any moral conflict. Unfortunately, there is no
agreement among moral philosophers whether all obligations are comparable.
Some philosophers claim that any moral conflict can be resolved while others
think that moral dilemmas are real and unavoidable. Most of us faced moral
choices where it was not clear at all which obligation was stronger so our ordinary
intuitions tell as that at least some obligations are incomparable.

However, even if we believe that all obligations are comparable, we can still
face a moral conflict of two obligations that cannot be satisfied at the same time.
Think of a single norm that is a source of two obligations. In the example of the
self-driving car, there is one such norm, “Save human life” that is a source of two
distinct obligations “Save person X” and “Save person Y”. How do we handle
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this problem for an autonomous agent? The agent can either make no choice
between the two obligations (do nothing) or choose randomly between them
(toss a coin). Neither of these options seems satisfactory. The first option may
simply be not available to an agent. In our example the self-driving car has to
choose who dies - it does not have an option of not deciding. On the other hand,
if the agent chooses randomly, its moral reasoning is, legally speaking, deplorable
and unacceptable. We do not leave moral decisions to chance. It seems then, that
we must rank all obligations in a strict order so that an agent always has a clear
choice of action.

An interesting aspect of our moral life is that we are able to offer reasons
why we give preference to one obligation over another. And often, due to these
higher-level reasons, we reverse previously held preferences. For most of us, the
obligation “You shall not kill” is likely to have the highest priority among all
moral obligations. However, even that one – again, for most of us – loses its
status at the time of war or in self-defense. So perhaps, we should allow the
strict preference among obligations to be dynamic as well, that is, allow some
flexibility with respect to the context in which an agent operates.

Thus, the third challenge is: how do we (or can we) arrange all obligations
an agent may encounter in a strict preference order that can be dynamically
adjusted in different contexts?

2.4 Moral Reasoning Is Defeasible

One of the most interesting features of moral reasoning is its defeasible character.
Consider again the example when I walk through campus to teach a class. I have
not reached the river yet and the only obligation I am under now is to keep the
promise to start my lecture on time. When I reach the river, I notice that a
child is drowning. I redo the moral reasoning, reach a new conclusion that my
obligation is to save the child and withdraw the conclusion about the obligation
to keep the promise to teach the class. In other words, adding a new premise to
my reasoning (a proof) made me abandon the previous conclusion. We use this
type of reasoning almost every day; we may hold a certain moral opinion about
some event only to change it in light of new facts.

There is yet another way our reasoning can be defeasible. The general rule
describing the obligation to save human lives clearly has some exception (this is
precisely why this is a general rule and not a hard obligation). When I walk by
a drowning child and I see the police already at the scene I am no longer obliged
to assist. I should also not save the child when I will put my own life in danger
or when I cannot physically get to the river due to a physical barrier, etc. Every
moral norm has exceptions. We are obliged to follow a norm unless and until we
learn that an exception to the norm applies.

This is rather unusual for logic. The consequence relation of a classical logic
is monotonic: if a formula p is a consequence of a set of formulas S, then p is
also a consequence of S ∪ {r}, for an arbitrary formula r. In other words, the
set of conclusions we can draw from the premises grows monotonically with an
addition of new formulas to the premises. In particular, a proof of a formula
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cannot be invalidated by adding a new formula to the derivation. But this is not
the case in common sense reasoning, in particular, moral reasoning. This type
of reasoning cannot be captured by classical or even modal logic, which is often
taken as a foundation of deontic logic. We need a different type of logic where
monotonicity no longer holds.

Of course, we can avoid this challenge when the world of the autonomous
agent is completely static, that is, no updates take place in the database describ-
ing the world around the agent. Clearly, this is not a realistic assumption for
most applications.

Thus, the fourth challenge is: how do we formalize defeasibility of moral
reasoning?

2.5 Ought Implies Can

One cannot expect anyone to do something impossible. Kant formulated this
principle in the context of ethics as: “The action to which the “ought” applies
must indeed be possible under natural conditions”. In other words, if I am obliged
to save a drowning child, I must be able to do so in a particular situation. It
is surprisingly difficult, however, to specify what conditions have to be satisfied
to make me able to save the child. For example, I cannot be handicapped, I
have to have access to the river, I have to be able to swim well, the river should
be slow moving rather than a torrent, etc. It is pretty much impossible to tell
when this list is complete. Indeed, this problem has been identified many years
ago in the context of planning in AI as the qualification problem [6]: to plan an
action we need to know what initial conditions have to be satisfied for this action
to succeed. The famous example in that context was the problem of necessary
conditions to start a car: the battery is charged, there is gas in the tank, the
exhaust pipe is not blocked, nobody has stolen the engine at night, etc. Ordinary
logic could not solve that problem for actions in general and it is unlikely that
it could do so for moral actions in particular.

Thus, the fifth challenge is: what practical conditions have to be satisfied to
say that an agent is under a moral obligation to perform a certain action?

3 Default Logic to the Rescue

3.1 Default Logic

Default logic was originally proposed in [7] to solve planning problems in classic
AI. The idea behind default logic was to account for some aspects of our com-
monsense reasoning. We tend to learn about the relationships in the world by
making sweeping generalizations, such as all swans are white or all birds fly. And
then, when we see a black swan or learn about ostriches, we retract or qualify
our previous claims. In this sense, common sense reasoning is non-monotonic:
a conclusion set need not grow monotonically with the premise set. If we could
formalize this type of common sense reasoning, then we might be able to account
for intricacies of moral reasoning.



Some Technical Challenges in Designing an Artificial Moral Agent 487

In addition to standard rules of inference, default logic adds default rules,
which represent defeasible generalizations. A default rule has the form α → β,
where α is a premise and β is the conclusion. The meaning of the rule is: if α
has been already established, one can add β to the set of conclusions assuming
that this set is consistent with β. A default theory is a pair Δ = <W,D>, in
which W is a set of ordinary formulas and D is a set of default rules. Consider
again the generalization “all birds fly”. This can be represented as a default
rule, such that σ = B(x) → F (x) with the meaning if x is a bird, then x flies
unless we have information to the contrary. Thus, if all we know about Tweety
that it is a bird, we conclude that Tweety flies. Once we learn, however, that
Tweety is an ostrich (hence does not fly, formally, ¬F (Tweety)), we cannot draw
a conclusion that Tweety flies, as it is inconsistent with what we already know.
Within AI, default rules were designed to address the qualification problem, the
problem of formulating useful rules for commonsense reasoning amidst a sea of
qualifications and exceptional circumstances. Going back to the example from
Sect. 2.5, we want to be able to say that turning the key starts the car without
having to specify all the exceptions to the rule. If any of these exceptions do
occur, they will simply block the application of the default (just like Tweety’s
being an ostrich blocks the rule that it flies).

To accommodate new rules of inference, the standard concept of logical con-
sequence has to be modified.

Definition 1. The conclusion set Γ associated with a default theory Δ =
<W,D> is called an extension and is defined as a fixed point:

Γ =
∑∞

n=1 Γi

where:

Γ0 = W
Γi = Th(Γi) ∪ {B|A → B ∈ D,A ∈ Th(Γi),¬B /∈ Γ}

and Th(i) is a set of standard logical consequences of i.

The idea behind this definition is that we first conjecture a candidate exten-
sion for a theory, Γ , and then using this candidate define a sequence of approx-
imations to some conclusion set. If this approximating sequence has Γ as its
limit, Γ is indeed an extension of the default theory.

A default theory can have multiple sets of conclusions, that is, extensions. A
famous example [8] of this case is called the Nixon Diamond: Nixon is a repub-
lican but he is also a Quaker. Republicans tend not to be pacifists and Quakers
tend to be pacifists. As a default theory, these facts can be stated as: W1 =
{Q(Nixon), R(Nixon)} and D3 = {σ1 : Q(x) → P (x), σ2 : R(x) → ¬P (x)}.
This theory has two extensions, one with P (Nixon) and one with ¬P (Nixon).
Both conclusions are equally valid, yet they cannot be both entertained at the
same time. This seems like a natural description of commonsense reasoning which
cannot be captured in classical logic.
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This formalism can be enriched by adding priorities between defaults. If we
believe that being a republican is an extremely strong indication of being non-
pacifist (at least much stronger than being a Quaker is an indication of being
a pacifist), then we can state that σ1 < σ2 with the meaning that if these two
default rules apply at the same time, only the second will fire. Our extension
will contain only the fact that Nixon is not a pacifist.

3.2 Obligations in Default Logic

How exactly do we represent formally obligations in default logic? Let O(A)
be an obligation “You should do A”.1 This can be represented as a default
rule σ : T → A (T stands for tautology which means that the obligation is
unconditional).

Definition 2. Let Δ = <W,D> be a default theory and the default, σ : T →
A ∈ D represents an obligation. Then O(A) follows from Δ just in case A ∈ Γ ,
for some extension Γ of this theory.

Default logic can represent conflicts between obligations in a straightforward
way. Consider again the example of encountering a drowning child on the way to a
lecture. We can represent two relevant obligations as default rules σlife = O(L)
and σpromise = O(P ) with the meaning respectively “you should save human
lives” and “you should keep promises”. We are assuming here, of course, that
these two obligations are logically incompatible in this particular context, which
can be expressed as O(P ) ⇒ O(¬L) and O(L) ⇒ O(¬P ).2 If we do not prioritize
between these two default rules our theory will have two incompatible extensions
(just like in the Nixon example), one telling us to save the child, O(L), the
other one telling us to walk to the lecture, O(P ). On the other hand, if we
prioritize between these two default rules by saying that saving human lives is
more important than keeping promises, that is, σpromise < σlife, then we will
only have one extension containing the statement that you should save the child.

We assumed so far that the priority relations among default rules representing
obligations are fixed in advance. As discussed in Sect. 2.3, however, we would like
to have some flexibility in setting these priorities, that is, to be able to adjust the
order depending on a context. Default logic offers a straightforward mechanism
to do just that. Instead of stating σ1 < σ2 as a matter of fact, we can add
it as a default rule to the set of other defaults. Formally, we would express it
as T → σ1 < σ2 with the meaning “Obligation σ2 has a higher priority than
obligation σ1 unless we have the information to the contrary” .

Default logic allows us to represent defeasibility of moral reasoning in two
different ways. First, an obligation may be blocked by exceptions. I am under an
obligation to save a drowning child unless I know that an exception to that rule
applies, for example, the police are already at the scene. The concept of default
extension from Definition 1 (“the rule applies unless I have information to the
1 We rely on [5] for ideas and formalism of this section.
2 We use ‘⇒’ for standard logical implication.
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contrary”) conveys exactly that intuition. The second type of defeasibility arises
through a dynamic change of applicable obligations (default rules). Consider
again the scenario described in Sect. 2.4. Initially, σpromise is the only default
rule that applies (we have not yet seen the drowning child) and we keep walking
to the lecture. Then, when our database of facts gets updated and σlife, which
has a higher priority than σpromise applies as well, we retract the obligation that
we should walk to the lecture from and introduce instead the obligation of saving
the child.

To summarize, under the interpretation of obligations in default logic, we
can account for:

1. Moral conflicts (challenge 2): incompatible obligations lead to multiple incom-
patible extensions.

2. Priorities among obligations (challenge 3): they are represented as priorities
among default rules.

3. Defeasibility of moral reasoning (challenge 4): exceptions will prevent a
default rule from firing a default rule with a higher priority will invalidate
(make it inapplicable) another default rule with a lower priority.

4. Qualification problem (challenge 5): default logic was originally introduced
to handle this problem (we assume an action is doable unless we have infor-
mation to the contrary).

4 Discussion and Open Issues

Default logic is not a perfect solution to codifying commonsense reasoning. It
solves many problems that classical logic could not, yet it leads to some coun-
terintuitive results in other cases. Consider the following example that illus-
trates the famous multiple extension problem. Tom is a spy. As a human being,
he ought to tell the truth. However, he is also a spy and spies routinely lie
(or at least are not expected or required to tell the truth). Common sense would
tell us that Tom is not required to tell the truth. The fact that he is a spy is
more relevant to what we expect him to do than the fact that he is human.
According to default logic, however, both extensions (one with Tom required
to tell the truth and the one without this obligation) are equally valid. What
was considered an advantage in the case of Nixon Diamond (both extensions
seemed reasonable) is clearly a flaw here. Default logic in the form described
above does not distinguish between extensions unless we put priorities between
defaults. Thus, consider prioritizing between these two defaults by making lying
more important to spies than telling the truth to humans. But is it always more
important? Should Tom lie to his physician about his health or to his wife about
picking up their son from school? Clearly, priorities between defaults/obligations
do not hold universally but depend on context. We need to be able to tell when
Tom’s being a spy – hence his non-obligation to tell the truth - is relevant for
each context. But the concepts of context or relevance cannot be codified in logic
and implemented in a software system.
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Let us take stock. We proposed default logic as a way of implementing moral
reasoning. This formalism accounts for a number of features typical of moral
reasoning that other types of logic, such as deontic logic, cannot handle. Yet
we also discovered that the conclusions reached via default logic are sometimes
counterintuitive and only an appeal to a context or relevance can provide an
intuitive and correct result. So how do we, the humans, discover the relevant
context? Most of it we probably learn from experience, some of it may be innate.
The crucial question for AI is how this knowledge is stored and processed. In
great majority of our actions, we do not consciously think through our plans.
In fact, the relevant knowledge rises to the surface only when we make mistakes
and need to reconsider our course of action or plan an entirely novel action. But
even in these cases, introspection is not of much use. We do not ponder upon
facts one by one; we are somehow capable to pay attention only to the relevant
ones. Also, our information processing is so fast that it cannot involve drawing
thousands of interim conclusions. We operate on a portion of our knowledge at
any moment and that portion cannot be chosen by exhaustive consideration.
A great discovery of AI is the observation that a robot (a computer) is the
fabled tabula rasa [1]. For it to operate in a real world, it must have all the
information explicitly specified and then organized in such a way that only the
relevant portion of it is used when it is time to act. So far, we have no idea how
to do that. The problem, in a nutshell, is this: “How is it possible for holistic,
open-ended, context-sensitive relevance to be captured by a set of propositional,
language like representation of the sort used in classical AI?” [10].

What then are the chances of building a moral machine? We believe that
the conclusions should not be all negative. AI faces the problem of the holistic
and open-ended reasoning only for the holistic and open-ended environment.
However, when it restricts its attention to microworlds, that is, well defined and
fully described cuts or aspects of the world it works very well. In fact, recent
successes in areas such as face or voice recognition systems are already a source
of much anxiety because they work so well. Our conjecture then is this: if we
restrict the domain of an autonomous agent to a well-defined environment, it
has a good chance of working correctly in that environment. In particular, if we
specify the relevant knowledge necessary for moral reasoning in that environment
one may expect to circumvent the multiple extensions problem. Nonetheless, only
an empirical evaluation of an actual system implementing default logic can tell
how close we are to building a moral machine.
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Abstract. This paper considers the cutting-edge scientific problem of
controlling unmanned aerial vehicles (UAVs) in unstable conditions
based on intelligent-geometric theory that combines geometric control
methods (methods of optimal control, complex motion control and sta-
bilization, trajectory tracking, differential pursuit-evasion games, etc.)
with intelligent control methods using tools of artificial intelligence (pro-
ductions, semantic networks, fuzzy logic, frame-based behavioral micro-
programs and operations, methods of knowledge acquisition, etc.). Such
integration provides reliable and high-performance control techniques for
operating in uncertain environments under wind disturbances. Hierar-
chical architecture of intelligent-geometric control system is proposed,
designed for joint application of precise geometric and adaptive intelli-
gent control methods as parts of a single robotic system. In accordance
with the proposed architecture, the solution to the problem of controlling
a UAV group taking into account mathematical models of an aircraft and
wind loads was simulated in MATLAB Simulink system.

Keywords: Geometric control · Intelligent control · Unmanned aerial
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1 Introduction

1.1 Motivation

Studies in the field of control and automation of robotic systems, including UAVs,
are conducted in many research centers around the world. Currently there is a
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strong need for the development of theory, algorithms, and programs to solve the
most challenging problem—to provide control autonomy when performing com-
plex missions under imposed restrictions in an unstable environment. Despite
the existence of a considerable number of papers concerning state-of-the-art
approaches to the synthesis of control algorithms, the problem has not yet been
resolved. The complexity of the problem lies in the fundamental impossibility
to obtain accurate enough mathematical models of aerial vehicles as well as
an external dynamic environment, low precision of data coming from sensors
under disturbances. The analysis of the up to date achieved results showed that
proposed methods are scattered and manage to cope with separate tasks.

In this paper, a novel concept of an intelligent-geometric control system is
proposed, designed for joint application of accurate geometric and flexible intel-
ligent control methods complementing each other within a single robotic system.

1.2 Related Works

Main features of an intelligent system are a high degree of autonomy, the ability
to sustainably maintain or achieve necessary system states (goal) under external
factors that perturb these states or prevent their achievement.

One of the promising areas in the field of intelligent robotics and group con-
trol is a fuzzy rule-based knowledge representation paradigm. In papers [1,2]
the authors consider intelligent motion control approach for UAVs based on
fuzzy rules, which can rapidly react to changes in the real dynamic environ-
ment. Despite the advantages of these methods, in order to successfully imple-
ment them onboard, much more attention should be given to accounting for the
real external conditions, in particular, wind loads. There is a strong need for
developing intelligent and adaptive control algorithms for aerial vehicles with
limited computing resources operating in disturbed environment.

The development of a model of knowledge representation and processing in
a general form, irrespective of a specific subject area, is considered to be one of
the major challenges of creating intelligent UAVs able to perform goal-seeking
actions under uncertainty [3]. The need for such a knowledge representation
arises with regard to the complexity in forming a detailed model of an unde-
termined environment. In that respect, vehicles have to adapt to the current
operating conditions, which is impossible to ensure without presenting knowl-
edge in a general form. In other words, it is required to present knowledge model
in a manner that would enable UAV to adapt to the current environmental
conditions through clarifying this model in the process of goal-seeking activity.

Geometric control theory is a cutting-edge field that recently has been
actively developing. A major contribution to the theory was made in papers [4,5].
It solves one of the major problems of control theory - the controllability prob-
lem, which implies finding a control function to drive the state of the system
to a prescribed target state at a finite time. Admissible trajectories and reach-
able sets are closely related to the group of geometric transformations formed
by dynamical systems. In relation to UAV control problems, a geometric control
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approach is applied to optimize trajectory tracking [6], solve stabilization [7],
cooperation [8] and other group control problems.

Reviewing the related works on geometric control architectures shows that
most up-to-date approaches require detailed information about the system
dynamics. Considering that UAV dynamics is nonlinear and complex, the math-
ematical statements of control problems and existing exact and approximate
methods of their solutions are time-consuming. In addition, dynamics uncertain-
ties and external disturbances affect the system, and given the limited computing
resources of small autonomous UAVs, the development of simple in realization,
but effective control algorithms becomes of paramount importance. We expect
that onboard intelligent control algorithms in conjunction with accurate geomet-
ric control methods can provide an acceptable accuracy of solutions to control
problems for vehicles operating in non-deterministic environments.

An essential and actively researched issue is to design an efficient architecture
for intelligent robotic systems. Multilevel architectures, as a rule, inherit the
principles stated in paper [9], which describes functional elements and interaction
protocols for a three-level control system. The SOAR cognitive architecture is
an example of a multilevel approach [10] that has been used to design intelligent
agents with rational behavior operating in a dynamic environment. A modern
approach to designing three-level architecture of an intelligent aircraft control
system, combining various methods and models for solving applied problems, is
considered in [11].

In this paper, as an extension of these studies, a new hierarchical architecture
of an intelligent-geometric control system is proposed designed to operate in
cluttered environments accounting for uncertain external conditions and vehicle’s
limitations.

1.3 Main Contributions

The proposed theory integrates state-of-the-art achievements of geometric con-
trol methods (in terms of controlling and stabilization of complex UAV motions
taking into account its mathematical model and geometric calculations for pre-
dicting and optimizing motion paths) with artificial intelligence methods (in
terms of dynamic planning and controlling in unstable operating conditions). We
believe such integration can significantly contribute to solving complex dynamic
problems, including challenging applied tasks for UAVs, such as dynamic plan-
ning, trajectory optimization, pursuit and tracking dynamic goals in a non-
deterministic perturbed environment.

The scientific novelty of the study is determined by new models and meth-
ods developed in the framework of intelligent-geometric control theory for the
representation and replenishment of knowledge (sets of production rules, frame-
based behavioral microprograms and frame-based operations), motion planning
and controlling. The achievements in the field of geometric control theory are
used to formulate and solve optimization problems and to implement complex
trajectory motion of vehicles.
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We expect that the proposed architecture, novel models, and methods can sig-
nificantly increase the autonomy, reliability, and control efficiency for unmanned
vehicles functioning in uncertain conditions.

2 The Principles of Intelligent-Geometric Control

2.1 The Purpose of Intelligent-Geometric Control

Geometric control theory explores the possibilities of applying differential geo-
metric methods to dynamical systems control. The prerequisites for its study
are linear algebra, vector calculus, differential geometry, and non-linear control
theory. The term“geometric” suggests important system concepts, for example,
controllability, as geometric properties of the state space or its subspaces.

Suppose that M is a smooth manifold, and U an arbitrary subset of Rm. An
optimal control problem in geometric theory, as usual, is formulated as follows [4]:
minimize the cost functional J among all admissible controls u = u(t), t ∈ [0; t1],
for which the corresponding solution qu(t) of Cauchy problem

q̇ = fu(q), q ∈ M, u ∈ U ⊂ Rm,

q(0) = q0, q(t1) = q1,
(1)

satisfies the boundary condition qu(t1) = q1, where

J(u) =
∫ t1

0

ϕ(q(t), u(t))dt → min (2)

A solution u of this problem is called an optimal control, and the correspond-
ing curve qu(t) is an optimal trajectory.

In the present paper, the concept of “geometric control” also has a slightly dif-
ferent meaning. It is associated with solving several trajectory optimization prob-
lems for UAVs (as physical or virtual control objects). One of them deals with
an accurate geometric calculation of heading to meet with the target. Because
the pursued object can arbitrarily change its direction, the problem is solved
by using the parallel approach strategy. A similar problem with imposed time
constraints takes place in a pursuit-evasion game [12].

The problem is even more complicated if one considers external disturbances,
and, in our opinion, it can be solved by integrating geometric and intelligent con-
trol methods. Of significant interest are multi-point path tracking, under distur-
bances and control restrictions, when the task is to optimize time, path length,
and deviation. In such conditions to track “ideal” trajectories obtained by solv-
ing optimization problem, it’s advisable to apply intelligent control methods (in
particular, production rules that imitate the actions of a human operator). Such
a combined principle, covering all hierarchical control levels of an autonomous
UAV, is called in the present paper as “intelligent-geometric control”.

The problem is to develop a unified theory of intelligent-geometric control,
and to create within it:
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– conceptual architecture of an intelligent-geometric control system;
– accurate geometric methods for calculation of heading vectors and points of

convergence;
– adaptation and stabilization methods that provide the required control qual-

ity in a dynamic environment with disturbances;
– knowledge representation and acquisition methods under uncertainty;
– control methods aimed at solving practical problems of situational modeling

and trajectory planning for UAVs.

2.2 Hierarchical System to Control a Dynamic Object

The principle of hierarchy assumes the presence of three levels of abstraction to
solve various-scale control problems (see Fig. 1).

Fig. 1. Block diagram of an intelligent-geometric control system

Strategic level solves the issues of choosing global goals (goal-setting), control
modes, and distribution of tasks and roles. Tactical level solves the tasks given
by strategic level to an individual UAV, in particular, tracking a given trajectory
under wind disturbances, static and dynamic motion planning under uncertainty,
and pursuing a target. At this level, specific control signals are generated, which
are transmitted to the executive level for processing by a control object.
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The integrated database contains necessary facts, current model parameters,
and variable values. The knowledge base stores production rules (that define the
conditions under which the particular controls are generated in compliance with
the current goal), frame-based behavioral microprograms, frame-based opera-
tions, semantic networks. Knowledge acquisition is carried out by a special intel-
ligent technology in the process of UAVs functioning.

The low-level control unit changes the settings to transit the dynamic system
into a new state. System’s response time (transients) limits the time to measure
and analyze current state parameters and timely update of the database. It is
assumed that the intelligent control loop operates in integration with the geomet-
ric control loop. Geometric control methods are aimed at accurate calculation of
motion trajectories, while intelligent control methods at planning the behavior
and tracking the trajectories to cope with conditions of uncertainty and signifi-
cant external disturbances.

To improve dynamic properties and stabilize the motion of the controlled
object (UAV), we introduce a special module for adaptive tuning of PID con-
troller coefficients. The combined control approach is implemented in the frame-
work of a single hierarchical control system.

2.3 Strategic Control Level

At a strategic level, we propose a new knowledge representation model, which
allows specifying knowledge presented in a general way for adaptation to envi-
ronmental conditions. We propose a model for the representation and processing
of procedural knowledge of an intelligent UAV in the form of typical frame-
based behavioral microprograms (FMPs), which could overcome disadvantages of
some well-known logic models [13]. The developed procedural knowledge model
is based on the logic of conditional predicates [3].

In general, the area of allowable values of variable yi(Xi) ∈ Y, Y = {yi(Xi)},
i = 1,m is determined by a set of features Xi that defines valid constants (specific
objects and events). If we describe each object or event O = {oj(Xj)}, j =
1,m1 by its features Xj then substitution of objects or events oj(Xj) ∈ O for
variables yi(Xi) ∈ Y is valid if and only if the condition “Xi ⊂ Xj” is met. In
conditionally dependent predicates logic, an arbitrary multiple variable formula
M [y1(X1), . . . yk(Xk), . . . yn(Xn)] is true if and only if all constants ak(Xak

)
substituted for variables yk(Xk) ∈ M meet the conditions “(Xk ⊂ Xak

)”.
Thus, an intelligent solver in the current environment is able to verify an

arbitrary statement. Let us form a standard FMP Q∗ “Perform an operation bj

on a given object yi(Xi)”. We extend this procedure with:

– environmental conditions that must be met to successfully perform operations
included in FMP;

– references for the transition to typical elements of procedural knowledge, that
contain operations allowing to achieve necessary conditions;

– formalized description of the result obtained after completing corresponding
operations.
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Frame-based microprogram has the following structure: “Identifier” “Proce-
dures” “Exit”. The identifier allows one to select appropriate FMP by the struc-
ture of binary relations between UAVs and environmental objects. Such struc-
ture can change while performing operations included in a microprogram. FMP
procedures contain conditions that must be fulfilled to successfully perform oper-
ations included in those procedures. The output of an FMP is given in the form
of a semantic network labeled with connection values between environmental
objects and UAVs that are obtained when operations included in its procedures
are processed. The structure of FMP Q∗ can be represented in the form of a
logic scheme as follows:

P ∗
1

1

↑ b1(yi(Xi))
2

↓ P ∗
2

3

↑
4

↓ b2(yi(Xi))
5

↑
1

↓ Q∗
1

2

↑
3

↓ Q∗
2

4

↑
5

↓→ objective is achieved, (3)

where Q∗ is the microprogram identifier;
P ∗
1 is the operator that checks the condition “if there are any obstacles pre-

venting UAV from getting close to object yi(Xi)”;
b1(Xi) is the operator “get close to object yi(Xi)”;
P ∗
2 is the operator that checks the condition “if object yi(Xi) is located within

visibility zone”;
b2(Xi) is the operator “perform operation b2 on object yi(Xi)”;
Q∗

1 is the microprogram “plan and track trajectories to approach the object
yi(Xi) in the presence of obstacles”;

Q∗
2 is the microprogram “ensure fulfillment of condition P ∗

2 ”.
Labeled arrows indicate the direction of the transition between operators

when the conditions P ∗
i given before initial operator are not met.

The automatic planning of advisable behavior in an uncertain environment
comes down to:

1. Replacement of subject variables with real objects. Such variables are treated
as slots functions in conditionally dependent predicates forming the structure
of FMP-body. This model allows the vehicle to concretize general purpose
knowledge for planning advisable activities in current operating conditions.

2. Planning advisable activity through verification of corresponding conditions
that determine whether operations included in FMP-structure can be effi-
ciently performed. As a result, a chain of operations is formed allowing the
vehicle to achieve its objective under specific operating conditions.

Thus, to provide an intelligent UAV with the necessary functional scope,
the knowledge model can be given in the form of a set of FMPs. Such a model
allows a vehicle to significantly reduce the search space of fairly complex tasks
by selecting effective operations at each step of behavioral planning.
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2.4 Tactical Control Level

At a tactical level, to track a given trajectory (or target), we propose geometric
methods to forecast and calculate the points of convergence between UAV and
pursued object (in particular, with a reference target), as well as production
rules that allow UAV to form behavior strategies under uncertainties. One of
the effective methods of intelligent-geometric theory to solve trajectory tracking
problem is associated with introducing of a so-called “pseudo-target” or a set of
dynamic pseudo-targets that imitate a “reference” trajectory motion and solving
the optimization problem of pursuing these targets.

Let the state Qpi
(t) of each UAV pi ∈ P = {p1, . . . , pn} at time instant t is

described by the following variables: coordinates (xi(t), yi(t), zi(t)), speed vi(t)
and orientation angles of pitch θi(t), and yaw ψi(t). Suppose that an ideal trajec-
tory of each pi is given by the motion of a “pseudo” target ci ∈ {c1, . . . , cn} and
is represented by a sequence of reference points (xij , yij , zij), i = 1, n, j = 1,m.
Pseudo-targets ci simulates ideal motions along the given paths by passing from
one reference point to the neighbor one. Each UAV pursues its target guided
by the selected strategy and the ability to control the velocity and direction.
As a result of wind perturbations, aerial vehicles could deviate, even apprecia-
bly, from the required routes. The desired time of passing through the reference
points tij , i = 1, n, j = 1,m and that of traveling the whole path Ti are known.
We assume for the simplicity that each UAV have two speed modes v

(1)
pi > vci

and v
(2)
pi = vci . The angles of pitch θi and yaw ψi are established within the per-

missible limits [θmin, θmax] and [ψmin, ψmax], respectively. Suppose that Pi(t),
and Ci(t) are the coordinates of UAV pi and pseudo-target ci and d(Pi(t), Ci(t))
is the distance between them at the instant t. We consider a geometric model
of a vehicle as a sphere of radius R (with some safety margin). Safety distance
between two vehicles is determined by the value d(Pi(t), Pj(t)) ≥ 2R.

The problem consists in synthesizing the control Upi
(t) = (vi(t), θi(t), ψi(t))

for each UAV pi on the time interval [0, Ti] under control constraints, such that

n∑
i=1

(
∫ Ti

t=0

d(Pi(t), Ci(t))dt) → min, (4)

where ∀i, j, i 	= j, d(Pi(t), Pj(t)) ≥ 2R.
An approach to solving the problem is based on applying geometric methods

(analysis of the location of scene participants; analysis and forecasting of their
movements, determination of the point of convergence) in combination with
intelligent control methods (strategies imitating behavior of the pilot realized by
sets of rules) taking into account imposed control restrictions and disturbances.

The problem of forecasting the point of pursuer and target convergence can
be solved geometrically by constructing spheres of Apollonius [14]. In the case
when the target changes its direction, we use “parallel approach” [12] strategy
based on replanning pursuer’s heading by calculating new orientation angles.
The proposed method of calculating the point of convergence and the “paral-
lel approach” strategy can be applied to solve the problem of dynamic target
tracking in a perturbed environment for a group of UAVs.
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Algorithm 1. Pseudo-code of the strategy for pursuing a pseudo-target
Require: Variable parameters—Qi,t (UAVs states, formed by pi,t =

(xi,t, yi,t, zi,t) (location), vi,t (speed), θi,t, ψi,t (pitch and yaw angles)),

vwi = (vw
(x)
i , vw

(y)
i , vw

(z)
i ) (wind vector), strategy approach (true corre-

sponds to approach strategy, false - to tracking strategy), di (distance between
UAV pi and its pseudo-traget), di,j (distance between UAVs pi and pj); constants
— n (number of UAVs), angle constraintsi = (θimin , θimax , ψimin , ψimax) (per-
missible range of pitch and yaw angles), v′

i, v
′′
i (speed modes), Qci,t (pseudo-target

states, formed by ci,t = (xci,t, yci,t, zci,t) (location), vci,t (speed), θci,t, ψci,t (pitch
and yaw angles)), T (mission time), Δt (duration of one clock period (step)); ε
(the minimum distance at which the task of approaching the pseudo-target is
accomplished), R (safety margin).

Ensure: Ui = (vi , θi , ψi ) that minimize di in a time period [0, T ] under given con-
strains.

1: Initialize current UAVs states:
2: for each i = 1 to n (all vehicles pi in a group) do
3: xi,0 = xci,0; yi,0 = yci,0; zi,0 = zci,0;
4: vi,0 = vci,0, θi,0 = θci,0, ψi,0 = ψci,0;
5: end for
6: for simulation time t = 0 to T do
7: for iteration loop i = 1 to n do
8: for iteration loop j = 1 to n do
9: di,j = get distance(pi,t , pj,t );

10: end for
11: end for
12: for each i = 1 to n (all vehicles pi in a group) do
13: preprocessing of the data required for further calculations:
14: vwi = generate wind load(Qi,t );

15: (θ
(1)
i , ψ

(1)
i ) = approach angles(di, Qi,t , Qci,t );

16: (θ
(2)
i , ψ

(2)
i ) = tracking angles(di, Qi,t , Qci,t );

17: transition of the system into a new state, which is triggered by a control
impulse with the step Δt:

18: xi,t+1 = xi,t + vi,t cos(θi,t) cos(ψi,t) + vw
(x)
i ;

19: yi,t+1 = yi,t + vi,t cos(θi,t) sin(ψi,t) + vw
(y)
i ;

20: zi,t+1 = zi,t + vi,t sin(θi,t) + vw
(z)
i ;

21: selecting allowable controls in accordance with the current task:
22: if (∃j, dij < 2R or di > ε) then
23: strategy approach = true;
24: end if
25: if (∀j, dij ≥ 2R & di ≤ ε) then
26: strategy approach = false;
27: end if
28: if (strategy approach = true) then

29: vi,t+1 = v′
i, θi,t+1 = θ

(1)
i , ψi,t+1 = ψ

(1)
i ;

30: else
31: vi,t+1 = v′′

i , θi,t+1 = θ
(2)
i , ψi,t+1 = ψ

(2)
i ;

32: end if
33: end for
34: end for
35: return Ui = (vi , θi , ψi );
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A simplified pseudo-code (Algorithm 1) is given below for solving the prob-
lem (4) based on a set of production rules (expert knowledge) that determine
pursuers’ strategy [15]. Here, generate wind load is the function that generates
wind loads depending on a UAV location, approach angles calculates angles of
approach (θ(1)i , ψ

(1)
i ) to the pseudo-target by using approximate point of con-

vergence, tracking angles calculates angles (θ(2)i , ψ
(2)
i ) to track ideal trajectory

taking into account wind loads. This algorithm forms the basis of the UAV con-
trol system and is experimentally tested in the MATLAB Simulink system.

2.5 Simulation Scheme and Experiments

The general simulation scheme implemented in MATLAB Simulink system for
controlling motion of each UAV in the group that takes into account wind loads
and the mathematical model of UAV dynamics is shown in Fig. 2 [14].

Fig. 2. Simulation scheme for controlling the motion of a UAV.

Block“Attitude hold” as an input receives orientation angles to be held under
perturbations. The block outputs current θi(t) and ψi(t) UAV angles.

Block “UAV coordinates calculation”. In this model, the position of each
UAV at time instant t depends on its coordinates at the previous time instant
t − 1 and the following parameters: UAV given velocity, angles θi(t), ψi(t),
wind velocity vwi(t). This block outputs current velocity vi(t) and coordinates
(xi(t), yi(t), zi(t)) of the UAV.
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Block “Wind load” simulates longitudinal and normal wind loads.
Block “Pseudo TARGET variables” outputs current (xci(t), yci(t), zci(t))

coordinates, angles θci(t), ψci(t), and velocity vci(t) of the pseudo-target ci.
Block “Calculations” outputs approach angles θ

(1)
i (t), ψ

(1)
i (t) and tracking

angles θ
(2)
i (t), ψ

(2)
i (t).

Block “UAV control” synthesizes particular controls according to the current
state of the system.

Block “UAVs state variables” allows one to predict collisions in a group of
UAVs and to avoid them by applying special rules.

We use MATLAB Simulink to simulate mission execution for a UAV
group operating in a perturbed environment. The model of UAV motion is
defined by the transfer functions that describe a double-circuit control system
with an autopilot [15]. The longitudinal and normal wind actions are mod-
eled by the correlation functions: Rt(τ) = σ2

t exp−|V |τ/L, Rn(τ) = σ2
n(1 −

0.5|V |τ/L) exp−|V |τ/L, where |V | is the mean airspeed; σt is the rms value of the
longitudinal wind component; σn is the rms value of the normal wind component;
τ is the period of generation of wind gusts; L is the turbulence scale.

We solve the trajectory tracking problem for a group of UAVs (Fig. 3a) using
the above mentioned models. At first the obtained ideal trajectories (grey color)
are assigned to vehicles and next we simulate flight trajectories (red color) under
disturbances. We also carry out experimental studies of the pursuit-runaway
problem. Trajectories of motion of the target (red curve) and the pursuers (grey
curves) are presented in Fig. 3b. Start points are marked with circles. The figure
shows that the scene participants take logical steps imitating actions of the pilots.

(a) Trajectory tracking problem (b) Pursuit-evasion problem

Fig. 3. Simulation of mission execution.
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The figures demonstrate the effect of wind loads on motion trajectories. As
one can see, control rules enable UAV to respond promptly to changes in the
environment and successfully cope with the tasks.

3 Conclusion

This paper describes methods and models of intelligent-geometric control theory
applied to autonomous UAVs operating in a disturbed environment. We propose
a hierarchical architecture of intelligent-geometric control system combining the
methods of geometric and intelligent control theories as parts of a single robotic
system. At a strategic level, we propose original approaches and tools for orga-
nizing advisable behavior of a UAV group and a new knowledge representation
model, adaptable to current operating conditions. At a tactical level, to track a
given trajectory (or target), we propose geometric methods to forecast and cal-
culate the points of convergence between UAV and pursued object (in particular,
with a pseudo-target), as well as production rules that allow UAV to form behav-
ior strategies under uncertainties. The conducted experimental studies confirm
the feasibility and prospects of the developed theory.
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Abstract. Despite the recent successful application of Artificial Intel-
ligence (AI) to games, the performance of cooperative agents in imper-
fect information games is still far from surpassing humans. Cooperat-
ing with teammates whose play-styles are not previously known poses
additional challenges to current state-of-the-art algorithms. In the Swiss
card game Jass, coordination within the two opposing teams is crucial
for winning. Since verbal communication is forbidden, the only way to
transmit information within the team is through a player’s play-style.
This makes the game a particularly suitable candidate subject to con-
tinue the research on AI in cooperation games with hidden information.
In this work, we analyse the effectiveness and shortcomings of several
state-of-the-art algorithms (Monte Carlo Tree Search (MCTS) variants
and Deep Neural Networks (DNNs)) at playing the Jass game. Our key
contributions are two-fold. First, we provide a performance overview for
state-of-the-art algorithms, thus, setting a strong foundation for further
research on the subject. Second, we implement and open-source (https://
gitlab.enterpriselab.ch/jass/info) a platform where different agents (both
humans and AI) can play Jass in an automated fashion, effectively reduc-
ing the overhead for other researchers who want to perform further exper-
iments.

Keywords: Jass · Schieber · Card game · Artificial Intelligence (AI) ·
Machine Learning (ML) · Monte Carlo Tree Search (MCTS) ·
Information set · Determinization · Convolutional Neural Network
(CNN) · Deep Neural Network (DNN) · Rule-based

J. Niklaus and T. Koller—Equal contribution.

c© Springer Nature Switzerland AG 2020
L. Rutkowski et al. (Eds.): ICAISC 2020, LNAI 12416, pp. 505–517, 2020.
https://doi.org/10.1007/978-3-030-61534-5_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61534-5_45&domain=pdf
http://orcid.org/0000-0002-2779-1653
http://orcid.org/0000-0001-7738-133X
http://orcid.org/0000-0003-3506-8024
http://orcid.org/0000-0003-2309-5359
https://gitlab.enterpriselab.ch/jass/info
https://gitlab.enterpriselab.ch/jass/info
https://doi.org/10.1007/978-3-030-61534-5_45


506 J. Niklaus et al.

1 Introduction

In recent years, numerous breakthroughs have taken place in the field of research
for AI in games. In particular, in the perfect information games division, where
all players are familiar with the entire game state at all times, computers prevail
over skilled human players on various occasions, such as Chess [4], the Atari
games [6] or Go [9].

When it comes to imperfect information games, where players do not know
some of the facts, such as in card games, there is a thin line separating AI
from people who still have the upper hand over state-of-the-art bots. Hidden
information is also present in many real-world scenarios, such as business, nego-
tiations, physics, surgery, and others. Many of these situations can be formalized
as games that, in turn, can be solved using the methods developed in the card
games testbed.

Recent work has shown that the distance between humans and AI is becoming
smaller in constrained situations. This is particularly evident when considering
developments on Texas hold’em no-limit poker [2] and the StarCraft II computer
game1. The multiplayer computer game Dota 2 includes hidden information and
team play. Although OpenAI Five won against world champions in a 5 vs. 5
game, collaboration remains as an open research area in AI2.

To instill AI systems with collaboration, card games may be a very suitable
testbed since they a) include hidden information, b) frequently have a collabo-
rative aspect, and c) are computationally easy to simulate because they have a
finite set of actions.

Motivation

Jass is a trick-taking card game featuring hidden information. In the 4-player
Schieber variant, good coordination within the team is crucial for achieving
victories in top tournaments.

DeepMind introduced the Hanabi Challenge, opening a new frontier in AI
research using the fully cooperative card game Hanabi [1]. In Hanabi, the players
need to lay down cards in order having only the knowledge of the other players’
cards. Therefore, the players need to work together to be able to win the game.
Jass combines both a cooperative and a competitive aspect as it includes two
competing teams of two cooperating players.

Since Schieber has approximately 1.16e28 states after the cards have been
dealt (see Sect. 2.2) and additionally it is not known in what state the player is
because of the hidden cards, the game is computationally complex.

Jass is a very popular Swiss card game and is closely associated with Swiss
culture. It is also similar to other games like the American Spades, the British
Bridge, and the German Skat. Thus research in Jass is valuable for many other
domains.
1 https://deepmind.com/blog/article/alphastar-mastering-real-time-strategy-game-

starcraft-ii.
2 https://openai.com/blog/how-to-train-your-openai-five.

https://deepmind.com/blog/article/alphastar-mastering-real-time-strategy-game-starcraft-ii
https://deepmind.com/blog/article/alphastar-mastering-real-time-strategy-game-starcraft-ii
https://openai.com/blog/how-to-train-your-openai-five
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In contrast to Bridge, Skat, or Hearts, in Schieber, it is always allowed to
play trump, even when the player can still follow suit, increasing the branching
factor. Additionally, in Schieber there are 3 players with hidden cards and not
only 2 (no dummy player). Finally, not only the number of tricks taken matter,
but the points of the cards taken in the trick count for the final score (e.g.
the Ace is worth 11 and the 7 is worth 0 points). These properties make the
card play phase of Schieber harder than the one of Bridge. This also makes the
implementation of a Rule-Based (RB) solver on open cards challenging.

Contributions

1. We perform an analysis of the most promising state-of-the-art methods for
AI in card games (Determinized MCTS (DMCTS), Information Set MCTS
(ISMCTS), DNN and RB).

2. We lay the groundwork for further research on AI in Jass.
3. We release public open-source software infrastructure (see Sect. 5.2) and an

API, so anyone can quickly connect their bots and test them both against
other bots as well as against human via a GUI.

2 The Jass Game

Jass is a traditional Swiss card game that is trick-taking and often played at
social events. It involves hidden information, both a cooperative (cooperation
within the team) and a non-cooperative aspect (two opposing teams), is sequen-
tial, finite, and constant-sum (since in each game there are always 157 points).

2.1 The Schieber Variant

The Schieber variant, our testbed, is one of the most widely played variants of
Jass in Switzerland. It is played with two opposing teams of two players each.
Each round consists of a trump selection phase and a consecutive card play phase.
Since choosing a trump is a significant advantage, tournaments are played by a
fixed number of rounds (divisible by 4) so that each player can choose trump
an equal number of times. Trump selection implies that the selecting player can
determine one of the four suits as trump or alternatively no trump with the card
precedence top down or bottom up respectively. The player can also decide to
pass the decision on to his teammate. This is called “schieben” and gave the
name to the game. The Swiss Intercantonal Lottery provides a guide for general
Jass rules3 and for the variant Schieber specifically4.

3 https://swisslos.ch/en/jass/informations/jass-rules/principles-of-jass.html.
4 https://swisslos.ch/en/jass/informations/jass-rules/schieber-jass.html.

https://swisslos.ch/en/jass/informations/jass-rules/principles-of-jass.html
https://swisslos.ch/en/jass/informations/jass-rules/schieber-jass.html
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Terminology. 4 played cards are called a trick, 9 tricks are a round (all 36 cards
played) and a game lasts for 1000 points, or in tournaments for a number of
rounds. When a player passes in trump selection, the partner can nominate the
trump.

2.2 Complexity

In Schieber, the number of possible paths through the game tree is 36! = 3.72e41
since there are 36 cards in the game because every card is only played once, and
the order matters.

At the beginning of the game the cards are being dealt randomly to the
players. There are

(
36
9

)(
27
9

)(
18
9

)(
9
9

)
= 2.15e19 possibilities to distribute the 36

cards to 4 stacks. After the cards have been dealt, each player knows their
cards, so the possible distributions of the other cards are 2.28e11.

To estimate the number of possibilities that a round can be played, we gath-
ered empirical evidence from 1.8 million played rounds to determine the number
of valid plays permitted by the rules for each of the 36 cards played. We found
5.1e16 possible playouts, so the number of states that an algorithm has to deal
with after receiving the cards is in the order of 5.1e16 · 2.28e11 = 1.16e28.

3 Related Work

In this section, we provide a short overview of the research done in AI develop-
ment for card games with hidden information and cooperative elements.

[8] applied Upper Confidence Bound for Trees (UCT) to Doppelkopf reach-
ing par-human (on par with average humans) performance. We compare the
performance of UCT with a DNN implementation at the example of the sim-
ilar trick-taking card game Jass. Applying DMCTS to the multiplayer games
Spades and Hearts, [10] reported similar performance to the state-of-the-art at
that time in Spades and slightly better performance in Hearts. He noted that
random rollouts outperformed RB rollouts. Similarly, we investigate the effec-
tiveness of random rollouts in comparison to RB rollouts and also the output of
the value function of a DNN trained on data obtained from human games. [12]
applied DMCTS and ISMCTS to Dou Di Zhu reaching comparable performance.
In this work, we compare different DMCTS configurations with different ISM-
CTS configurations and additionally with DNNs and RB baseline algorithms.
Using ISMCTS, [11] presented a high-human (on par with the best humans) AI
for the Italian card game Scopone consistently beating strong RB players.

[7] provided an overview of current state-of-the-art methods and discussed
them from a theoretical point of view. In our work, we implement the most
prominent methods (DMCTS, ISMCTS, DNN, and RB) and show their different
strengths and shortcomings in a new setting.

Super-human performance has not yet been achieved in the current state-of-
the-art in AI for card games with hidden information and cooperative aspects.
In none of these games, a complete analysis of the relevant methods has been
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carried out. To the best of our knowledge, there has not yet been presented any
general AI capable of achieving high performance in more than two of these
games.

4 Methods

4.1 Monte Carlo Tree Search

In their literature review, [7] found MCTS variants to be the most promising
methods for trick-taking card games like Jass. MCTS is a successful algorithm
for perfect information games [3]. It incrementally builds a search tree for the
next few actions and estimates the value of a new node by simulating the game
to the end using a rollout policy. Over time, the value of a node becomes the
average of all the simulations that passed through it. The decision which part of
the tree to extend uses a tree policy that balances exploration and exploitation,
guided by the exploration hyper parameter c.

[3] provide a detailed MCTS family overview. MCTS cannot directly be
applied to imperfect information games. DMCTS (Sect. 4.2) and ISMCTS
(Sect. 4.3) are two major extensions addressing this problem.

4.2 Determinized Monte Carlo Tree Search

A common approach for imperfect information games is to assign values to the
unobservable variables and then apply perfect information search methods. For
MCTS this sampling is called determinization, leading to DMCTS. By sampling
and searching multiple states, a more accurate evaluation can be performed. For
each sampling, MCTS is performed using a number of iterations. DMCTS shows
the most promising results for imperfect information trick-taking card games
according to the literature [7].

4.3 Information Set Monte Carlo Tree Search

Another possibility to adapt MCTS to imperfect information games is ISMCTS
[5]. In ISMCTS only a single tree is used for all determinizations and each node
in the tree represents an information set. The information set captures all states
of the games that are indistinguishable for the current player based on his knowl-
edge of the game. This results in a tree where the children are determined not
by a single determinization, but by all possible determinizations encountered so
far.

To incorporate ISMCTS in the MCTS algorithms, first a determinization is
calculated like in DMCTS. Then in the selection phase of MCTS, only children
valid with the current determinization are considered.

An advantage of ISMCTS is that only a single tree is used so that in later
determinization, we expect parts of the tree to be reused, whereas DMCTS starts
with a new tree each time. On the other hand, the branching factor of the tree
in ISMCTS gets much larger, making it harder to obtain a deeper search tree.
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4.4 Deep Neural Network

In contrast to search based methods, Supervised Learning (SL) methods use
data from played games to directly learn the best actions or to determine the
expected result from an action. For SL we use a DNN, explained in more detail
in Sect. 6.2.

5 General Setup

5.1 Data Sets

Data for training and evaluation was taken from Swisslos’ online platform, where
users can play the game both registered and anonymously. The data has been
collected over a period of 6 months, starting in October 2017 and consists of
about 1.8M played rounds. It is split into training, validation, and test sets with
a ratio of 0.6:0.2:0.2 by random selection. Since plays from the same round are
correlated, we further split the files into records for single card plays and shuffle
them randomly. From this data set, we filtered out plays by all players that
performed less than average, i.e., did not get an average score of 78.5 points.
The resulting data set contains about 14M card plays in the training set and
about 4.8M card plays in the test and validation sets.

5.2 Technical Infrastructure

We publish repositories for a Jass server (deployment5 and sources6) that can
run games and tournaments and display the results, as well as a Python devel-
opment kit to implement algorithms. Any bot implementing a REST API7 can
be connected to the Jass server. We also provide a GUI8 allowing humans to
play on the Jass server9.

5.3 Tournament Setup

Friendly Jass matches are played until an agreed number of points is reached.
Tournaments, however, are usually played for a number of rounds, and the num-
ber of points over all rounds are accumulated.

In many card games like Jass, Bridge and Skat, cards are dealt at random in
the beginning, and it is much easier to get more points with a good hand than
with a bad one. This randomness makes it hard to compare the absolute strength
of players. We address this issue in our experiments by dealing the cards dealt
to the North/South pair in the first game to the East/West pair in the second

5 https://jass-server.abiz.ch.
6 https://gitlab.enterpriselab.ch/jass/info.
7 https://github.com/JoelNiklaus/JassTheRipper/blob/master/JassInterface.pdf.
8 https://github.com/JoelNiklaus/jass-server.
9 https://jassteppich.abiz.ch.

https://jass-server.abiz.ch
https://gitlab.enterpriselab.ch/jass/info
https://github.com/JoelNiklaus/JassTheRipper/blob/master/JassInterface.pdf
https://github.com/JoelNiklaus/jass-server
https://jassteppich.abiz.ch


Challenging Human Supremacy 511

round, which we call a double round. We compare the performance of two bots
against each other by playing 10 times 100 rounds (= 50 double rounds) and
report the mean and the Standard Deviation (STD) of the accumulated score
over the 100 rounds. The p-value has been calculated with an unpaired t-test.

6 Implementation

6.1 Monte Carlo Tree Search

We implemented both a time-based and an iteration-based version of DMCTS.
Unless specified otherwise we used random simulators for the rollouts. We call
non-random rollouts heavy rollouts (e.g. RB or DNN).

The Time-based DMCTS (T-DMCTS) uses a time budget as a termination
criterion for the search, so it can easily be compared to other bots with the same
resources. Its implementation is publicly available on Github10. It uses a ranked
RB trump selection passing if no trump surpasses a given threshold.

The Iteration-based DMCTS (I-DMCTS) uses a configurable number of
determinizations and MCTS iterations, independent of the time budget, to
enable testing of different configurations. Results for different numbers of deter-
minizations and iterations are given in Sect. 8.1. Our ISMCTS implements Single
Observer ISMCTS (SO-ISMCTS) using the same framework as the I-DMCTS.

6.2 Deep Neural Network

Card Play Network. We trained a DNN to perform 3 different tasks using SL.
We a) predict the action a, i.e. the card played by a player as a policy function
p(a|so), b) the value function v(so) and c) the card distribution probability
pcard(player = i|c) that the card c was in the hand of player i at the beginning
of the game. so describes the current state of the game observable by the player.

A single single Convolutional Neural Network (CNN) was used with 3 dif-
ferent heads and loss functions. The input to the DNN is a 4 × 9 matrix of 43
channels containing all the information available to the player. This consists of
the cards that have been played so far and in which trick and by which player,
the cards in the hand of the current player and the valid cards to play, as well
as who declared trump, how many cards have been played so far and how many
points has each team achieved.

Training was done for 200 epochs using an Adam optimizer achieving an
accuracy of 0.78 for the policy, 0.77 for the card distribution and Mean Squared
Error (MSE) of 0.016 for the value function.

We use the card-distribution prediction in variants of the search algorithms
as Probability DMCTS (P-DMCTS) and Probability ISMCTS (P-ISMCTS) to
draw cards according to the predicted distribution during determinization (see
Sect. 8.3). The value function is used as a card play algorithm by evaluating all
valid cards and selecting the one with the highest value.
10 https://github.com/JoelNiklaus/JassTheRipper.

https://github.com/JoelNiklaus/JassTheRipper
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Trump Selection Network. Trump selection was trained by a different DNN that
uses only the cards in the hand of a player as input, as well if the player is the first
or second player of the team to be asked to declare trump. The network consists
of two fully connected layers with 592 channels followed by a fully connected layer
with 7 channels. The accuracy of the network reached 0.82 on the validation set.

7 Value Estimation Comparison

In this section we compare different methods to estimate the value of a current
game state. We assume that estimating the value better leads to a better overall
card play performance.

Setup. After DMCTS samples a determinization, the algorithm is in a perfect
information game situation, so all the cards are known. To evaluate algorithms
in this setting, we omit the sampling and give them the perfect information of
the card distribution. The experiment is performed on the validation set.

The DNN Max Policy is used to compute a heavy rollout, resulting in a score
of the game at the end of the round. The DNN Value gets the value directly by
taking the output of the value head. We also list Flat Monte Carlo (MC) with
different numbers of random simulations. Finally, different numbers of MCTS
iterations with random rollouts are shown.

Results. Figure 1 shows the results of the different investigated methods. While
the improvement from Flat MC with 10 simulations to 25 is evident, the improve-
ment of 25 to 1 K simulations is only marginal. The DNN policy rollout does not
give significantly better results than using Flat MC with 1 K simulations or 100
MCTS iterations. The DNN value function seems to be comparable to 5K MCTS
iterations in the first 8 cards. Later in the round, its performance drops in com-
parison. The accuracy of the MCTS based value estimation improves continually
with the number of iterations.

Analysis. Flat MC does not seem to scale as well in accuracy as MCTS. Over-
all, already 100 MCTS iterations outperform both Flat MC with 1 K random
simulations and the DNN Max Policy rollout. The DNN Value function is com-
parably strong in the beginning of the round but then drops in relative accuracy.
The difference between the investigated methods is particularly evident in the
first few tricks (0 to 24 cards played). Our analyses show that this phase is also
the most crucial time in a round. The further the round progresses, the eas-
ier it becomes to play optimally and thus the difference between different bots
becomes smaller.

8 Experiments Between Bots

In Sect. 8.1 we describe experiments with DMCTS hyper parameters. Since Jass
consists of two distinct phases (trump selection and card play) we can also
separately evaluate our bots in these two phases, explained in detail in Sect. 8.2
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Fig. 1. We calculated the MSE between the estimated value from the algorithm and
the actual outcome at the end of the round. Since the validation set contains 4.8M card
plays in total it contains 133K card plays per game stage (number of cards played) on
average. Each data point therefore represents the mean of the MSEs of these 133K
card plays.

and 8.3 respectively. In all of these experiments between bots we used double
rounds (as described in Sect. 5.3) to reduce randomness. Note that already a
small difference in points between two teams can lead to a victory in a Jass
game.

8.1 Hyper Parameters for DMCTS

We conducted several experiments to find the best hyper parameters for
DMCTS. Given a specified number of iterations to be performed, or a specific
time constraint, we investigate if it is better to have a larger number of deter-
minizations, thus exploring many different card configurations, or if it is better
to devote more resources to the MCTS giving a more accurate result for the
cards.

Determinizations and Iterations. Figure 2 shows an overview of the performance
of DMCTS with different allocations of a fixed budget against DNN Max Pol-
icy. The budget is 800K iterations (e.g., 20K determinizations with 40 iterations
each, or 500 determinizations with 1600 iterations each). We find that an increase
in the number of determinizations is beneficial up to a certain point (p = 0.015
for 1K × 800 and 500 × 1600). However, further increasing the number of deter-
minizations to over 1K shows no improvement.
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Fig. 2. Different configurations of I-DMCTS playing against DNN Max Policy. The
first four results (blue) show different ratios between the number of determinizations d
and MCTS iterations i (d× i), while the last 4 results (red) show different exploration
parameters c each executed with d = 1000 and i = 1000. (Color figure online)

Scalability. In Sect. 7 we saw that a bigger number of MCTS iterations can
increase the accuracy of estimating the value at the end of the game. In this
paragraph we present an experiment that checks if more iterations and more
determinizations really are beneficial to the overall card play strength (measured
in percentage of total points).

Table 1 shows different combinations of iterations and determinizations of
DMCTS against DNN which allows us to interpret the scalability properties of
DMCTS. With 25 determinizations there is a strong improvement from 25 to 100
iterations (p < 0.01). However, our data does not clearly support an improvement
from 100 to 10 K iterations (p = 0.29). Yet, for 100 determinizations, there
is an increase from 100 to 10 K iterations (p = 0.023). Increasing both the
determinizations and the iterations clearly has a positive effect on the overall
card play strength (p < 0.0001 for 25 × 25 to 1K × 1K). When the number of
determinizations or iterations are high though (1K × 1K to 10K × 1K and to 1K
× 10K), our data does not support clear claims. It would be very interesting to
see how the card play strength changes from 1Kx1K to 10K × 10K and further
to 1M × 1M. However, running experiments in these dimensions are very costly
(10K × 10K would take 600h (25 days) on a 8 core machine running 16 threads).

8.2 Trump Selection Phase

Setup. To evaluate the trump selection methods, we let four different trump
selection methods play against each other while using the same deterministic
card play algorithm DNN. The four trump selection methods we tested were
the following: First, the Random chooses the trump completely randomly. The
Simple RB method tries to estimate the number of certain tricks that can be
won. The Ranked RB implements a ranking algorithm and is used in T-DMCTS.
The MCTS method considers the trump selection as just another move in the
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Table 1. Percentage of total points of I-DMCTS playing against DNN with different
number of determinizations and iterations and exploration constant 1.5.

Iterations Determinizations

25 100 1K 10K

25 48.07 ± 0.85 48.76 ± 1.58 49.45 ± 1.00 50.02 ± 1.34

100 49.53 ± 1.10 49.92 ± 0.66 49.89 ± 1.21 49.55 ± 0.97

1K 50.11 ± 1.27 50.30 ± 0.93 50.65 ± 0.66 50.75 ± 1.34

10K 49.98 ± 0.71 50.79 ± 0.89 50.38 ± 1.02 Very costly

tree to be searched. Finally, the DNN performs trump selection as described in
Sect. 6.2.

Results. The results are shown in the Table 2 for playing 100 rounds 10 times as
described in Sect. 5.3. DNN achieves the best results, while the more elaborate
RB algorithm based on the ranking is only slightly worse (p = 0.063 for DNN
and Ranked RB).

Analysis. Trump selection is important, since even a simple algorithm is much
better than random selection, so a good bot must combine good trump selection
and card play. MCTS based trump selection method and rarely passes, which
may be a reason for it to perform worse than the DNN method (p = 0.012).

We analyzed the choices of the MCTS based trump selection method and
noticed that it rarely passes. This may be a reason for it to perform worse than
the DNN method (p = 0.012).

Table 2. Percentage of total points of different trump selection algorithms playing
against DNN trump selection.

Bot Result (%)

Random 34.19± 2.02

Simple rule-based 47.69± 0.82

Ranked rule-based 49.26± 1.11

MCTS 48.23± 1.98

8.3 Card Play Phase

Setup. To evaluate the different card play algorithms, we let them play against
each other with the settings described in Sect. 5.3. The DMCTS and ISMCTS
are the bots as described in Sect. 4. The RB bot11 is a baseline bot and builds on
11 https://github.com/Murthy10/pyschieber/tree/master/pyschieber/player/

challenge player.

https://github.com/Murthy10/pyschieber/tree/master/pyschieber/player/challenge_player
https://github.com/Murthy10/pyschieber/tree/master/pyschieber/player/challenge_player
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the Jass Challenge environment released by the Software Engineering company
Zühlke12. It won the Zühlke Jass Challenge Competition in 2017. The T-DMCTS
RB rollouts uses RB rollouts instead of random rollouts. The random bot selects
a random card while using DNN for trump selection, the Max Value bot evaluates
the value network for each valid card out of 1000 card distributions and plays
the card with the highest value. The P-DMCTS and P-ISMCTS bots use the
probability distributions of the cards from the DNN and draw cards according
to this distribution instead of random cards. The cheating MCTS has access to
the hidden information (the cards of the other players) and is added as an upper
bound.

Results. Table 3 displays the results of the different bots against both the DNN
and the T-DMCTS method. The bots are configured with their best settings;
comparisons between different settings have been explored in Sect. 8.1.

Analysis. As expected, knowledge of the unknown cards is precious, which can
be seen in the big jump in strength by the cheating MCTS player. However,
surprisingly, having access to the probability distributions of the cards does not
improve the card play strength compared to just sampling random cards (p =
0.046 for P-DMCTS and I-DMCTS and p = 0.17 for P-ISMCTS and ISMCTS).
Rather, the variance increases, suggesting that there are both occasions where
the DNN guessed the distribution of the cards correctly and others where it did
not.

Table 3. Percentage of total points of different bots against T-DMCTS and DNN Max
Policy respectively. The dash represents an incompatibility in the testing infrastructure.

Bot Against T-DMCTS Against DNN

Random 34.06 ± 1.05 33.77 ± 0.92

RB 41.45 ± 1.15 –

DNN Max Value (1000) – 40.50 ± 1.00

DNN Max Policy 49.84 ± 0.76 50.07 ± 0.68

ISMCTS 48.46 ± 2.09 45.33 ± 0.80

P-ISMCTS – 44.62 ± 1.37

T-DMCTS RB Rollouts 49.18 ± 0.93 –

I-DMCTS 50.19 ± 1.67 50.65 ± 0.95

P-DMCTS – 49.52 ± 1.36

Cheating MCTS 59.00 ± 0.64 59.70 ± 1.05

12 https://github.com/webplatformz/challenge.

https://github.com/webplatformz/challenge
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9 Conclusion and Outlook

We provide a comparison of the most widely used methods in trick-taking card
games at the example of the Schieber variant of the Swiss card game Jass. In
the trump selection phase, empirical evaluation suggests that the DNN slightly
outperforms the ranked RB method. In the card play phase, we found that the
similarly strong DMCTS and DNN outperform the random baseline, a robust RB
bot and also ISMCTS. Future work could take the challenging task of recruiting
strong human teams for a detailed evaluation of the bots against humans.
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8. Hölldobler, S., Krötzsch, M., Peñaloza, R., Rudolph, S. (eds.): KI 2015. LNCS
(LNAI), vol. 9324. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
24489-1

9. Silver, D., et al.: Mastering the game of Go with deep neural networks and tree
search. Nature 529(7587), 484–489 (2016). https://doi.org/10.1038/nature16961

10. Sturtevant, N.R.: An analysis of UCT in multi-player games. In: van den Herik,
H.J., Xu, X., Ma, Z., Winands, M.H.M. (eds.) CG 2008. LNCS, vol. 5131, pp.
37–49. Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-540-87608-3 4

11. Watanabe, M.N., Lanzi, P.L.: Traditional wisdom and monte carlo tree search
face-to-face in the card game scopone. IEEE Trans. Games 10, 317–332 (2018)

12. Whitehouse, D., Powley, E.J., Cowling, P.I.: Determinization and information set
Monte Carlo tree search for the card game Dou Di Zhu. In: 2011 IEEE Conference
on Computational Intelligence and Games (CIG 2011), pp. 87–94. IEEE (2011).
https://doi.org/10.1109/CIG.2011.6031993

https://doi.org/10.1126/science.aay2400
https://doi.org/10.1109/TCIAIG.2012.2186810
https://doi.org/10.1109/TCIAIG.2012.2186810
https://doi.org/10.1016/S0004-3702(01)00129-1
https://doi.org/10.1109/TCIAIG.2012.2200894
https://doi.org/10.1109/TCIAIG.2012.2200894
https://doi.org/10.1109/SDS.2019.00-12
https://doi.org/10.1007/978-3-319-24489-1
https://doi.org/10.1007/978-3-319-24489-1
https://doi.org/10.1038/nature16961
https://doi.org/10.1007/978-3-540-87608-3_4
https://doi.org/10.1109/CIG.2011.6031993


How Motivated Are You? A Mental Network
Model for Dynamic Goal Driven Emotion

Regulation

Nimat Ullah(B) and Jan Treur

Social AI Group, Vrije Universiteit Amsterdam, Amsterdam, The Netherlands
nimatullah09@gmail.com, j.treur@vu.nl

Abstract. Emotions drive our lives in one direction or another. It not only defines
our psychological health but also shades light on one’s goals in the external world.
This paper introduces a mental network model to demonstrate how motivation
states go together with emotion goals and goals in external world. The network
model also deals with the variation in choice of strategies for regulating emotions
to achieve the emotion goals. Moreover, it elaborates one example where anger,
being a negative emotion, proves to be the right emotion goal to achieve goals
in the external world. Simulation results are reported for the example scenario
whereby the priority of emotion goals vary with the dynamic context.

Keywords: Emotion regulation · Emotion goals · Distraction · Rumination ·
Motivation · Anger · Adaptivity

1 Introduction

Emotions are considered as an adaptive response which helps in coping with the threats
in the environment and demands of the situation (Frijda 1988; Izard 2009). Its regulation
takes place by a causal path through motivation (Tamir et al. 2019) which means that a
person must first get enough motivation to regulate his emotions. Moreover, activation
of pre-hedonic goals are also considered to be as effective in downregulating negative
emotions as could be the means for pursuing those emotions (Tamir et al. 2019). Acti-
vation of emotion goals automatically triggers the strategies and means that one already
has at his/her disposal for changing one’s emotions (Fishbach and Ferguson 2007). Emo-
tion goals are considered as a “causal factor in emotion regulation” (Tamir 2016; Tamir
and Millgram 2017). Goals and means are essential for each other to be pursued and
emotion regulation strategies can independently affect emotion regulation in different
ways. It’s context that defines the efficacy of specific emotions i.e. each of the pleasant
or unpleasant emotions can be beneficial in specific context (Izard 1990; Keltner and
Gross 1999). This also means that a person can be motivated to increase his unpleasant
emotions for achieving some goals such as anger in case of confrontational tasks (Tamir
et al. 2008; Tiedens 2001). Moreover, the implications of anger are also dependent upon
the context in which it’s felt (Bonanno 2001).
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Goals are defined as the end results that people want to achieve from self-regulation
(Gollwitzer and Moskowitz 1996; Thrash and Elliot 2001) and emotion goals are, there-
fore, defined as the emotion states that people aim at achievingwhile undergoing emotion
regulation (Mauss and Tamir 2014; Tamir 2016). While undergoing emotion regulation,
people aim at increasing or decreasing their emotions and for that they need to select
some emotion regulation strategies (Gross 2015) as a mean to change their emotional
experiences (Gross 1998).

A huge body of literature can be found about goals, emotions, motives and emotion
regulation and their interactions. Thus, an important question is how these are related
to each other and how they work together in different contexts. To investigate this com-
putationally in a detailed manner, a dynamic modeling approach is required, where the
dynamic (and cyclic) interaction between different mental states can be addressed in
order for the person to dynamically adapt to the dynamic environment. The Network-
OrientedModeling approach described in (Treur 2016; Treur 2020) and used here fulfils
this requirement.

This paper proposes a mental network model for goal driven emotion regulation.
This study takes distraction and rumination regulation strategies into account as both
these strategies focus on the same early stage in emotion generation wherein distrac-
tion attenuates while rumination amplifies attention to the emotion inducing a stimulus
(Lewis et al. 2015; Thiruchselvam et al. 2011). In the rest of the paper, Sect. 2 discusses
literature on the question under investigation, Sect. 3 presents the network model and
its mathematical representation. Section 4 gives scenario for the simulation and insight
into the simulation results of the model. Section 5 concludes the paper.

2 Background

The occurrence of impairments in emotion regulation strategies in depression has long
been an established fact (Joormann and Siemer 2014) and is attributed to dysfunc-
tional strategies. However, recently it has been found that such impairments can also
be attributed to dysfunctional emotion goals (Millgram et al. 2015). Therefore, (Tamir
et al. 2019) suggest that intervention in emotion regulation should somehow focus on
activation of adaptive emotion goals so that it may activate the adaptive means by emo-
tion regulation strategies to achieve those goals (Millgram et al. 2019). Preferences for
emotions depends on the goals that are intended to be achieved (Tamir et al. 2007; Tamir
2005). There can be situations where people are motivated to just increase unpleas-
ant emotions rather than decreasing pleasant emotions (Wood et al. 2003) or maintain
unpleasant emotions (Heimpel et al. 2002). These findings suggest that individuals can
also be motivated for experiencing bad or unpleasant emotions if it helps in achieving
some goals. Two types of goals play a role here, one refers to emotion goals and the
other refers to more general goals (e.g., task-related) that are intended to be achieved,
where emotion goals can be supportive for that.

According to (Tamir 2016), emotion regulation serves a specificmotive and its nature
and consequences are solely dependent on the motives that the emotion regulation is
intended to serve. The first motive in emotion regulation should either direct or take a
person away from specific goals and the second motive may specify the way in which
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emotion goals and their attainment are pursued. To sum it up, it can be said that “the
stronger the motive, the greater the likelihood of pursuing the emotion goal that is
expected to serve it” (Tamir 2016). Contrary to (Carver and Scheier 1998; Locke and
Latham 1990), who are of the view that goals are deliberately activated via conscious
or intentional thoughts, (Bargh et al. 2001; Shah and Kruglanski 2003) suggest that it’s
the perception of stimulus that, if it has some association with the goals, should alone be
able to activate the goals. The perception doesn’t need to be conscious (Greenwald et al.
1996; Greenwald 1992), and even if it’s conscious, the person may not be aware that
the perception has activated an entire array of associated memories and goal constructs
(Ferguson and Bargh 2004).

According to (Suri et al. 2015), like all other behaviors, people can be motivated for
emotion regulation if it has some cost effectiveness. Motives activate behavior that helps
in achieving specific desired goals (Elliot and Niesta 2009), which, in case of emotions,
means that motives influence or help in selection of specific emotion goals (Tamir 2016).
For instance, runners amplify their anger if they feel it helps in running faster (Lane et al.
2011). People increase their anger before a confrontational task to the level that they
feel will help in performing better (Tamir and Ford 2012). Similarly, people prefer to
feel sadder while trying to perform better at analytical tasks (Cohen and Andrade 2004).
Relations between motives, emotion goals and outcomes have been very nicely summed
up in (Tamir 2016):

‘For a motive to give rise to a specific emotion goal, people must associate the
emotion with the desired outcome. People are likely to vary both in the nature and
in the strength of associations they form between specific emotional states and
desirable or undesirable outcomes. The stronger the associations between an emo-
tion and the outcome, the more likely it is that people would pursue that emotion to
satisfy the related motive.’ Similarly, (Lane et al. 2011) elaborate it by an example
as under: ‘two athletes may be equally motivated to win a competition, but the
emotions they pursue to satisfy this motive can differ dramatically depending on
which emotion they expect would promote performance’ (Tamir 2016), p. 215.

Apart from satisfaction of the motives, flexibility in mapping emotion goals also
defines psychological health (Kim et al. 2015). Less flexibility in matching strategies
to goals has been marked as emotional dysfunction (Millgram et al. 2019). Moreover,
“what people want to feel can determine how they regulate emotions” (Millgram et al.
2019). For instance, if a person is motivated to decrease his emotional intensity, he may
go for distraction and for rumination if the person is motivated to increase his emotional
intensity.

As emotion regulation strategies, distraction and rumination are two attention-
deployment strategies having an inverse effect on emotion when compared to each other,
as distraction is considered to decrease emotion (Shafir et al. 2015) by decreasing the
amount of attention directed towards the emotion inducing stimulus (Naragon-Gainey
et al. 2017) while rumination is considered to increase emotions (Nolen-Hoeksema et al.
2008) by increasing attention towards the emotion inducing stimulus (Naragon-Gainey
et al. 2017). Selection of one of these strategies is subjected to whether the person is
motivated to increase or decrease his emotional experience; i.e. people should, more
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likely, turn to distraction when motivated to decrease the intensity of their emotions and
rumination when motivated to increase the intensity of their emotions (Millgram et al.
2019).

3 The Mental Network Model

The proposed computational network model is inspired and based on the vast body
of literature summarized above and developed using the Network-Oriented Modeling
approach described in (Treur 2016; Treur 2020). Here networks of states are used that are
dynamic based on temporal-causal connections between them: the state values change
over time by the causal impact of a number of states on another state over time. It uses
labels for network characteristics Connectivity, Aggregation and Timing as given below:

• Connectivity. Nodes X and Y, interpreted as states, are connected to each other with
connections X → Y defining causal impact; each connection carries a connection
weight ωX ,Y∈ [−1, 1].

• Aggregation. For each state Y, a combination function cY (..) is chosen to define the
aggregated incoming causal impact from various other states

• Timing. Each state Y has a speed factor ηY which shows how fast state Y changes
because of the causal impact exerted on it by the other states

This Network-Oriented Modeling approach has been shown to be quite effective
in modeling highly dynamic and interactive mental and social processes, which often
involve dynamic and cyclic interactions of mental and social states. Also adaptive net-
works of different orders can be modeled; then some of the above labels for network
characteristics become adaptive; see (Treur 2020). The mental network model shown in
Fig. 1 was developed based on the above Network-OrientedModeling approach. Table 1
provides a description of the states of the model. The mental network in Fig. 1 describes
the process of activation as well as regulation of emotions motivated by some kind of
goals. The goals refer to both emotion as well as goals (e.g., task-related) in the real
world. The red connections represent negative connections. In this network model, the
causal pathway from stimulus s leads to the activation of goal state for emotion goals
gsem, goal state for task gst in the real world and themotivation statemsmotv for achieving
the emotion goals. The emotion goal then activates preparation for the suitable emotional
state, i.e., anger psb.ang in case of the example scenario for this model, for achieving the
goals in real world gst . Regulation of this “perceived suitable emotional state” (i.e.,
anger) is further up- or down-regulated using emotion regulation strategies (rumination
csrmnt and distraction csdstr , respectively) in a flexible way. Here the choice of strategies
is dependent on the context. Similarly, the choice to increase or decrease the intensity
of the emotional state (i.e. anger) is also dependent on the context. For instance, in case
of the above mental network model, it’s perceived that if anger is increased the person
will be able to meet a certain deadline in his work. So, the person increases his anger by
using rumination csrmnt .

On the other hand, the same emotional state (i.e., anger) is decreased using distraction
csdstr when interrupted by another external stimulus; for example, a daughter srsds in
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Fig. 1. Computation model for goal driven emotion regulation

case of this model. In the latter case, distraction suits the context as the person wants to
deal with his daughter with love, for which he needs to decrease his anger. In contrast,
in the former case, rumination is more suited to achieve the intended emotional state as
it amplifies attention to the stimulus.

Transformation of the above conceptual representation of a temporal-causal net-
work model into numerical representation takes the steps given below; these steps are
automated by a dedicated software environment described in (Treur 2020), Ch. 9:

1. Every state X, at a given time point t, has a value X(t) between 0 and 1.
2. The causal impact of state X on Y at time point t is computed as impactX,Y (t) =

ωX,YX(t) where ωX,Y represents the weight of the connection X → Y.
3. Impact of multiple incoming causal connections to Y from X1…Xk is aggregated as:

aggimpactY (t) = cY
(
impactX 1,Y (t), . . . , impactXk,Y (t)

)
(1)

= cY
(
ωX 1,Y X1(t), . . . ,ωXk,Y Xk(t)

)
(2)

where cY (…) represents combination function of state Y.
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Table 1. States and their explanation.

Name Description Name Description

ws(s, t) World state for
stimulus s, task t

msmotv Monitoring state for
motivation motv

ss(s, b, b.m, t, de, dl) Sensor state for
stimulus s, body state b,
body state for motivation
b.m, task t, daughter
enters de, daughter leave
dl

es(a, b, b.ang, b.m, t) Execution state for
action a, body state b,
body state for anger
b.ang, body state for
motivation b.m, task t

srs(s, b, b.m, t, ds) Sensory representation
state for the stimulus s,
body state b, motivation
b.m, task t, daughter
status ds

ps (a, b, b.ang, b.m, t) Preparation state for
physical action a, body
state b, body state for
anger b.ang, body state
for motivation b.m, task t

fs (b, b.m) Feeling state for body b,
motivation b.m.

gsem Goal state for emotions
em

cs (dstr, rmnt) Control state for
distraction dstr,
rumination rmnt

gst Goal state for task t

4. Timing of the impact of aggimpactY (t) on Y is determined by speed factor ηY as
below:

Y (t + �t) = Y (t) + ηY
[
aggimpactY (t) − Y (t)

]
�t (3)

or dY (t) /dt = ηY
[
aggimpactY (t) − Y (t)

]
(4)

5. Thus, the difference and differential equations obtained are given as under:

Y (t + �t) = Y (t) + ηY
[
cY

(
ωX1,Y X1(t), . . . ,ωXk,Y Xk(t)

) − Y (t)
]
�t (5)

or dY (t) /dt = ηY
[
cY

(
ωX1,Y X1(t), . . . ,ωXk ,Y Xk(t)

) − Y (t)
]

(6)

4 Settings and Simulation Results for an Example Scenario

Besides giving deeper insight of the network model, this section of the paper makes
this model easily reproducible. Table 2 shows all the connections’ weight values of the
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network model. Table 3 provides the values for combination functions and speed factors
of the various states. Providing these connection values along with the values provided
in Table 3 to the model, will yield the results shown in Figs. 2 and 3.

In Table 3 below, the identity function id(V ) = V, has been used for the states with
only one incoming connection that do not have any value for steepness σ and threshold τ.
The advanced logistic sum combination function Eq. (7) has been used for the states with
more than one incoming connection. World state wss has an initial value 1. Similarly,
srsds has initial value 0.11 for the case of τ = 0.2, and 0.9 as initial value for the case of
τ = 0.8; this is to make the external context factor (daughter) appear or disappear in the
middle of the process.

Table 2. Connection weights for getting the desired results

Connection Weight Connection Weight Connection Weight

ωwss, sss 1 ωpsb, esb 0.8 ωpsb.m, srsb.m 0.4

ωsss, srss 0.5 ωesb, ssb 0.6 ωpsb.m, esb.m 0.8

ωsrss, psa 0.4 ωcsdstr, srss −0.45 ωesb.m, ssb.m 0.8

ωsrss, psb 0.6 ωcsdstr, csrmnt −1 ωmsmotv, psb.m 0.5

ωsrss, msmotv 0.4 ωcsrmnt, srss 0.5 ωgsem, srsb 0.2

ωsrss, gsem 0.2 ωcsrmnt, csdstr −1 ωgsem, psb.ang 0.8

ωsrss, gst 0.6 ωpsb.ang, srsb 0.1 ωwst, sst 0.6

ωpsa, esa 0.4 ωpsb.ang, csdstr 1 ωsst, srst 0.7

ωssb, srsb 0.1 ωpsb.ang, csrmnt 1 ωsrst, gst 0.2

ωsrss, fsb 0.8 ωpsb.ang, esb.ang 0.8 ωgst, pst 0.1

ωfsb, psb 0.2 ωssb.m, srsb.m 0.4 ωpst, est 0.8

ωfsb, msmotv 0.25 ωsrsb.m, fsb.m 0.6 ωest, wst 1

ωfsb, gsem 0.2 ωfsb.m, psb.m 0.2 ωsrsds, csrmnt −1

ωfsb, pst 0.6 ωfsb.m, gsem 0.4 ωsrsds, pst −0.8

ωpsb, srsb 0.2 ωsrsds, srsds 1

The advanced logistic sum combination function is defined by:

alogisticσ,t(V1, . . . ,Vk) =
[(

1 /
(
1 + e−σ(V1+ ...+Vk −τ)

))
− 1/

(
1 + eστ

)] (
1 + e−στ

)

(7)

4.1 Example Scenario Used for Simulation

The following example scenario, based on findings from literature in Psychology, has
been simulated using the proposed model:
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Table 3. Values of steepness, threshold and speed factor of each state

State σ τ η State σ τ η

wss 0 0 0 ssb.m 8 0.5 1

sss 0 0 1 srsb.m 8 0.3 1

srss 8 0.4 0.2 fsb.m 8 0.3 1

psa 0 0 0.5 psb.m 8 0.3 1

esa 0 0 0.5 esb.m 8 0.3 1

ssb 8 0.3 1 msmotv 8 0.3 0.8

srsb 8 0.3 1 gsem 8 0.3 0.8

fsb 8 0.3 1 wst 8 0.3 0.5

psb 8 0.3 1 sst 8 0.3 0.5

esb 8 0.3 1 srst 8 0.3 0.5

csdstr 8 0.4 0.4 gst 8 0.3 0.5

csrmnt 8 0.2 0.5 pst 8 0.3 0.5

psb.ang 10 0.4 1 est 8 0.3 0.5

esb.ang 10 0.6 0.8 srsds 18 0.2,
0.8

0.02

While working from home, Mr. Fahad gets angry at his colleagues’ progress, as he
is the only one yet to complete the assigned task. He ruminates his anger to stay focused
and complete the task but his daughter interrupts him in between. So, he distracts his
attention away from his colleagues’ progress to deal with her with love and gets free
from the assigned task which he wants to pursue while being angry as it increases his
efficiency.

Figure 2 illustrates a situation where the person achieves one emotion goal (i.e.,
anger) but then his emotion goal changes as a result of an external factor (interrupting
daughter). In the figure it can be seen that the daughter srsds is not present yet but the
stimulus srss has already happened and the person’s motivation state msmotv, goal state
for emotion gsem and goal state for task gst in the external world already were activated.
Here the person’s emotion goal is to get angry, modeled by emotional response psb.ang.
The emotion goal activates the strategy which helps in achieving the emotional state
that the person is motivated to achieve (i.e. anger) represented by response state psb.ang
so that he can achieve his goal in the external world est . So, it activates the control
state for increasing rumination csrmnt which increases attention towards the emotion
inducing stimulus srss (progress of his colleagues in their assigned tasks). Rumination
helps the person to get angry and hence stay more focused to working on his task. After
a certain time, it can be seen that srsds gets activated which means that the daughter of
the person enters the room which changes his emotion goal because he wants to deal
with her with love. So, the emotion goal, now, is to reduce anger psb.ang. As per findings
from Psychology, the emotion goal activates the means to achieve the corresponding
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Fig. 2. Contextual switching from rumination to distraction

emotional state, i.e., it activates the control state for distraction csdstr . Activation of
distraction reduces the intensity of srss and the associated states like msmotv, gst but just
like a more realistic situation, the intensity of the stimulus still keeps fluctuating and
takes the person’s attention. That’s why the pattern will keep repeating itself until his
daughter leaves and he gets busy in the task or he has completed the task.

Fig. 3. Contextual switching from distraction to rumination

Figure 3 shows a situation where a person is delaying an intended emotional state
by distracting his attention away from the primary stimulus srss to a secondary stimulus
srsds. Here, the person’s emotion goal is to keep his anger reduced as he wants to deal
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with his daughter with love. At the same time, he also has the primary stimulus in his
mind which he thinks can be coped with by achieving a different emotional state, i.e.
anger. To deal with the secondary stimulus srsds, the current emotion goal activates the
control state for distraction csdstr to move his attention away from the primary stimulus
srss. the fluctuation of the curves indicates the intensity of the srss and the person’s
eagerness to complete the task. After a while, as his daughter leaves (srsds decreases),
the emotion goal changes from reducing anger to increasing anger psb.ang. The new
emotion goal now activates a different strategy for achieving the new emotional state,
and, therefore, switches from distraction csdstr to rumination csrmnt . It can be observed
in the figure that as soon as srsds decreases enough, all the states automatically start
getting higher to some extent, even before the activation of the csrmnt . This phenomenon
is exactly in line with the findings from Psychology which state that the stimulus itself
(unintentionally) activates an entire array of processes. Those processes also include
activation of the means to achieve emotion goals, i.e. some emotion regulation strategy.
That phenomenon can be observed here.

5 Conclusion

This paper presents a computational mental network model for goal driven emotion reg-
ulation. It is based on the findings from social sciences and psychology. This network
model, with the help of simulation results, in a graphical way explains how some (nega-
tive) emotional state can prove adaptive in certain situations and help in achieving certain
goals in the real world. It, on one hand explains the adaptivity of negative emotional
states (dependent on the context); on the other hand, this model also demonstrates the
contextual switching between emotional states. Bringing theoretical knowledge from
social sciences and Psychology into computational science, this model shows how goals
(emotional as well as other goals) activate the means to achieve those goals. This mental
network model has been made possible by the dynamicity and wide applicability of
network-oriented modeling approach (Treur 2016); see (Treur 2020) for a more updated
and extended version of the approach.
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