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Preface

The Brazilian Conference on Intelligent Systems (BRACIS) is one of Brazil’s most
meaningful events for students and researchers in Artificial and Computational Intel-
ligence. Currently, In its 9th edition, BRACIS originated from the combination of the
two most important scientific events in Brazil in Artificial Intelligence (Al) and
Computational Intelligence (CI): the Brazilian Symposium on Artificial Intelligence
(SBIA), with 21 editions, and the Brazilian Symposium on Neural Networks (SBRN),
with 12 editions. The conference aims to promote theory and applications of artificial
and computational intelligence. BRACIS also aims to promote international-level
research by exchanging scientific ideas among researchers, practitioners, scientists, and
engineers.

BRACIS 2020 received 228 submissions. All papers were rigorously double-blind
peer-reviewed by an International Program Committee (an average of three reviews per
submission), followed by a discussion phase for conflicting reports. At the end of the
reviewing process, 90 papers were selected for publication in two volumes of the
Lecture Notes in Artificial Intelligence series, an acceptance rate of 40%.

We are very grateful to Program Committee members and reviewers for their vol-
unteered contribution in the reviewing process. We would also like to express our
gratitude to all the authors who submitted their articles, the general chairs, and the
Local Organization Committee, to put forward the conference during the COVID-19
pandemic. We want to thank the Artificial Intelligence and Computational Intelligence
commissions from the Brazilian Computer Society for the confidence in serving as
program chairs for BRACIS 2020.

We are confident that these proceedings reflect the excellent work in the fields of
artificial and computation intelligence communities.

October 2020 Ricardo Cerri
Ronaldo C. Prati
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Abstract. Typically, an agent society is composed of at least three main
components, namely, the set of its individual agents, the set of multi-
agent organisations that help coordinate the actions of those agents, and
the environment that those agents share. However, other levels have also
been pointed out in the agent society literature, for example, the inter-
nal normative systems that regulate the structure and operation of the
organisations themselves and, more generally, the overarching cultural
system of the society. Many types of formal semantics for such systems,
such as for example operational semantics, are not immediately suitable
for systems that have ongoing operations at several architectural levels
and requiring that those levels synchronise when particular events occur.
This paper addresses this problem by proposing an approach to giving
formal semantics to multi-level agent societies. The approach allows for
the reuse of existing semantics for the separate levels, improves readabil-
ity, and reduces the number of inference rules to be written.

Keywords: Multi-agent systems - Multi-level semantics - Operational
semantics

1 Introduction

In multi-agent systems (MAS) there are multiple different levels of specification,
each one corresponding to a different conceptual level in the system, and play-
ing important roles in a more general framework for programming multi-agent
systems. For example, one concrete framework to develop multi-agent system
is JaCaMo [1], which integrates technologies supporting agent programming,
organisation programming, and environment programming (i.e., approaches that
emerged from multi-agent system research). One of the most desirable character-
istics of multi-agent systems is agent autonomy, which boosted the development
of organisation-centred systems as an approach towards open systems [14]. Open
systems might be regulated by an organisational specification which defines the
goals, norms, and social structure of the organisation, in order to regulate agent
behaviour. The organisations themselves may be regulated by superior levels
of regulation, and so on. However, even with an organisational specification,
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agents can autonomously act in ways that may compromise the system’s func-
tioning. Therefore, it is important to guarantee that processes, which describe
the functioning of the organisations by means of inserting a sort of ordering for
actions/events, will occur as specified, in order to satisfy the system’s goals and
prevent undesired overall behaviour of the system.

In order to ensure the desired behaviour of multi-agent system, it has been
common in the Agents literature to give formal semantics to such systems as
transition systems, expressing the possible states of the system and the nec-
essary conditions for the system to move from one such state to another. For
example, in [28] the authors give operational semantics to an agent-oriented
programming language called AgentSpeak [22] and some of its extensions found
in [3]. Operational semantics [21] models systems as transition systems, which
are established through inference rules that have conditions on the configura-
tions (i.e., states) of the system as premises and infer when transitions to next
states may occur. It provides clean and easy-to-understand formalisations of the
semantics of programming languages, but in multi-agent systems, operational
semantics may become rather involved. Still, the naturalness with which such
formalisations can be implemented often makes the formalism very attractive
for multi-agent software development.

Given the complexity of multi-agent systems abstractions, we propose a
multi-level operational semantics with vertical (i.e., inter-level) integrity con-
straints in order to specify those systems. Such vertical integrity constraints aim
to ensure that the transition systems giving separate semantics to the individual
levels of abstraction are combined in a way that preserves the required inter-
relations of those levels. Furthermore, they allow some of the required seman-
tic rules to be automatically generated from compact representations of such
integrity constraints. Particularly, in this work, we focus on processes occur-
ring in multi-agent organisations, modelling them as multiple, independent but
interrelated, transition systems. Our approach allows us to specify all dimen-
sions/levels evidently present in multi-agent systems abstractions, making clear
the effects and relations among the components at each level. Furthermore, we
define simple expressions with which to specify the vertical integrity constraints,
that is, a particular way to restrict transitions between states that are caused
by transitions at different levels. In particular, we express the specification in
terms of count-as relations between levels, i.e., relations that express certain
combinations of actions—i.e., which we here call processes—executed at a given
abstraction level count as actions being executed at an upper level'.

The paper is organised as follows. First, in Sect. 2, we describe approaches
to developing multi-agent systems that consider different levels of abstractions

! We have taken the expression count-as from [26], but we use it in a weaker and
objective way, just to mean that some X, occurring at a given level of abstraction,
operationally realises or brings about Y at an upper level provided a context C' of
that upper level is in place, independently of there being a subjective collective
agreement about that among the agents involved with the occurrences of X and Y
as required by Searle.
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in those systems, just to evince the existence of such multiplicity of levels. After
that, in Sect. 3, we review previous work on multi-level semantics and the notion
of count-as relation that we adopt. In Sect. 4, we introduce the notion of processes
in multi-agent systems. In Sect. 5, the main section of this paper, we introduce
the multi-level semantics with vertical integrity constraints that is being pro-
posed here. In Sect.6, we describe the scenario with which we exemplify this
work by instantiating the general semantic rule presented previously. Finally, we
discuss some related work and conclude the paper.

2 Multiple Levels in Agent Societies

There are various approaches to developing multi-agent systems that consider
different levels of abstraction. In this section, we discuss some of such approaches
in order to clarify the existence of such multiple levels in multi-agent systems.
One well-known practical multi-agent programming framework is JaCaMo [1].
JaCaMo is built upon three existing platforms: Jason [3] for programming
autonomous agents, MOISE [16] for programming agent organisations, and
CArtAgO [24] for programming shared environments. JaCaMo emphasises the
existence of three levels, in that work called “dimensions”, in a single framework
so that all levels can be programmed using the languages provided by the com-
bined platforms mentioned above. Also, the development of multi-agent systems
based on Electronic Institutions [17,29] considers the existence of multiple levels
in multi-agent systems, emphasising that, while electronic institutions focus on
the so-called macro-level (societal) aspects, the so-called micro-level has its focus
on the agents [27]. Further, the model of agent societies adopted in [5-9]) also
alms to structure the multi-agent systems in various levels of abstraction. The
model focuses on the dynamics of the different organisational levels of agent soci-
eties?. In addition, the work in [4] introduces so-called social sub-systems, which
account for the structuring of organisational entities into sub-systems within
the multi-agent system. Other aspects that emphasises the existence of multiple
levels in multi-agent systems can be found in the survey [15].

3 Multi-level Semantics

Preliminary versions of multi-level semantics appeared in [18] and in [19,20],
formalising the effects of speech-acts used in argumentation-based dialogues,
which affect not only the agents’ individual mental states but also the sequence
of claims that the agents make, in a public way, at the social level. Although
concerned particularly with communication, the work presented in [19] already
introduced a multi-level operational semantics, separating two main levels of
abstraction of multi-agent systems (the agent and social levels).

2 The count-as relations used in the present work are called implementation relations
in [5].
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In those works, the authors have focused on speech acts and argumentation,
assuming that each of the actions executed by an agent, in an argumentation-
based dialogue, had a direct effect on the social level. Here, we follow the same
general approach, exploring multi-level semantic representations of multi-agent
systems, but we extend it in several ways. First, we are not interested in the
specification of any particular communication method. We here propose a more
general specification of processes for the various multi-agent system levels, defin-
ing vertical integrity constraints to ensure appropriate overall system behaviour.
Further, we consider multi-agent systems composed of multiple abstraction levels
(rather than only two), and how these levels are connected by events occurring at
different levels of the multi-agent system. Thus, some actions that are executed
at a given level may be directly mapped to actions executed at higher levels (for
instance, actions executed by the organisation, i.e., the action directly counts
as an organisational action). However, some situations require that a number
of actions be executed in particular orders for the whole process to count as
a higher-level action. These cases often require a (possibly partial) ordering in
the execution of the actions, which may have to be executed by several different
performers (agents, at the lowest system-level, or organisational units, at some
intermediate system level).

In order to specify this type of multi-level dynamics of multi-agent systems,
we propose a multi-level semantic representation, inspired by [19], to make clear
both the working of each level and how each level affects the others. Further-
more, the aim is to allow for “vertical modularity”, that is, the modular reuse of
previously existing formalisations of specific system levels, by supporting their

———————————————————————————————————————————————————————————————————————————— ~

! Multi-agent System|

count-as count-as count-as

P ———— ———— — — ————

Fig. 1. Set of Actions and count-as Relations.
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integration with each other and with new ones, in a way that is more clear than
the specification of the whole system as a single transition system?.

Figure 1 shows different possibilities of the counts as relation, where first we
have two sets of ordered actions that count as specific actions of the organisation,
but for each set of actions, only the execution of all actions (and respecting the
appropriate order) at the individual level counts as a corresponding organisa-
tional action (i.e., an action or a meaningful change at the organisational level).
A point to note is that “actions” here are not necessarily actions performed
on objects, they can also be communicative actions or more generally repre-
sent state changes or goal achievement at any level of a system. Another point
to note is that, for multi-agent systems with multiple organisational levels (for
example, with the level of social sub-systems [4], which are taken to regulate
the functioning and interactions among the organisations in such multi-agent
systems), we can have a count-as relation from the organisational level to that
higher-level social sub-system level (for example, a process performed by one or
more organisations that counts as a single action that is subject to some norm
of the normative sub-system that regulates the overall functioning of the multi-
agent system). Finally, it is important to note that it is not always the case that
relations are from an inferior level to a superior one; there are situations where
events at a superior level have effects over the inferior ones.

4 Processes

For the purposes of this work, and for the sake of simplicity, we left out important
concepts in multi-agent systems such as goals, beliefs, etc. We assume that the
state of the system is described only by the state of actions, which are the main
idea behind the count-as relations as relevant for this work.

When we consider different levels of a multi-agent system, as described before,
an action of a level can be a part of a process which counts as an action at
another level of the multi-agent system in a particular context. However, each
individual agent action alone may not count as an organisational action in a
direct way. With that in mind, we use a particular form for specifying possible
orderings of interest for the execution of actions, which is used in our approach
for the so called integrity constraints. This notation is inspired by the functional
specification for missions in the MOISE organisational model [16], where missions
are sets of goals and the root goal is achieved by achieving subgoals structured
using sequence, parallel, or choice operators. The notation used is as follows:

— sequence ‘,’: the notation count-as((a’,a’),a,C') means that the sequence of
actions a’,a” (in this exact order) needs be executed for it to count as the
action a at another level of the system, in the context C. The context itself
is also a process but one that needs to be checked against the actions that
already took place at the level of a.

3 Vertical modularity is the main reason for the neat separation between the popu-
lational and the organisational system levels, and between the micro-, meso-, and
macro-organisational levels, in [5].
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— choice ‘|’: the notation count-as((a’ | @), a,C) means that either action a’
or action a”’ being executed counts as the action a at another level of the
system, in that particular context C.

— parallelism “ || ”: the notation count-as((a’ || a”),a,C) means that both
actions a’ and a” need to be executed (regardless of any order between them)
for them to count as the action a at the other level, in that particular context
C—i.e., the actions can be executed in parallel or in any order.

It is important to note that the count-as relation used is abstract; we explic-
itly intend to use a generalised form of such relation, for example, allowing one to
specify: (i) actions executed by agents which count as organisational actions, and
(ii) actions executed by organisations which count as social sub-system actions
(or vice-versa). Note also that for simplicity we are assuming only these three
levels in this work—the individual (agents), organisational and social sub-system
levels—but of course the approach can be applied to any number of levels. Fur-
thermore, in order to describe complex processes occurring in the multi-agent
system, the operators described above can be combined.

4.1 Vertical Integrity Constraints and Count-As Relations

In this section, we introduce the idea of Vertical (i.e., inter-level) Integrity Con-
straints (VIC) used in our approach. As described above, we have well-defined
processes, which correspond to count-as relations existing between the multiple
levels of multi-agent systems. Thus, using the concepts of process introduced
above, we are able to check the vertical integrity constraints between pairs of
levels of the multi-agent system, which guarantees that such count-as relations
are followed in accordance to their definitions.

In the examples used here we consider three levels in the multi-agent sys-
tem, the agents, the organisations, and the social sub-system, so we introduce a
generic vertical integrity constraint for count-as relations between those levels,
corresponding to the relation from an inferior to a superior level (due to space
constraints, we leave the relations from superior to inferior levels for future
work). It is important to note that, although we use three levels in this example,
vertical integrity constraints can be applied to any number of levels.

The generic vertical integrity constraint is called # VIC? f} and constraints
which actions at level 4 (inferior) count as actions at level s (superior). Checking
vertical integrity constraints is modelled as a function that has as input the
set of actions already executed at the superior level ASj, the actions yet (i.e.,
expected) to be executed at the superior level Ay, the set of actions already
executed at the inferior level AS;, and the actions that have just been executed
at the inferior level Act;. The funtion returns a set S of superior-level actions
that can be deemed as executed (through a completed process) by satisfying any
of the existing count-as relations; this needs to be checked against the history of
executed actions (i.e., traces at both levels involved) and the actions that have
just been executed Act;. Algorithm 1 shows how the vertical integrity constraints
are checked.

HVIC: y [ASs, Ag, AS;, Act;] = S
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Algorithm # VIC; 1 [ASs, A, AS;, Act]
S ={}
AS’temp = AS; U Act;;
for each a € As do
for each p,C such that count-as(p,a,C) do
if (satisfies(ASs,C) # —1 and satisfies(AStemp,p) # —1) then
| S=su/{a}

return S;

Algorithm 1: VIC

Function satisfies(AS, p)
if p = a, with a an atomic action then
if (a,time) € AS then
| return time
else
L return —1

else

p =e1 op ez, op € {4’}

t; = satisfies(AS,e1);

to = satisfies(AS,es);

if (op = ‘’) then

if t4 = —1 and ts = —1 then
L return —1

if t1 # —1 and t2 # —1 then
| return { ¢, to}

if ((t1 = —1 and ta # —1) or (t1 # —1 and to = —1)) then
| return max(t1, t2)

if (op = ‘|’) then

if t1 # —1 and ta # —1 then
| return max(ti,ts)

else
L return —1

if (op = ¢,’) then
if ((t1 # —1 and t2 # —1) and (min(t1) < maz(tz))) then
if min(t1) < min(t2) then
| return min(tz)
else
| return max(tz)

else
L return —1

Algorithm 2: Satisfies Function

5 Multi-level Semantics with VIC

In this section we discuss the main contribution of this work, the multi-level
semantics with vertical integrity constraints. We have just one abstract semantic
rule interpreting all count-as relations in the multi-agent system, where the
corresponding actions can be instantiated to particular cases. Before we show
that rule, we first define the configuration of the transition system we use in
the operational semantics, which is abstracted away in order to facilitate the
understanding of this work.
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In our semantics, the social sub-system is a tuple (ss;q, O, Ags) with ss;q
the social sub-system identifier, O a set of organisation identifiers (each one
representing the organisation populating the social sub-system), and A, the
set of actions of the social sub-system. The organisations are represented by
the tuple (org;q, Ag, Aorg) With org,,; the organisation identifier, Ag a set of
agents identifiers (which are populating that organisation), and A, the set of
organisational actions. Each agent in the multi-agent system is represented by a
tuple (ag,;, A) with ag,,; the agent identifier and A the set of actions that the
agent is able to execute. As mentioned before, for simplicity we left out of this
work the representation of goals, beliefs and other attitudes often used in multi-
agent systems. We assume that agents are committed to execute the actions in
order to achieve either individual or organisational and social sub-system goals
that for uniformity are here treated also as higher-level “actions”. At each level
of the system (i.e., agents, organisations and social sub-systems), we maintain a
history (i.e., trace) of actions already executed at that level; AS,, represents the
agent actions, AS,,, the organisational actions, and AS,s the social sub-system
actions already executed in that particular instance of the multi-agent system.

Further, we use a function called continuation* with the following parame-
ters: c(A, AS,a), where A is the set of actions expected to be executed at that
particular level, AS is the set of actions already executed at that particular level,
and a is the action being executed at the current time/transition of the multi-
agent system®. This function defines when the action being executed (i.e., a) is
removed or not from the set of actions A, and if other actions are included in
the set of actions given the ones that were executed. Thus, we are able to treat
both: achievement and maintenance tasks for multi-agent systems. This function
is clearly domain-dependent so we assume it as given in this work. The abstract
semantic rule® is shown in AbstractSemanticRule.

execute(act) act € A
HVICT 1 [AS g, Aorgs AS oy, {act}] = Sorg
# VIO, N [ASss, Ass, ASorg, Sorg] = Siss

org
(a)  (s51,0,As) ... ASss  —rss (ss1,0, AL) ... AS.,
(6) (075,15 4G, Aarg) - -+ ASrg —ovg (070,1, Ags Ay} - ASL,

(C) <a9m7-A>'~--ASag —ag (agm,A'>....AS'

(ABSTRACTSEMANTICRULE)

where:
(a) AS[, = AS,US,
= (A, ASy, Si)
(v) AS:)rg = ASony U Sorg
;79 = C(Ao7'g7 A80r97 Sm'g)
(c) AS,, = AS. U{act}
A = ¢(A, AS 4y, {act})

4 We borrowed the term continuation from the area of computer programming where
it refers to the abstract representation of a program’s control state [23].

5 Note that in case multiple actions can be executed simultaneously in the system,
action a above could be simply substituted by a set of actions.

® We use the notation “(ag,,,.A)...AS." as a simplified representation for
“Lagi, Aagy)s- -, {(agn, Aagn )}, ASag”, being {agu, ..., agn} all agents on the multi-
agent system.
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In Sect.6, we present one scenario to illustrate the use of the multi-level
semantics approach we introduce in this paper.

6 Organisational Processes

To illustrate this work, we use a scenario of a multi-agent system inspired
by the relations between Human Resources (HR) departments of two com-
panies’ (organisations). In particular, we model the activities related to the
exchange of employees between such companies, i.e., when an employee leaves a
company to join another. The organisations (companies) have their exchanges
regulated by a social sub-system [4], describing the labour rights of employees.
Therefore, the organisation must follow some particular process in order to do
such exchange of employees, e.g., first a company must dismiss the employee
before the other company can appoint that same employee. The social sub-
system has its own goal within the multi-agent system, which is to maintain the
exchanges between the companies in accordance with the labour laws, having a
process to be followed that define such norm-conforming exchanges.

6.1 Organisations

In our multi-agent system scenario, we consider two companies, which we will
call org; and orgs, respectively. At the upper level, regulating the organisa-
tions, we have the social sub-systems, the one of interest here we call ssys.
Therefore, the social sub-system ssys is populated by the organisations org
and orge. Further, the organisations are populated by agents, which, for the
purposes of this paper, we can abstract away from their name an refer to their
roles only. Both organisations have three main internal roles: the interviewer,
proc_administrator and manager. We consider two main processes for
which the organisations are responsible. The first process is formed by the
sequence {interview, admission request, admission_processing, appoint}
where the agents playing the role of interviewer, proc_administrator and
manager are responsible for the actions interview, admission_request and
admission_processing, and appoint, respectively. This sequence composes the
process of appointing which counts-as the organisation action of appoint-
ing an employee appoint,rs. The second process is composed of the sequence
{give notice, dismissal _request, dismissal_processing, dismiss} where
the agents playing the role of manager are responsible for the actions
give notice and dismiss, and the role of proc_administrator for the actions
dismissal _request and dismissal_processing. This sequence composes the
process of dismissing which counts-as the organisation action of dismissing an
employee dismiss,re. The social sub-system ssys has a process in order to reg-
ulate the exchange of employees between the companies org; and orgs, this pro-
cess is composed of the sequence {dismissorg7 appointorg}, where the actions are
the responsibility of the organisations. This sequential process count-as a social
sub-system action of a norm-conforming exchange, i.e., norm-conf_exchange.

7 We use only two companies for the sake of simplicity.
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6.2 Semantics

In this section, we give semantics for the example scenario described above. All
semantic rules presented in this section are instances of the abstract semantic rule
AbstractSemanticRule described in Sect. 5; this means that when our approach
is used in a system formalisation, the rules below no longer need to be written
because they can be deduced from the integrity constraints written by the user
of our approach together with the one general rule in the previous section and
the existing operational semantics of each level separately given. The execution
of simple actions by agents can be represented by the semantic rule:
execute(interview) interview € A

H#VICY A [ASorg, Aory, ASug, {interview}] = { }
#VICS, 1 [ASss, Ass, ASorg, { 31 = { }

(EXINTERVIEWACTION)

(a) (ssys, 0, Ay) ... ASs —ss (ssys, O, Ay) ... AS,,
(b) <°rg27 A91 -Anrq> .. --’45071(]—)07‘9<0rg27 Ag, .Anrq> .. ..ASOT‘,]
(c) (interviewer, A) ... AS,;>a4 (interviewer, A’) ... .ASZW
where:
(c) AS;q = A8,y U {interview}
A" = ¢(A, AS,y, {interview})

The semantic rule above shows that actions that do not satisfy the vertical
integrity constraints, do not have any effects over any other level of the system. In
this case, the effects of the agent interviewer executing the action interview,
which updates its internal state marking the action interview as executed—
i.e., the continuation function just removes the action interview from the set
of actions A-—and adds it to the history of executed actions at the agent own
level. Single actions have a simple semantics, it is easy to observe that when-
ever agents execute some action their internal state will be updated. This agent
update does not interfere in the configuration of the transition systems at higher
levels, which helps with the modularity we want to achieve. This is also the
case for the actions admission_request, admission_processing, give notice,
dismissal_request and dismissal_processing, because all of them are part
of a sequential process, therefore the processes are completed only when the last
action of each sequential process is executed, in our case appoint and dismiss,
respectively. Therefore, for simplicity we will not present the semantic rules
for the actions mentioned, given that all the semantic rules are similar to the
ExInterviewAction semantic rule demonstrated above, the only difference is
that the action interview will be substituted by the corresponding action and
respective agent, the one executing the action (the same for the organisation in
which the agent plays a role).

Observe that the vertical integrity constraints # VIC7Y f and # VICG, 1
are not satisfied, therefore the organisational actions A, and social sub-system
actions Ags are not achieved/updated. However, when an agent executes the
last action of those sequential process, an organisational action is achieved.
In order to exemplify this idea, we will define the operational semantics for
the dismissyg, action, which is resulting from a process of dismissing =
{give notice, dismissal request, dismissal processing, dismiss}. In the
semantic rule presented below, we consider that the other actions give notice,
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dismissal_request and dismissal_processing have been already executed by
the agents playing the roles that are entitled to execute them, as described above.

ezecute(dismiss) dismiss € A
# VIC'Z;-Q N [ASorg, Aorg, AS 4y, {dismiss}]| = {dismissorg, }
HVICS 1) [ASsss Ares ASury, {d15m1550rg, }] = { )
(a) (ssys, O, Ag) ... ASss —ss  (ssys, O, Ay) ... ASg
(b) <0rg1, Ag., AoT_{]) e -ASnrg _>o7‘g <°rg17 Ag? A:yrg) e AS:)W]

(¢) (manager, A)...AS. —ag (manager, A') . .. AS:W &

(EXDISMISSACTION)

where:

(b) AS;W ASorg U {dismissorgl}

! c(Aorgs ASorg, {dismisserg, })
AS oy U {dismiss}

c(A, AS,y, {dismiss})

o

(c) AS,,
A/

All mentioned actions do not satisfy the vertical integrity constraints, there-
fore they do not cause any effect over the organisational actions, because the
organisational action of dismisseg, is only achieved by the correct sequence of
actions defined in the process described above, the last action execution being
necessary to satisfy the process, i.e., counting as the dismiss,,g, organisational
action, as shown in the semantics rule ExDismissAction.

ezecute(appoint) appoint € A
H#HVICTI 1 [ASorgs Aorg, ASag, {appoint}] = {appointerg, }

# VICfﬁy 1 [ASss, Ass, ASorg, {appointorgz }] = {norm-conf_exchange}
EXAPPOINTACTIO
(a) (ssys, O, Ag)... ASss —rss (ssys, O,A;S) . AS;S (EXAPPOINTACTION)
(b) (orga, Ag, Aorg) ... ASorg —org (orge, Ag, A;Tg> .. .AS;T

(¢) (manager, A)...AS, oy (manager, A’)...AS,

where:
(a) .AS;S = AS,s U {norm-conf_exchange}
's = c(Ass, ASss, {norm-conf_exchange})
(b) AS,,, = AS,y U {appointorg, }
i)‘ry = ¢(Aorg; ASorg, {appointerg, })
(c) AS,, = AS, U {appoint}
A’ = ¢(A, AS 4y, {appoint})

Note that the vertical integrity constraint # VICY f returns the actions
that are deemed executed from the set of organisational actions given the his-
tory of actions of the lower level (agents’ actions), and the particular context,
represented by the history of organisational actions already executed®. In this
way, it is guaranteed that the process was followed in accordance with the rules
and the organisational action of dismiss,rs, was completed. Observe also that,
as the organisation executes an action of dismisserg,, the history of organi-
sational actions is updated accordingly. However, as the vertical integrity con-
straint #VICZSTQ 1t is not satisfied, no social sub-system action is deemed as
executed. Further, the continuation function, in this case, removes the action of
dismissoyg, from the set of action A,,,, but adds the action appoint,y,, , because
to appoint and to dismiss employees is a continuous process in the organisations
in our scenario.

The semantic rule for the action appointeyg,, which is result-
ing from a process of appointing = {interview, admission_request,

8 We assume that the context here is satisfied, and it consist of the employee that has
been appointed earlier, i.e., appointerg, € ASorg.
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admission_processing, appoint} is presented above. As before, the seman-
tic rule considers that the other agents have already executed the actions
interview, admission_request and admission_processing when playing the
respective roles. All previous actions do not have effects over the organisa-
tional actions, because the organisational action of appointeyg, is only achieved
with the correct sequence of actions defined by the process. Furthermore,
the operational semantics above demonstrates the social sub-system action of
norm-conf_exchange being achieved. Note that the vertical integrity constraints
#VIC f,‘ig 1t between the organisational and the social sub-system levels is satis-
fied, i.e, the history of the organisational actions, correctly satisfies the process to
achieve the social sub-system action of norm-conf_exchange. Recall that such an
action is considered executed by the sequence of dismiss,;s, and appointerg,,
both represented by the two semantic rules above. Further, the continuation
function does not remove the norm-conf_exchange action from A, because it
is a repeating action available to the social sub-system.

7 Related Work

In [12], the authors propose an Agent Infrastructure Layer (AIL) for BDI-style
programming languages. The aims are: (i) to provide a common semantic basis
for a number of BDI languages, and; (ii) to support formal verification by devel-
oping a model-checker optimised for agent programs. The authors propose the
design of AIL using an extensive operational semantics presented in [11]. The
authors argue that AIL captures all major features of common BDI languages.
In [10], the authors propose an operational semantics introducing the concept of
modules. The authors argue that modularisation facilitates the implementation
of agents, agents roles, and agents profiles, besides being an essential principle
in structured programming, and so the authors assume that it must be so in
agent programming too. Operational semantics is given to creating, executing,
testing, updating, and realising module instances, i.e., module-related actions.
In [13], an operational semantics is given to cover the details of operations that
may be applied to goals (dropping, aborting, suspending, and resuming goals).
The authors argue that the semantics clarifies how an agent can manage its
goals, based on the decisions that it chooses to make. The semantics, according
to the authors, further provides a foundation for correctness verification of agent
behaviour. The authors emphasise that the work contributes to the development
of a rich and detailed specification of the appropriate operational behaviour when
a goal is being pursued, has succeeded or failed, or has been aborted, suspended,
or resumed by the agent. In [4], the author proposes an operational semantic
framework for legal systems that are (structurally and operationally) situated
in agent societies. The work uses operational semantics for modelling the struc-
ture and dynamics of legal systems. The work presented in [4] is concerned
with actions associated with legal systems (internal legal acts, external legal
acts, social acts, etc.), i.e., under an action-based dynamics where the transi-
tions between configurations of the system are determined by the performance
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of actions by the legal organs and legal subjects of the studied legal system. It
is an example of work that uses operational semantics to formalise multi-level
systems. In [25], the authors propose a semantic framework for MOISE+ [16]
and an accompanying linear temporal logic (LTL) to express its properties. Fol-
lowing [25], the organisation should make the agents more effective in attaining
their purpose, or prevent certain undesired behaviour from occurring. An organ-
isational specification achieves this by imposing organisational constraints on
the behaviour of agents playing some role in the organisation, and the agents
are expected to take these constraints into account in their decision-making.
The work in [25] aims to make organisational constraints precise by defining the
formal semantics of MOISE+. That work is concerned with a semantics that
allows the agent to respect: (i) preconditions for the execution of organisational
actions, and (ii) acquaintance and communication links.

Our work differs from all those in that we present a new style for the semantics
of multi-level systems in which can use vertical integrity constraints to specify
relations between the multiple levels in multi-agent systems. We are not focused
on a special semantics for BDI languages as in [12], in semantics for module-
related actions [10], in semantics for goals [13], in semantics for legal systems [4],
or semantics for the MOISE model [25] specifically. We have used “counts as” to
refer to relations between the multiple levels of our operational semantics style
in order to exemplify our approach to vertical integrity constraints. Further, we
argue that in other domains various other inter-level relations may make more
sense than the count-as relation.

8 Conclusion

In this work, we introduced an approach to the formalisation of multi-agent sys-
tems based on operational semantics; we call it multi-level semantics with vertical
integrity constraints. The approach allows the representation of the interactions
between components of different system-levels. Given the complexity and ubig-
uity of such multiple levels in multi-agent systems, the approach seems to allow
for a clearer understanding of such complex semantics. Furthermore, we demon-
strate, using count-as relations applied to processes, how the proposed style for
multi-level operational semantics can be strengthened through the definition of
vertical integrity constraints. Such multi-level semantics with vertical integrity
constraints allows the independent specification of the various levels typical of
the multi-agent system, so that each level is formalised through its own transi-
tion system, and the vertical integrity constraints between these transition sys-
tems help guarantee that the overall system operates coherently in all possible
executions.

In our future work, we intend to explore other relations between the mul-
tiple levels of multi-agent system, including relations from events occurring at
higher levels and affecting the lower ones, e.g. considering some changes in the
social sub-systems that affect all organisations and the respective agents playing
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some role in those organisations. Also, we intend to investigate how our multi-
level semantics and the vertical integrity constraints can play a part in research
towards model checking of multi-agent systems [2].

Acknowledgements. This research was partially funded by CNPq and CAPES.
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Abstract. The design of digital logic circuits involves transforming log-
ical expressions into an electronic circuit seeking to minimize certain
attributes such as the number of transistors. There are deterministic
algorithms for this task, but they are limited to small problems. On the
other hand metaheuristics can be used for solving this type of problem
and Cartesian Genetic Programming (CGP) is widely adopted in the
literature. In CGP, mutation is commonly the only operator for generat-
ing new candidate solutions. Thus, the performance of this metaheuris-
tic is dependent on the proper choice of mutation and its parameters.
Normally, CGP mutates the candidate solutions according to a uniform
distribution. Thus, any modification has the same chance to occur. In
order to improve the performance of CGP an adaptive mutation opera-
tor using an e-greedy strategy for bias the selection of gates is proposed
here. The proposal is evaluated using problems of a benchmark from
the literature. The results obtained indicate that the proposed adaptive
mutation is promising and that its relative performance increases with
the size of the problem.

Keywords: Cartesian Genetic Programming - Reinforcement
learning - Combinational logic circuit

1 Introduction

The design of electronic digital circuits is not a trivial task [16], so deterministic
algorithms, such as Karnaugh’s map [9] and Quine - McCluskey [12] have prac-
tical application only for small circuits. As presented in [20], this is a two-level
logical optimization problem whose decision version is NP-Complete.
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To deal with larger circuits, an alternative is to use heuristic approaches.
Among such, ESPRESSO [1], a method that seeks to build a circuit reducing
the complexity of logical instructions, stands out. There is no way to guarantee
that the solution found by ESPRESSO is optimal, but it finds good solutions
with a low consumption of memory and time.

Another option is the use of evolvable hardware [5], which is the application
of evolutionary techniques to hardware development. Such techniques, although
they usually have a higher computational cost than ESPRESSO, can be used
both to generate a circuit, as well as to reduce a circuit generated by another
technique [5,19] and usually design circuits with less transistors. Among these
methods is the Cartesian Genetic Programming (CGP) [13]. It has already shown
that CGP can design circuits with fewer transistors than ESPRESSO [19].

The main operators of CGP are traditionally elitism and mutation, and its
mutation operator is usually applied with uniform probability, with no bias.
However, an intelligent mutation operator can learn which changes of gates are
able to improve the quality of the candidate circuits and thereby guide this the
evolutionary process. Some studies on the mutation of gate types in the CGP sug-
gest that certain changes favor the evolutionary process more than others [3,4].
A biased mutation for CGP was proposed in [17], where the probabilities of
changing the logical gates were modified in order to generate better individuals.
Reinforced learning techniques have been applied in other evolutionary com-
puting works with the proposal to choose which operator will be used [11] and
the result was promising. If the bias of a mutation operator is interpreted as
variations of that operator, there is no reason to imagine that such a technique
cannot be applied successfully in CGP. Such an intelligent operator is expected
to improve CGP’s performance.

In this work, CGP is used to design optimal combinational circuits. The
goal is to create circuits with as few transistors as possible. For this, the CGP
mutation operator acts on the connections between the circuit nodes and on the
logic gates that represent each node. Our mutation operator uses the e-greedy
strategy to determine which mutations are bringing the greatest reward to the
circuit and thereby give preference to these changes. In the tests we performed,
there were signs of improvement in performance in relation to the equitable
mutation operator as the budget given to the problem grows.

2 Methods

The methods used here are Cartesian Genetic Programming with the single
active mutation variant of its mutation operator and the e-greedy strategy. These
methods are described in the following sections.

2.1 Cartesian Genetic Programming

Cartesian Genetic Programming is a method of genetic programming developed
by Miller [13]. It gets its name because each individual is made up of nodes
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(a) Candidate design of CGP.
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(b) Representation of a candidate solution in CGP.

Fig. 1. An example of an individual from the CGP, applied to logic circuits, encoded
in a 2 X 4 matrix. A node may not be connected to any circuit output and a node may
receive both inputs from the same node.

organized in n rows and m columns. Although Miller adopts the possibility of
cycles [14], traditionally the nodes of a column can only receive input from
previous columns, limited to a range of columns called levelsback. Thus, CGP
individuals can be interpreted as acyclic digraphs.

The nodes carry information such as the address of their inputs and their
function. In the case of digital circuits design application, nodes commonly have
two inputs and the logic gate. When the gate has only one entry, such as NOT,
the second is ignored. An example of an individual encoded as 2 x 4 matrix is
show in Fig.la. Not all nodes are connected to the individual’s output. These
nodes are called inactive nodes and do not affect the phenotype. Active nodes
have at least one path to the exit and affect the phenotype. Genetically, each
node is a cell in a matrix of r rows and ¢ columns. In the case of CGP applied
to the design of logic circuits, each node carries the coding of the type of gate
and the reference to the nodes that are its inputs, as can be seen in Fig. 1b.

The evolutionary process of CGP consists of generating A new individuals
from each of the p parents. After that, the new individuals are evaluated by the
fitness function and the score is compared with those of the parents. A parent is
discarded every time he generates an child with a score better than or equal to
his. Within an offspring, if more than one child are the best, only one is selected
to be a parent in the next generation. The values normally used are 4 = 1 and
A = 4 [14], we use these values in this work. Algorithm 1 shows how CGP works.
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Algorithm 1. Pseudo-code of CGP.

1: procedure CGP(u,\)
2: for iin 0 to u* X\ do

3: Generate a random individual i

4: Select the p best individuals and promote them as parents

5: while stop criteria is not met do

6: for iin 0 to 1 do

T for j in 0 to A do

8: Mutate the parent i to generate the offspring i,j

9: for iin 0 to u do
10: if An offspring in i group has a score equals or better then i then
11: One of the better offspring in group i will be promoted to a parent
12: else
13: The parent i still in the parents group

Initially, CGP was proposed with Point Mutation (PM) where a percentage
of the individual’s chromosome is altered. According to Miller, the number of
inactive nodes far exceeds that of active nodes [14]. Therefore, it is common for
PM not to generate phenotypically different individuals.

To solve this, alternative methods of mutation were developed for the CGP.
The Single Active Mutation (SAM) [7,8] consists of mutating nodes until an
active node mutates. Thus, except on occasions when null mutation occurs, the
individuals generated are phenotypically different from the parent.

2.2 K-Armed Bandits

The K-Armed Bandits is a problem where a player has a slot machine with
several levers. Each lever generates a different average reward, however the player
is unaware of such values [10]. In the reinforcement learning conjecture, the K-
armed bandits problem serves to illustrate situations where an agent can take
different actions within a finite set and he needs to maximize his gains looking
for the most advantageous action [2,6,15].

The simplest strategy is the greedy, where the agent chooses a certain action
as long as the average reward obtained by it is the highest. This type of strategy
aims to increase the chances of a positive final reward, but does not guarantee
its maximization. On the other hand, a purely exploratory approach will give
the agent the knowledge of the actions with the best reward, but it will not be
useful for the objective, if such knowledge is not applied in decision making.

The e-greedy strategy combines exploration and exploitation characteristics.
For each event, there is a ¢% chance for the agent to adopt the exploration
strategy. In other cases, the agent adopts the greedy strategy, using the knowl-
edge that accumulated from both phases. This helps the agent to more quickly
detect the action that has the highest average reward and stick to it in most
events. There are some variations of the e-greedy [15] strategy. For this work it
is relevant the start with Optimistic Initial Values.
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In this method, the vector with the average reward obtained for each action
is initialized at a value equal to or above the optimum. So, as each action is
taken, the value of the average reward obtained is reduced until it approaches
the real average reward of the action. This forces the agent to take different
actions more often during the onset of the problem, finding the best action more
quickly [15]. To illustrate this, in a problem of minimizing transistors in a logic
circuit, the ideal value is zero transistors. No logic circuit will have a lower value
than that. Given the circuit of origin, the actor can choose k different actions.
Each causes a different average rate of reduction in this circuit. Regardless of this
rate, the generated circuits will always have more than zero transistors. Thus,
when taking any k action, the first update of the average reward obtained for
this will be a value between zero and the R; reward that the actor obtained when
taking the k1 action for the first time. With the average reward obtained from
k; it will be greater than zero, the other actions will be more advantageous for
the actor, until he takes them and decreases his average rewards obtained. After
taking each of the actions a few times, the action that generates the highest
average reward will become evident.

3 Proposed Method

The CGP mutation operator can act on the inputs or the logical gate of each
node. It acts unbiased and the chance of modifying any of these attributes is
the same. When acting on the logic gate, it can replace the current gate with
any of the gates that can be used in the problem. This exchange is also made
with uniform odds. The proposal consists of applying the e-greedy strategy to
the mutation operator when it acts on the type of logic gate.

For that, there are two square matrices of size equal to the number of gates
types used in the problem. One of the matrices records the occurrence of a certain
type of gate mutation, while the other registers the average reward obtained. The
rows of the matrix refer to the parent’s gates and the columns to the gates used
in the change for the generation of the children. A pseudo-code of the mutation
is presented in Algorithm 2.

The e-greedy strategy is applied when a gate mutation occurs. In €% of the
cases, the mutation is random, as in traditional CGP. In other cases, the line
of the average reward matrix referring to the gate that is going to be mutated
is accessed and the type of gate is changed to the gate corresponding to the
column that contains the first occurrence of the best average value for that line. A
conditional mechanism prevents the values contained in the main diagonal from
being chosen, thus preventing the algorithm from making non-trivial exchanges.

The occurrence matrix is updated when a gate mutation occurs. The cell
corresponding to that mutation is updated and the average reward matrix is
modified according to

Qij — Riji—

Ri'/:R¢7'7_+ 1
2J5t Jrt—1 Oi,j,t ( )
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Algorithm 2. Pseudo-code of the CGP-RL’s mutation operator.

1: procedure NODE-MUTATION-RL (individual i,e)
2: Choose randomly among modifying the gate, input 1, or input 2.

3: if The gate type was chosen then

4: Generate a value V between 0 and 1 randomly and evenly.

5: if V is greater than € then

6: Go to line P of AREM for the type of the parent gate.

T Find the first occurrence F of the lowest value in row P (except P)
8: Mutate gate P by the port corresponding to that of value F

9: else
10: Mutate the parent’s logic gate P through an F gate, randomly and even

within the possible gate types.

11: Record that such individual has mutated from a P gate to an F gate
12: else
13: Perform the input type mutation normally.
14: Record in the individual that he has not mutated the type of gate.

where R corresponds to the average reward obtained, @ the reward obtained in
the iteration, O the number of occurrences of the referred port exchange, i the
parent gate, j the child gate and t the current iteration.

As the proposal uses SAM, only the information from the last modified node
is considered. Since the number of types of logic gates is much smaller than the
budget of the problems, the proposed algorithm uses initial optimistic values. In
this way, the average reward matrix is initialized to zero. A pseudo-code of the
proposed CGP-RL is shown in Algorithm 3.

4 Computational Experiments

Computational experiments were performed in order to evaluate the proposed
adaptive mutation. The problems in [19] were used, and their features are pre-
sented in Table 1, where one can found: the number of inputs and outputs, the
output balance factor, the simplification rate, the number of calls to the objective
function allowed for the search algorithm, the number of baseline’s transistors
(obtained using ESPRESSO) and functionality.

The SAM mutation operator performed better than SAM-GAM [18] and
Point Mutation [14] in [19]. Thus, the mutation proposed here is used with
SAM. Two strategies were defined for the initial population of CGP in [19]: a
randomly generated candidate solution (‘R’) or a design created by ESPRESSO
(‘E’). SAM-R and SAM-E are labeled, respectively, as SAM-RRL and SAM-
ERL when the reinforcement learning based adaptive mutation is used. The
parameters adopted for the search algorithms are the same used in [19]: p =1,
A = 4. 25 independent executions of each method applied to each problem were
made. For the proposed mutation, the exploration rate ¢ was set to 10%, since
it is a common exploration rate as seen in [15].
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Algorithm 3. Pseudo-code of CGP-RL.

1: procedure CGP-RL(u,\€)
2: Initializes occurrence matrix (OM) and average reward earned matrix (AREM)

3: for iin 0 to u* X do

4: Generate a random individual i

5: Select the p best individuals and promote them as parents

6: while stop criteria is not met do

T for iin O to u do

8: for j in 0 to A do

9: Mutate parent i to generate offspring (i,j), using € as exploration rate
10: for iin O to 1 do

11: if Individual i underwent a logic gate type mutation. then

12: Makes p the value for the parent gate

13: Makes f the value for the child gate.

14: Increments OM,, ¢

15: Updates the average of AREM, considering the fitness obtained by i.
16: if An offspring in i group has a score equals or better then i then
17: One of the better offspring in group i will be promoted to a parent
18: else
19: The parent i still in the parents group

In [19], problems alu4, cordic, t481 and vda were performed for 24 seeds
in the SAM-E algorithm, as it suffered an interruption due to execution time.
Except for t481, such problems were not performed for the SAM-ERL variation,
due to restrictions on the processing capacity of the available hardware.

The experiments were performed on a PC with an Intel i5 3230m @ 2.60 GHz
dual-core processor, 6 GB DDR3 DIMM, and Ubuntu 18.04.4 LTS operational
system. The proposed approach was implemented in C programming language
and is publicly available!. This implementation extends that provided in [19].

4.1 Analysis of the Results

Table 2 show data from the series of runs for each problem for each algorithm.
The results with the least amount of transistors obtained by each algorithm
(Best) were recorded, their success rate, which indicates how many executions
managed to generate a feasible solution (SR), the average number of transistors
obtained by the solutions (Avg) and the deviation standard (SD).

As can be seen in Table 2, SAM-RRL was able to obtain the best solutions in
six of the eight small problems, five of the eight medium problems and four of the
nine large problems, being the method that obtained the best solutions in most
of the problems. SAM-RRL also achieved better averages in three, five and four
of the small, medium and large problems, respectively, with the best performance
in solving the medium and large problems. However, the this method proved to

! https://github.com/FMoller/cgp-rl.
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Table 1. Data of the problems solved here [19].

Group | Name In | Out | Balancing | Simplification | Evaluations | Baseline | Functionality
1 C17 5 2 10.93750 3.000E—1 1.20E+7 26 Logic
cm42a 4 |10 0.93750 1.921E—2 1.28E+7 156 Logic
cm82a 5 3 10.50000 7.872E—-2 8.00E+6 159 Logic
cm138a 6 | 8 |0.98437 3.758E—3 1.92E+7 148 Logic
decod 5 16 |0.96875 2.292E—1 1.20E+7 132 Decoder
f51m 8 | 8 |0.50000 3.510E—3 1.92E+7 638 Arithmetic
majority | 5 1 |0.65625 6.207E—2 8.00E+6 24 Voter
z4ml 7 | 4 ]0.50000 7.622E—3 1.68E+7 503 2-bit Adder
2 9symml 9 1 0.82031 7.585E—3 2.16E+7 1039 Count Ones
alu2 10 | 6 |0.63363 9.658E—3 1.60E+7 1790 ALU
alud 14 | 8 |0.56482 5.250E—4 3.36E+7 10336 ALU
cm85a 11 3 10.73437 9.110E—4 1.76E+7 610 Logic
cmlbla |12 2 0.75000 4.480E—4 2.88E+7 154 Logic
cml62a |14 | 5 |0.78125 3.900E—5 4.48E+7 200 Logic
cu 14 |11 |0.92436 8.800E—5 4.48E+7 261 Logic
x2 10 | 7 |0.80915 5.520E—4 2.40E+7 174 Logic
3 cc 21 |20 |0.70703 1.137E—7 5.04E+7 256 Logic
cmb 16 | 4 |0.99976 1.300E—-5 3.84E+7 144 Logic
cordic 23 0.91595 3.423E-7 7.36E4+7 27669 Logic
frgl 28 | 3 |0.73570 9.255E—9 6.72E+7 1605 Logic
pml 16 |13 |0.80183 4.000E—6 3.84E+7 2084 Logic
sct 19 |15 0.74722 8.180E—7 4.56E+7 466 Logic
t481 16 1 10.64111 2.055E—-3 2.56E+7 9518 Logic
tcon 17 | 16 0.50000 1.564E—6 4.08E+7 49 Logic
vda 17 |39 |0.78359 2.100E—5 4.08E+7 10829 Logic

have greater difficulty in generating feasible solutions, having a lower success
rate than SAM-R in three problems and a better rate in one.

On the other hand, SAM-ERL showed four of the best results of all problems
and achieved the best average in one. The performance differences between SAM-
RRL and SAM-ERL are in line with the differences observed between SAM-R
and SAM-E in [19].

The mean differences and the standard deviations measured already indicated
that there could be no statistical difference between the results obtained in the
proposed algorithms and their counterparts. To verify this, the Kruskal-Wallis
test was performed on the data obtained for each problem and then these results
were treated as a multiple testing problem, so the Bonferroni correction was
applied. In comparisons between SAM-RRL and SAM-R and considering an
« = 0.05, no problem showed a significant difference between the samples. The
closest problem to showing such a difference was decod, with an H value of 6.48
in the Kruskall-Wallis test p-value of 0.011, however, not below the value of
0.002 stipulated by the Bonferroni correction. In the comparisons between the
SAM-ERL and the SAM-E, two problems showed a significant difference between
the samples, namely cm82a and majority, with H values of 9.14 and 12.55 and
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Fig. 2. Boxplots for the number of transistors of the final feasible solution obtained by
each method for the problems in group 1.

p-values of 0.002 and 0.001 respectively. In the comparisons involving all the
problems, C17, cm42a, cm85a, x2, cm162a and tcon did not present significant
differences, but this was already expected, since significant differences between
SAM-R and SAM-E had already checked at [19]. Since SAM-RRL was unable
to generate feasible solutions in alu2, cmb, cordic and vda, as SAM-R in these
last three problems and SAM-ERL was not performed for alu4, cordic and
vda, comparisons between all algorithms were not performed for these problems
(Figs. 2, 3 and 4).

To measure the relative performance, the ratio of the averages obtained
by SAM-RRL and SAM-R in each problem was made and subtracted from 1.
Thus, positive values indicate that SAM-R, obtained better averages and negative
results indicate where SAM-RRL obtained better averages.
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Fig. 3. Boxplots for the number of transistors of the final feasible solution obtained by
each method for the problems in group 2.

Considering the data presented in Table2, one can observe a trend of the
superiority of the performance of the proposed SAM-RRL to grow with the bud-
get provided to solve the problem and, consequently, with its difficulty. We use
the relative performance of SAM-RRL in relation to SAM-R as a way of mea-
suring the relative variation in performance between these techniques. Relative
performance is defined here as

TRRL 2)

Prrrir=———-1
Tr

where T, is the average of the number of transistors obtained in a given problem
by technique a.

The budgets given in [19] are proportional to the size and complexity of
the problems. In Fig.5 it is possible to observe a trend of improvement in the
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Fig. 4. Boxplots for the number of transistors of the final feasible solution obtained by
each method for the problems in group 3.

performance of SAM-RRL over SAM-R as the problem budget grows. To assess
this relative improvement in performance when the number of objective func-
tion calculations grows, the correlation between Prrr, r and the budget for each
problem was calculated, with a value of —0.46. This indicates evidence that the
proposed algorithm performs better as the problem’s budget grows and, conse-
quently, its difficulty. Looking at Fig. 5, the problems decod and frgl are differ-
ent from the observed correlation. The problem decod is a relatively low budget
problem and where SAM-RRL has managed significantly smaller individuals
than SAM-R and frgl is a problem with big budget, but that the performance
of SAM-RRL was slightly better than the SAM-R. Removing those from the
correction calculation, it goes to the value of —0.68, which can be considered a
good correlation, reinforcing the indication that the SAM-RRL algorithm will
be a good choice for large and complex problems.
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Fig. 5. Performance ratios Prrr,r and computational budgets of the problems solved
here. The problems decod and frgl are marked as orange diamonds.

5 Conclusion

In this work, we proposed an adaptive mutation operator for CGP applied to the
development of combinational logic circuits. The proposal bias the mutations of
the gates taking into account the mutations that have improved the individuals
in previous generations using reinforced learning.

When initialized with a randomized population (SAM-RRL), the proposed
method obtained the best solutions in 15 of the 25 problems, and the best aver-
age results in 12. Also, a high correlation between its performance relative to
SAM-R and the budget allowed for solving the problems, indicating that SAM-
RRL may stand out in larger and more complex problems. When started with a
feasible solution, the proposed technique (SAM-ERL) found better individuals
than the SAM-E algorithm, but worse average. Compared with all the tech-
niques covered in this work, SAM-ERL was, in general, the one with the worst
performance. Despite the results obtained using the adaptive mutation are better
than those found with the baseline mutation, the proposed algorithms showed
no statistically significant difference with respect to SAM-R and SAM-E in most
problems.

The results obtained here are promising. For improving the performance
of the adaptive mutation, it is necessary to understand what happens during
the evolutionary process. A crucial point is to understand how the structural
changes in the circuit affects the learning element of the mutation operator. It
is intended to incorporate this data into the adaptive process and to enable the
frequency adjustment of the type of mutation. Finally, it is possible to change the
reinforcement learning method used here by a specific strategy for non-stationary
rewards, for instance, by increasing the weights to the most recent information.
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Abstract. In social simulation, agents play different roles with different
behaviors. Each has its goals and can cooperate or not with others and
consume resources. Sometimes it is necessary to regulate these agents
with mechanisms like norms that explain action limitations and how
the society works for the agents. To explain how the world works for the
agents, in different domains, ontologies have been used to provide human
knowledge. In this sense, a more special kind of ontology is built with
the legal information of a society: legal ontologies. These legal ontologies
operate with concepts and data collected from human society and this
can be provided to the agents. With this type of information, the agents
can be assisted in monitoring and evaluating actions, comparing their
beliefs with existing laws. Platforms into programming multi-agent sys-
tems provide an environment to develop the social simulations, but not
always provided a connection with ontologies resources. This study pro-
poses the AgentDevLaw middleware that integrates platforms of agents’
simulation with an existent legal ontology. The application of the soft-
ware component is exemplified and tested with simulation scenarios in
two agent’s environments: JaCaMo and JADE.

Keywords: Multi-agent systems - Legal ontology - Brazilian
legislation - Social simulation

1 Introduction

The social simulations have an important place in multi-agent systems (MAS),
due to the fact of agents’ capability in modelling the human beliefs and desire.
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The social simulation contains different fields of research like social science, com-
puter simulation and agent-based computing [4] offering an opportunity to sim-
ulate human interactions.

Each agent in a social simulation can be modelled and execute different inter-
nal intentions. For this, each one can have different behaviors and norms act in
regulations to avoid problems when agent break rules [2]. Currently, discussions
about laws and policies are made to provide these mechanisms to MAS [16] plat-
forms in order to provided sanctions systems to the agents who violate rules or
the laws of society.

To provide human knowledge about laws in a software way, legal ontologies [8,
9,15,19] has been trying to solve in different domains or countries the necessity
of a computer-based legal knowledge model.

In our previous work [19], we described a legal ontology to solve the provid-
ing legal necessary knowledge to agents in a simulation. The addressed problem
is in the possibilities of modeling Brazilian legal information and openness of
this knowledge. The model proposed an ontology structure to query the agent’s
actions to return possible rules about the behaviors. In this case, since the pub-
lication, the legal ontology has been continuously improving® to deal with the
newest legal understanding but the access from multiagent systems was an open
issue. This open issue remains to provide a middleware mechanism to deal with
access to different agents platforms.

The platforms of agent programming like JaCaMo, JADE? and many oth-
ers [13] may provide or not components that agents can interact with ontolo-
gies. The aim of this study is to provide a software component that makes the
interoperability of the law’s knowledge from legal ontology and different MAS
platforms. This study proposes to the agents’ developers a middleware that can
use inside the simulation and can access legal information with less knowledge
in how ontologies work. This paper initially describes the related works and the
necessary bases for the elaboration of the approach. Subsequently, the approach
is presented and a test simulation scenario is designed and applied on two agents’
platforms.

2 Related Work

The application of middleware in MAS is made in different ways, always relating
the necessity of access to an external resource or obtain more knowledge about
the environment. One related study provides the context recognition where the
agents create a layer to solve the communications problems between human users
and environment sensor devices [14].

Another perspective in building middleware for agents in their platforms is
the temporal synchronization layer [17]. This layer provides a mechanism to deal
with temporal aspects of simulation execution. Improve the temporal features
not native in some simulation platforms. In the same interoperability vision,

! https://github.com/fabiosperotto/agentdevlaw /tree/master /ontologies.
2 https://jade.tilab.com.
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another type of middleware is the MISIA [7]. This component act between a
platform with the behavior’s agents and another environment of simulation that
operate with them.

Another middleware options focus on ontology resources and simulation com-
ponents. One study is the knowledge intermediate component that provides
treatment of imprecise information [18]. This study provides an ontology model
with a software component dealing with information and its synonyms concepts,
in agent communications.

Other studies advocate the access of agents to ontologies inside the simula-
tion’s platforms without external middleware. An example of this kind of access
with the JaCaMo platform (this will be more explore in Sect.4.1) can be seen
in [6]. The study uses the CArtAgO’s artifacts inside the platform to implement
access to ontologies through API OWL [10].

The PlaSMA system [21] provides the integration between ontologies and
agents in one platform. This platform is based on JADE and focus in logistic
simulations (can be applied to other domains). The PlaSMA architecture group
agents in the environment and actors’ types, due to the fact the first type is
responsible to give ontological information to the agents. The ontology provided
by PlaSMA has a top-level of concepts about logistics and other ontologies-levels
with more information about physical and non-physical objects. The ontology, in
this case, can be reused in other systems or applied with other domains ontolo-
gies, but in this case, a platform of simulation is provided, not a middleware to
reused in different platforms (our scope).

The SeSAm platform is a visual programming system for development agents’
simulations [11]. There are plugins that extend the system functionalities and
one of them works to import ontologies to the platform [12]. This platform
plugin converts the ontology structures in data attributes or classes to be used
inside the platform. Agents and messages can be constructed based on ontology
information.

The JADE (JAVA Agent DEvelopment Framework) platform is a framework
implemented in Java and builds by FIPA® (Foundation for Intelligent Physical
Agents) specifications [1]. With many internal middlewares and other compo-
nents, JADE provides a peer-to-peer environment capable of any distributed
agent simulation, including mobile platforms with Android systems. This plat-
form has the internal components in support to operate and check content lan-
guages and ontologies by a content manager component*. The content manager
can operate and check information from ontologies, in this way, native mecha-
nisms can be achieved to deal with the conversion information, directly operat-
ing with concepts and the relations from an ontology. In this case, the ontologies
classes and their predicates need to be code in Java classes or use other plugins
to generate classes from ontologies files.

The way in how the agent’s simulation platform is conceived is possible to
provide an agent interacting directly with an ontology, but this is not the main

3 http://www.fipa.org.
4 https://jade.tilab.com/doc/tutorials/CLOntoSupport.pdf.
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rule. Some platforms have native methods (or specific extensions) to deal with
ontology, many of them not [13]. Sometimes other intermediary components are
needed to solve this connection. These components can help to translate the
ontology to build agents attributes, focusing on edit the agents’ specification
and protocols, but sometimes not focus on their knowledge base.

Other questions are about the agents’ and the developer’s capacity. The
first one is the ontology understanding®, how the agents can access and process
the concepts relations, the individual data types, and the SPARQLS® queries
commonly used with ontologies. The second question is the level of understanding
from agents developers. They need to know how to code and integrate agents
and ontologies technologies to translate and work with the information flow.
Sometimes it’s necessary a component that can be attached with the simulation
system and access an ontology knowledge with less effort (with less ontology
development knowledge).

3 The Approach AgentDevLaw

Trying to solve the questions describe at the end of Sect. 2 and the necessity to
provide better communication with the resource of legal knowledge, we propose
a middleware AgentDevLaw. This component needs to associate with a legal
ontology to work with, trough an OWL7 file attached or a web service providing
an endpoint to query ontologies.

The legal ontology is a model of knowledge about the Brazilian legislation and
the details can be seen in our previous work [omitted for review]. The structure
follows the Brazilian law specification but the ontology can be reused for other
legislative domains. The Legislation concept has the description of laws and their
individuals’ concepts are used to provide restrictions actions information for the
agents. The law specification is described by the Norm concept, which applies
sanctions, explaining consequences to the agents’ actions. There are different
Norms concepts for different sanctions or rewards and they are all connected
and applied with the Law and the agent role.

Endpoint

actions
Legal Ontology

Middleware MAS Platform

results

\
punishments/rewards

Fig. 1. The middleware proposed [omitted for review].

5 Because we can make the ontology with different technologies not used in agent
communication techniques.

5 https://www.w3.org/TR/rdf-sparql-query.

7 https://www.w3.org/OWL.
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The Fig.1 shows the middleware proposed that describes the main flow
between the MAS system and the legal ontology. The specification of this mid-
dleware is inspired by the vertical integration with domain [22]. The vertical
architecture integrates domain-specific services upwards with the agents, pro-
viding a better offer of ontology services for the agent developers. In this way, it
is possible to offer a mechanism to any agent regardless of their structure. This
type of architecture focuses in patterns of specification and use of the mechanism
by the agents.

lprocess string to regex filter

2check if the agent role is received

3prepare query with agent role and action
4verifies against legal ontology

5while exists results

6 build list of laws and their consequences
7 return list of laws

Fig. 2. The searchAction method in AgentDevLaw.

Initially the AgentDevLaw middleware receives the agent’s actions and
searches by-laws inside the ontology. The Fig.2 describes the pseudo-code of
the main method in middleware (accessed by agents). The method receives the
agent action and the agent role. The agent role is necessary because some leg-
islation can be addressed to a specific type of agent, but this is not obligatory
and the legal ontology uses a default role for all agents (all agents are citizens).

The search follows the ontology OWL structure with SPARQL queries, check-
ing if the agent’s action combines with one or more laws. If exists any law-related,
a list of objects of type Law (and internally Norms) are created in middleware
to return all data to MAS. To configure the middleware is only needed the ontol-
ogy location and the location type. Two options are provided: use a SPARQL
web service or directly an ontology OWL file (more technical information can be
obtained in the project’s repository). After this, just need to ask the middleware
to search for the agent’s actions. In the next section, this will be more explored
with the application of this component in two different agents’ platforms.

4 Applications and Simulations

For application and tests of this AgentDevLaw, is necessary to describe a scenario
simulation and check this in one or more agent’s simulation platforms. The
example scenario is derived from the same Brazilian law specification in [19].
It’s about the law 7653, article 27 of water resources protection regulating the
fishing activity:

Article 27 of this law defines punishable crime with imprisonment from 2
(two) to (5) (five) years when occurring violation of the prescribed articles 2,
3, 17 and 18 of this law. Paragraph 4 - It’s prohibited to fish in the period
in which the spawning season, from October 1 to January 30, in rivers or in
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standing water and territorial sea, in the period that takes place to spawn
and/or the reproduction of fish; anyone who violates this rule is subject to

the following penalty:
a. if a professional fisherman, a fine of 5 (five) to 20 (twenty) National

Treasury Obligations (OTN) and suspension of professional activity for a
period of 30 (thirty) to 90 (ninety) days;

b. if it is a company that exploits fishing, a fine of 100 (one hundred) to
500 (five hundred) OTN and suspension of its activities for a period of
30 (thirty) to 60 (sixty) days; and,

c. if an amateur fisherman, a fine of 20 (twenty) to 80 (eighty) OTN and
loss of all instruments and equipment used in fishing.

From this law description, is possible to determine the minimum existence
of two agents’ types, as show in Fig.3. The fisherman type who acts with the
fishing activity. We can have other types like police, inspector or others who
supervise the agent’s actions. This work will maintain with one more agent
type: the government. This agent will be responsible to determine the law for
all simulation and can check the agent’s actions. This government agent can
act alone or have support from other agent or mechanism from the simulation

platform.
Actlons i i

Fisherman Government/System Instanuale Laws

| Simulation Platform + AgentDevLaw middleware |

Fig. 3. The organization of agents in scenario simulation.

In the scenario, if an amateur fisherman fish in the piracema® period, he needs
to pay a fine and loses all his equipment. In this work, we will not provide all the
details of monetary and equipment aspects. The main focus is on how this legal
information can be accessible inside the simulation platforms. The operation of
verifying agent actions can be different between the simulation platforms and
this will be explained in the next Sections.

4.1 JaCaMo

JaCaMo has been recognized as a widely used environment in real scenarios
through a MAS oriented programming platform [3]. The platform brings together
three technologies: Jason? to programming autonomous agents, CArtAgO'? in
environment artifacts programming and Moise!! in agents’ organization.

8 Brazilian name given to that period of fish reproduction.
9 http://jason.sourceforge.net.

19 http://cartago.sourceforge.net.

" http://moise.sourceforge.net.
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There are some possibilities in using this study inside the JaCaMo agents’
simulations. The option using two of technologies provided by the platform is the
application of the middleware through CArtAgQO’s artifacts. In Fig.4 we show
the code integrating JaCamo with AgentDevLaw.

The artifact is an example of how can be programmed Java inside the plat-
form with classes extending the Artifact from CArtAgO package. The function
in line 17 of Fig. 4 check the agent action against the ontology through the mid-
dleware. This is made when are send to the ontology the action and the agent
type, or role (line 23). If some law is found, in line 36 a signal is sent with the
consequence of infraction and their type.

In order to use this artifact are needed agents in Jason technology simulating
the society. Initially, we can have the government agent with the responsibility in
instantiate the laws in the simulation (in this platform the artifacts are provided
by the makeAartifact'? functionality).

14 public class Legislation extends Artifact {

16e @OPERATION

17 void checkAction(String action) {

18

19 OntologyConfigurator ontology = new OntologyConfigurator();
20 ontology.setOrigin(OntologyConfigurator.MODEL) ;

21 QueryProcess middleware = new QueryProcess(ontology);

22

23 List<Law> laws = middleware.searchAction(action,

24 getCurrentOpAgentId().getAgentName());
25

26 if(!laws.isEmpty()) {

27

28 for(int i = 0; i < laws.size(); i++) {

29 System.out.print("Law found -> ");

30 System.out.println(laws.get(i).getIndividual());
3 List<Norm> norms = laws.get(i).getNorms();

3 System.out.print("Norm needed to apply -> ");

33 System.out.println(norms.get(0).getIndividual())
34 for(int j = 0; j < norms.size(); j++) {

35

36 signal("legal”,

3 norms.get(j).getConsequenceType(),

3 norms.get(j).getConsequence() );

3

3 }

40 }

41 }

42 }

43 }

Fig. 4. JaCaMo artifact with the middleware access.

As shown in Fig. 5 on left, we have an extra agent called system. This system
agent is used as support the government agent. This agent can be something
like a government’s legislation system or more specific ramifications of law like
inspector, policemen or others. In this case, the system stays watching if a law
exists (if the legislation CArtAgO’s artifact is instantiated by the government).
If legislation exists (line 13 on left of Fig.5), he maintains the focus on any
information generated from the artifact. The signal sent from the artifact is

12 http://cartago.sourceforge.net/?page_id=69.
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received by this agent in function +legal (Fig.5 line 22 on left) when the agent
act about this legal information.

The +legal function process two data received from ontology (through mid-
dleware): concept and their value. These two data describe the norm applied
to a specific law regulating the fish activity at the moment. The concept is the
type of ontology individual that describes any of Norms concepts in the legal
ontology model. The value is the individual related or the specific consequence
of the law. In Fig. 6 this is more detailed.

Another agent, fisherman, have the fish action. But the problem is how we
can collect the agent’s actions. In this example we prefer gives to the same
fisherman the responsibility in if exists some legislation belief (line 14 of Fig.5
on right) he needs to tell always about their action'3. In the same Fig. 5, on line
15, the action function in legislation artifact (Fig.4) is called and the action of
the agent is sent. Then, the artifact will use the middleware, search about laws
and fire signals to the system about sanctions or violations.

7 stel
8 lobserve.

9 /* Plans */
10=+!observe : true <-

11 ?existsLaw(L).

12 6

13=+?existsLaw(LegId): true <- 7 lstart.

14 lookupArtifact(legislation, LegId); 8 /* Plans */

15¢ focus(LegId); ) . 9=+!start : true <-

%g printin("I found a legislation"). 10 .print("Amateur fisherman online").
18= -?existsLaw(LegId): true <- }%

19¢ .wait(10); 3

20 ?existsLaw(LegId). 14¢ +legislation: true <-
21 15 checkAction("fish").
22=+legal(Concept, Value) : true <-

3 println("I received a communication about

24 a sanction \nof type => ", Concept,

25 " with value = ", Value

26 )i

27 +sanction(Value);

28 .perceive.

Fig. 5. AgentSpeak code of government system (on left) and fisherman agent (on right)
in JaCaMo.

The Fig. 6 show the simulation results. When the system found the legislation
artifact and knows about a law violation, he writes in the console about it. For
example, the value is the individual pay-a-fine from the concept PayAFine.
This and other samples of code can be accessed in the example project repository.
After this, a lot of simulations options can be coded like: the agent believes that
he doesn’t have any more the equipment and need to pay a fine to State.

Another option is about the insertion of a new agent, called police, that act
about the sanctions and helps the government in law maintenance. This may have
a lot of different details depending on the simulation necessity. For example, it is

13 We consider the agents don’t have the capability of lie.
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-

MAS Console - simulalei

common CArtAgO Http Server running on http://127.0.1.1:3273
government |(Jason Http Server running on http://127.0.1.1:3272
" fisherman | [government] Government making laws!
[fisherman] Amateur fisherman online
[system] | found a legislation
[system] | found a legislation
[system] | found a legislation
fish - fisherman
Law found -> law-7653 _article27_4
Norm needed to apply -> _article27_4_line-c
[system] | received a communication about a sanction
of type => Seizure with value = equipment-loss
[system] | received a communication about a sanction
of type => PayAFine with value = pay-a-fine_20-80

Fig. 6. Results of JaCaMo simulation.

possible to use a public politic framework [16] to maintain a list of laws updated
with the legal ontology. With this, automatic action plans based on the agent’s
actions can be made to act about sanctions. The observable properties and events
of CArtAgO can be mapped into agents’ beliefs database, similar to what is done
in Fig.5 in line 27 on left.

Another example to give direct access to the agents can know about the
ontology information is with internal actions. The codification of an internal
action can be seen in the project repository but is similar to the artifacts. In
Fig.5 at line 11, on the right, the agent fisherman can access a method provided
by a class that extends DefaultInternalAction, where use the middleware in
the same way. After this, the agent can use in his belief base, the example at
line 12: belief in a sanction received by a State (+stateSanction).

4.2 JADE

In this platform, we choose to implement two agents: Government and Fisher-
man. This platform differs from JaCaMo because it doesn’t have a technology-
based with artifacts and don’t follow the same beliefs architecture. But the
principles of how to use the proposed middleware is similar a JaCaMo. In this
platform we have another kind of simulation, the river, for example, is pro-
vided as a resource in the called yellow pages of the platform. The yellow pages
are services directory specifications where agents can register their services and
resources while others can search to consume the same things.

In this simulation, a government agent provides the access permission to the
river if it has the legal knowledge allowing the fishing in the moment. The fisher-
man tries to fish searching by the river resource, if not found, wait a moment, and
try again, until can execute the activity. It differs from previously simulation in
JaCaMo because it simulates the government administrative management, not
the agents’ actions evaluation.

A standard feature of this platform is each agent may have one or more
behaviors. Each behavior can be executed depending on some actions or in a
time interval during the simulation. The government agent has a behavior that
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will execute every six seconds (see Fig. 7, line 24). This method is in the agent
setup and tries to find some legislation about the fish action in ontology law (line
30). If something related to this is found (line 32) the river access permission is
registered in yellow pages service.

On the other hand, the fishing agent has his own behavior method. In Fig. 8
in line 27, is possible to see a method that executes every ten seconds. In this
method, between the lines 31 and 38, the fisherman agent tries to search in yellow
pages about a river to fish. If exists the permission access to the resource, a new
behavior called FishPerformer() is added. This behavior is just the fishing
activity itself.

24addBehaviour(new TickerBehaviour(this, 6000) {
25 protected void onTick() {

27 OntologyConfigurator ontology = new OntologyConfigurator();
28 ontology.setOrigin(OntologyConfigurator.MODEL) ;

29 QueryProcess middleware = new QueryProcess(ontology);
30 List<Law> laws = middleware.searchAction("fish", "fisherman");
31

3 if(laws.isEmpty()) {

33 dfd.setName(getAID());

3 sd.setType("river");

35 sd.setName("River access permission");

3 dfd.addServices(sd);

3 try {

3 DFService.register(myAgent, dfd);

39

40 catch (FIPAException fe) {

41 fe.printStackTrace();

42 }

43

44 Yelse {

45 dfd.removeServices(sd);

46 System.out.println("Fishing is not allowed");

47

48

49});

Fig. 7. The behaviour of government agent in JADE.

The yellow pages was used in a sense of legal system resources. If the resource
exists, the permission of use is released to the society by the government. So, it’s
not illegal to use the resource. The Fig.9 shows the results of this simulation.
After the agent is ready, the behaviors are executed. If the prohibition of fishing
is active, the permission access is not provided. It’s almost as the government
saying “the resource is legally closed and you cannot enter” to the fisherman.

Other kinds of simulations could be offered in a sense of freedom of knowledge.
As done before in JaCaMo simulation, the fisherman agent may access directly
the legal information with middleware and check about permissiveness.

More details about this simulation can be found in the project repository.
The JADE platform has a robust ontology API'*. Whole components could be
implemented and reflect all the legal ontology of this study'®. But this demands
more ontology knowledge for whose want work with this study and the code
will work only in the JADE environment. Both items are not the aim of our
approach.

' https://jade.tilab.com/doc/api/jade/content /onto/Ontology.html.
15 Without requiring extra middleware.
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.25 protected void setup() {

26 System.out.println("Agent "+this.role+" is ready.");

27 addBehaviour(new TickerBehaviour(this, 10000) {

-28 protected void onTick() {

29 System.out.println("Trying to fish");

3 DFAgentDescription template = new DFAgentDescription();

ServiceDescription sd = new ServiceDescription();
sd.setType("river");
template.addServices(sd);
tr
DFAgentDescription[] result = DFService.search(myAgent, template);

WWWWWwwWwu
YOO A WR

if(result.length > 0) {

3 System.out.println("Exists river access permission!");
40 myAgent.addBehaviour(new FishPerformer());
41

42 }else {

43 System.out.println("River access denied");
44

45 }

46 catch (FIPAException fe) {

47 fe.printStackTrace();

48 }

49 }

50 b

51}

Fig. 8. The behaviour of fisherman agent in JADE.

Agent fisherman is ready.

Government Agent is ready!

Law -> law-7653 article27 4

Norm -> _article27 4 line-c

Consequence -> pay-a-fine 20-80 (PayAFine)
Consequence -> equipment-loss (Seizure)
Fishing is not allowed

Trying to fish

River access denied

Fig. 9. The results from the simulation in JADE.

4.3 Discussions

The problem about collect the agents’ actions without them communicate what
they are doing, remains the same. For years the theories of agency describe
the communication acts that affect the world like the physical acts [5]. The
architecture of that simulation’s platforms could permit, at a low level, intercept
these messages to make the necessary legal evaluation of the agent action. In
this study case, the preference stays with the action’s evaluation in some way
by other agents, asking about their actions, or the agents declaring their self-
actions. To provide a more sophisticated implementation, a “big brother” or
similar component is needed to follow the agents’ actions. But in that case,
other problems in agent’s society like surveillance or privacy [20] can arise and
this is not the scope of our study.

One important detail is the capacity of middleware in returning data from
the ontology. As seen in all examples in previous Sections, the AgentDevLaw
always returns to the agent system a list of laws. This is important because the
law search mechanism uses regular expression filter to find laws related to the
agent action. Enhancements are in conduct, trying to solve the issues with the
better processes of expression regular filters and text similarities.
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The individual concepts of laws and norms consequences may have data
details to better describe their information. For example, the ontology individual
pay-a-fine-20-80 have the 20.0 as a float value. This describes that it is necessary
to pay 20 monetary units as a sanction. Another example is for individuals like
detention-2_5, have two specification values of the integer type: minimum value
of 2 and a maximum of 5 (describing years in detention). All data types inside
the OWL ontology is specified by an XML schema!® the middleware has methods
that process this information, offer the option to return together with the value
and the data type, in favor of any agents’ developer intention. This is important
because all information in the ontology is identified by URI (Uniform Resource
Identifier) resources and sometimes it is necessary to know what type is each
value for better computational purposes.

5 Conclusion and Further Work

The simulation platforms like JaCaMo and JADE provide a good environment
for researchers to place their projects and execute many types of simulations. To
provide this middleware for the same platforms was easy in the sense that all have
adherents with Java technology (partially or completely). We learn with these
simulations’ software and more tests with other platforms can be conducted in
a future. The complexity is in bring together components and provides a good
“relationship” between the agents with the ontology. The study comprised a
good practice of this with the used platforms.

Ontologies have been used to provide human knowledge for the agents. In
this study, the legal ontology can be fully connected with the multi-agent system
and provide legal knowledge for the agents. This approach is focused on Brazilian
legislation, in how the legislators structure their laws. But the use of common
concepts in agents systems field like Norm, Consequence and Law may help
with a model for other legislative bodies of other countries. The agents’ actions
monitoring, privacy and the use of more than one legal ontology are important
issues and will be addressed in future works.

The middleware provides a better sense of the communication of legal infor-
mation for agents and the agents’ developers. While the legal ontology is attached
to agents’ platform, the developers can write methods in agents to stay ready to
ask for any legal information. This fact decreases the necessity of more knowl-
edge in ontology technology and increases the information access for the agents
even they need to change between different simulations platforms. The various
agents in different platforms can check their behaviors against the legal rules
make evaluations about probable violations.

The proposed work is a software component that needs to be attached to
agents platforms to be operative. There is future planning to transform this
middleware into a web service that provides the same functionalities with fewer
configurations demands.

6 http://www.w3.0org/2001/XMLSchema.
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Another issue is the legal categories: it is possible to categorize Brazilian law
between civil and criminal legislation. Another type is the international legis-
lation that can be necessary inside globalization legal information. For all the
cases, the proposed middleware doesn’t deal with this categorization of informa-
tion. The middleware needs improvements in recognize behaviors and patterns,
searching for different groups of legislation, understanding automatically what
legal categories need to be processed.

So, the main contribution of this work is to provide a mechanism to evalu-
ate the software component’s actions against society legislation and explain for
those agents what is permitted or not. Other types of software components can
benefit from this information access. Shortly, this mechanism will provide ways
to operate the laws inside the ontology. The agents will be capable of creating
and editing laws allowing the agents not only to understand but rationalize and
build their legislation.
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Abstract. During the first step of practical reasoning, i.e. deliberation
or goals selection, an intelligent agent generates a set of pursuable goals
and then selects which of them he commits to achieve. Explainable Artifi-
cial Intelligence (XAI) systems, including intelligent agents, must be able
to explain their internal decisions. In the context of goals selection, agents
should be able to explain the reasoning path that leads them to select (or
not) a certain goal. In this article, we use an argumentation-based app-
roach for generating explanations about that reasoning path. Besides,
we aim to enrich the explanations with information about emerging con-
flicts during the selection process and how such conflicts were resolved.
We propose two types of explanations: the partial one and the complete
one and a set of explanatory schemes to generate pseudo-natural expla-
nations. Finally, we apply our proposal to the cleaner world scenario.

Keywords: Goals selection + Explainable agents - Formal
argumentation

1 Introduction

Practical reasoning means reasoning directed towards actions, i.e. it is the pro-
cess of figuring out what to do. According to Wooldridge [20], practical reasoning
involves two phases: (i) deliberation, which is concerned with deciding what state
of affairs an agent wants to achieve, thus, the outputs of deliberation phase are
goals the agent intends to pursue, and (ii) means-ends reasoning, which is con-
cerned with deciding how to achieve these states of affairs. The first phase is
also decomposed in two parts: (i) firstly, the agent generates a set of pursuable
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goals?, and (ii) secondly, the agent chooses which goals he will be committed to
bring about. In this paper, we focus on the first phase, that is, goals selection.

Given that an intelligent agent may generate multiple pursuable goals, some
conflicts among these goals could arise, in the sense that it is not possible to
pursue them simultaneously. Thus, a rational agent selects a set of non-conflicting
goals based in a criterion or a set of criteria. There are many researches about
identifying and resolving such conflict in order to determine the set of pursued
goals (e.g., [1,14,18,19,21]). However, to the best of our knowledge, none of these
approaches gives explanations about the reasoning path to determine the final
set of pursued goals. Thus, the returned outcomes can be negatively affected due
to the lack of clarity and explainability about their dynamics and rationality.

In order to better understand the problem, consider the well-know “cleaner
world” scenario, where a set of robots (intelligent agents) has the task of cleaning
a dirty environment. The main goal of all the robots is to have the environment
clean. Besides cleaning, the robots have other goals such as recharging their
batteries or being fixed. Suppose that at a given moment one of the robots (let
us call him BOB) detects dirt in slot (5, 5); hence, the goal “cleaning (5, 5)”
becomes pursuable. On the other hand, BOB also auto-detects a technical defect;
hence, the goal “be fixed” also becomes pursuable. Suppose that BOB cannot
commit to both goals at the same time because the plans adopted for each goal
lead to an inconsistency. This means that only one of the goals will become
pursued. Suppose that he decides to fix its technical defect instead of cleaning
the perceived dirt. During the cleaning task or after the work is finished, the
robot can be asked for an explanation about his decision. It is clear that it is
important to endow the agents with the ability of explaining their decisions, that
is, to explain how and why a certain pursuable goal became (or not) a pursued
goal.

Thus, the research questions that are addressed in this paper are: (i) how to
endow intelligent agents with the ability of generating explanations about their
goals selection process? and (ii) how to improve the informational quality of the
explanations?

In addressing the first question, we will use arguments to generate and rep-
resent the explanations. At this point, it is important to mention that in this
article, argumentation is used in two different ways. Firstly, argumentation will
be used in the goals selection process. The input to this process is a set of possible
conflicting pursuable goals such that each one has a preference value and a set
of plans that allow the agent to achieve them, and the output is a set of pursued
goals. We will base on the work of Morveli-Espinoza et al. [14] for this process.
One important contribution given in [14] is the computational formalization of
three forms of conflicts, namely terminal incompatibility, resource incompatibil-
ity, and superfluity, which were conceptually defined in [5]. The identification
of conflicts is done by using plans, which are represented by instrumental argu-

! Pursuable goals are also known as desires and pursued goals as intentions. In this
work, we consider that both are goals at different stages of processing, like it was
suggested in [5].
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ments?. These arguments are compared in order to determine the form of conflict
that may exist between them. The set of instrumental arguments and the conflict
relation between them make up an Argumentation Framework (AF). Finally, in
order to resolve the conflicts, an argumentation semantics is applied. This seman-
tics is a function that takes as input an AF and returns those non-conflicting
goals the agent will commit to. Secondly, argumentation is used in the process
of explanation generation. The input to this process is the AF mentioned above
and the set of pursued goals and the output is a set of arguments that repre-
sent explanations. The arguments constructed in this part are not instrumental
ones, that is, they do not represent plan but explanations. Regarding the second
question, we will use the information in instrumental arguments for enriching
explanations about the form(s) of conflict that exists between two goals.

Next section focuses on the knowledge representation and the argumenta-
tion process for goal selection. Section 3 presents the argumentation process for
generating explanations. Section 4 is devoted to the application of the proposal
to the cleaner world scenario. Section 5 presents the main related work. Finally,
Sect. 6 is devoted to conclusions and future work.

2 Argumentation Process for Goals Selection

In this section, we will present part of the results of the article of Morveli-
Espinoza et al. [14], on which we will base to construct the explanations. Since
we want to enrich the explanations, we will increase the informational capacity
of some of the results.

Firstly, let £ be a first-order logical language used to represent the mental
states of the agent, - denotes classical inference, and = the logical equivalence.
Let G be the set of pursuable goals, which are represented by ground atoms of £
and B be the set of beliefs of the agent, which are represented by ground literals?
of L. In order to construct instrumental arguments, other mental states are
necessary (e.g. resources, actions, plan rules); however, they are not meaningful
in this article. Therefore, we will assume that the knowledge base (denoted by
IC) of an agent includes such mental states, besides his beliefs.

According to Castelfranchi and Paglieri [5], three forms of incompatibil-
ity could emerge during the goals selection: terminal, due to resources, and
superfluity*. Morveli-Espinoza et al. [14] tackled the problems of identifying
and resolving these three forms of incompatibilities. In order to identify these
incompatibilities the plans that allow to achieve the goals in G are evaluated.

2 An instrumental argument is structured like a tree where the nodes are planning
rules whose premise is made of a set of sub-goals, resources, actions, and beliefs and
its conclusion or claim is a goal, which is the goal achieved by executing the plan
represented by the instrumental argument.

3 Literals are atoms or negation of atoms (the negation of an atom a is denoted —a).

4 Hereafter, terminal incompatibility is denoted by ¢, resource incompatibility by r,
and superfluity by s.
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Considering that in their proposal each plan is represented by means of instru-
mental arguments, as a result of the identification problem, they defined three
AFs (one for each form of incompatibility) and a general AF that involves all of
the instrumental arguments and attacks of the three forms of incompatibility.

Definition 1 (Argumentation frameworks). Let ARGiys be the set of instru-
mental arguments that an agent can build from K°. A z-AF is a pair AF, =
(ARG, R,) (for x € {t,r,s}) where ARG, C ARGips and R, is the binary relation
R+ C ARGins X ARGiys that represents the attack between two arguments of ARGy,
so that (A, B) € R, denotes that the argument A attacks the argument B.

Since we want to improve the informational quality of explanations, we mod-
ify the general AF proposed in [14] by adding a function that returns the form of
incompatibility that exists between two instrumental arguments. Thus, an agent
will not only be able to indicate that there is an incompatibility between two
goals but he will be able to indicate the form of incompatibility.

Definition 2 (General AF). Let ARGiyns be a set of instrumental arguments
that an agent can build from KC. A general AF is a tuple AFger, = (ARGins, Rgen,
£_INCOMP), where Ryen = Ri UR, UR, and £ _INCOMP : R 4o, — 2{65},

Ezxample 1. Recall the cleaner world scenario that was presented in Introduction
where agent BOB has two pursuable goals, which can be expressed as clean(5,5)
and be(fired) in language L. Consider that there are two instrumental argu-
ments whose claim is clean(5,5), namely A that has a sub-argument E whose
claim is pickup(5,5) and C that has a sub-argument D whose claim is mop(5, 5).
Besides, there are two instrumental arguments whose claim is be( fized), namely
B that has a sub-argument H whose claim is be(in_workshop) and F that does
not have any sub-argument.

Recall also that terminal incompatibility was also exemplified. In order to
exemplify the other forms of incompatibility and generate the general AF for
this scenario, consider the following situations:

— BOB has 90 units of battery. He needs 60 units for achieving C, he needs 70
units for achieving A, he needs 30 units for achieving B, and he does not need
battery for achieving F' because the mechanic can go to his position. We can
notice that there is a conflict between A and B and consequently between
their sub-arguments.

— As can be noticed, there are two instrumental arguments whose claim is
clean(5,5) and two instrumental arguments whose plan is be( fized). It would
be redundant to perform more than one plan to achieve the same goal, this
means that arguments with the same claim are conflicting due to superfluity.
This conflict is also extended to their sub-arguments.

5 For further information about how instrumental arguments are built, the reader is
referred to [14].
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We can now generate the general AF for the cleaner world scenario: AF e, =

({A,B,C,D,E,F,H}, Ryen, £ INCOMP) where R, = {(4,B),(B,A),(E,B),
(B, E),(E, H) ( E), (A, H),(H,A),(C,B),(B,C),(D,B),(B,D), (D, H),
(H,D),(C )7(H70)}7 R, = {( B),(B,A),(E,B),(B,E), (A, H),(H,A),
(E,H),(H,E)}, and Ry = {(C, )(A C),(E,D), (D, )(CE) (E,0C),
(A,D),(D,A),(F,B),(B,F),(F,H), (H F)}. Flgurel shows the graph repre-
sentation.

pickup(5,5) E

clean(5,5)

B ) be(fixed)

clean(5,5)

H
be(fixed)

be(in_workshop)

mop(5,5) D

Fig. 1. (Obtained from [13]) The general AF for the cleaner world scenario. The nodes
represent the arguments and the arrows represent the attacks between the arguments.
The text next to each node indicates the claim of each instrumental argument.

So far, we have referred to instrumental arguments — which represent plans
— however, since the selection is at goals level, it is necessary to generate an
AF where arguments represent goals. In order to generate this framework, it is
necessary to define when two goals attack each other. This definition is based
on the general attack relation Rgep, which includes the three kinds of attacks
that may exist between arguments. Thus, a goal g attacks another goal ¢’ when
all the instrumental arguments for g (that is, the plans that allow to achieve g)
have a general attack relation with all the instrumental arguments for ¢’. This
attack relation between goals is captured by the binary relation RG C G x G. We
denote with (g, ¢") the attack relation between goals g and ¢’. In other words, if
(g9,9') € RG means that goal g attacks goal g'.

Definition 3 (Attack between goals). Let AF jer, = (ARGing, Rgen, £-INCOMP)

be a general AF, g,g' € G be two pursuable goals, ARG_INS(g)®, ARG_INS(g’)
C ARGiys be the set of arguments for g and g', respectively. Goal g attacks goal
g' when VA € ARG_INS(g) and VYA’ € ARG_INS(g') it holds that (A, A’) € Rgen or
(A',A) € Ryen-

6 ARG_INS(g) denotes all the instrumental arguments that represent plans that allow
to achieve g.
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Once the attack relation between two goals was defined, it is also important
to determine the forms of incompatibility that exist between any two conflicting
goals. The function INCOMP_G(g, ¢’) will return the set of forms of incompatibil-
ity between goals g and ¢'. Thus, if (g9,¢") € RG, then V(A, A") € Ryen and
V(A’, A) € Rgen where A € ARG_INS(g) and A’ € ARG_INS(g’), INCOMP_G(g,¢') =
(J£-INCOMP((A, A’)) U£_INCOMP((A’, A)). We can now define an AF where argu-
ments represent goals.

Definition 4 (Goals AF). An argumentation-like framework for dealing with
incompatibility between goals is a tuple GAF = (G, RG, INCOMP_G, PREF), where:
(i) G is a set of pursuable goals, (i1) RG C Gx G, (iii) INCOMP_G : RG — 2{t:ms}
and (iv) PREF : G — (0,1] is a function that returns the preference value of a
given goal such that 1 stands for the maximum value.

Hitherto, we have considered that all attacks are symmetrical. However, as
can be noticed goals have a preference value, which indicates how valuable each
goal is for the agent. Therefore, depending on this preference value, some attacks
may be considered successful. This means that the symmetry of the relation
attack may be broken.

Definition 5 (Successful attack)’. Let g,g' € G be two goals, we say that g
successfully attacks g' when (g,9’) € RG and PREF(g) > PREF(¢’).

Let us denote with GAFs. = (G, RGsc, INCOMP_G, PREF) the AF that results
after considering the successful attacks.

The next step is to determine the set of goals that can be achieved without
conflicts, which can also be called acceptable goals and in this article, they
can be explicitly called pursued goals. With this aim, it has to be applied an
argumentation semantics. Morveli-Espinoza et al. did an analysis about which
semantics is more adequate for this problem. They reached to the conclusion
that the best semantics is based on conflict-free sets, on which a function is
applied. Next we present the definition given in [14] applied to the Goals AF.

Definition 6 (Semantics). Given a GAF,. = (G, RG,., INCOMP_G, PREF). Let
Scr be a set of conflict-free sets calculated from GAFse. MAX UTIL : Spr — 257
determines the set acceptable goals. This function takes as input a set of conflict-
free sets and returns those with the maximum utility for the agent in terms of
preference value.

Let G' C G be the set of goals returned by MAX_UTIL. This means that G’
s the set of goals the agent can commit to, which are called pursued goals or
intentions.

Regarding the function for determining acceptable goals, there may be many
ways to make the calculations; for example, one way of characterizing MAX_UTIL
is by summing up the preference value of all the goals in an extension. Another
way may be by summing up the preference value of just the main goals without
considering sub-goals. We will use the first characterization in our scenario.

" In other works (e.g., [11,12]), it is called a defeat relation.
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Example 2. Consider the general AF of Examplel, the agent generates:
GAF,. = ({cdean(5,5),pickup(5,5), mop(5,5),be(in_workshop),be(fired)},
{(mop(5,5), pickup(5,5)), (clean(5, 5), be(in-workshop)), (mop(5, 5), be(in-work
shop)), (pickup(5,5), be(in_workshop))}, INCOMP_G, PREF). Figure2 shows this
GAF, the preference values of each goal, and the form of incompatibilities that
exists between pairs of goals.

From GAF., the number of conflict-free extensions is: |Sexr| = 14. After
applying MAX UTIL, the extension with the highest preference is: {clean(5,5),
mop(5,5), be(fixzed)}. This means that G = {clean(5,5), mop(5,5), be(fized)}
are compatible goals that can be achieved together without conflicts.

PREF: 0.75 PREF: 0.75

PREF: 0.8 PREF: 0.6

be(fixed)

tr
be(in_workshop)
06

Fig. 2. GAF for the cleaner world scenario. The text next to each arrow indicates the
form of incompatibility.

3 Argumentation Process for Explanations Generation

In this section, we present explanatory arguments and the process for generating
explanations for a goal become pursued or not.
First of all, let us present the types of questions that can be answered:

~ WHY(g): it is required an explanation to justify why a goal g became pursued®.
— WHY_NOT(g): it is required an explanation to justify why a goal g did not
become pursued.

3.1 Explanatory Arguments and Argumentation Framework

As a result of the above section, we obtain a Goals Argumentation Framework
(GAF) and a set of pursued goals. Recall that in a GAF, the arguments represent
goals; hence, in order to generate an explanation from a GAF, it is necessary
to generate beliefs and rules — that reflect the knowledge contained in it — from
which, explanatory arguments can be constructed. Before presenting the beliefs

and rules, let us present some functions that will be necessary for the generation
of beliefs:

8 In order to better deal with goals, we map each goal to a constant in L.
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— COMPS(GAF..) ={g | (9,9') € RGsc (or (¢',9) € RGsc), where g,g' € G}
This function returns the set of goals without conflicting relations.

— EVALPREF(GAF,.) = {(9.9") | (9,9') € RGsc and (¢',9) ¢ RGs.}. This
function returns all the pairs of goals in RG’ that represent non-symmetrical
relations between goals. When the relation is not symmetrical, it means that
one of the goals is preferred to the other.

Using these functions, the set of beliefs generated from a G AF;. = (G, RGs.,
INCOMP_G, PREF) are the following:

— Vg € COMPS(GAF,.) generate a belief —incomp(g)

- V(g9,¢9’) € EVALPREF(GAF,.), if PREF(g) > PREF(¢’), then generate
pref(g,9') and —pref(g', g).

— VY(g,9') € (RGs.\EVAL_PREF(G.AF,.)) generate a belief eq_pref(g,g’). These
beliefs are created for those pairs of goals with equal preference.

- V(g9,9') € RGs. generate a belief incompat(g,q’,ls) where Ils =
INCOMP_G(g, ¢')

— Vg € G’ generate a belief max_util(g)

~ Vg € G\G' generate a belief —maz_util(g)

All the beliefs that are generated have to be added to the set of beliefs B of
the agent. These beliefs are necessary for triggering any of the following rules:

— rl: —incomp(x) — pursued(x)

— 12 :incompat(x,y,ls) A pref(x,y) — pursued(x)

— r3 : incompat(x,y,ls) A —pref(y,z) — —pursued(y)
— rd :incompat(x,y,ls) A eqpref(z,y) — pursued(x)
— r5 : maz_util(z) — pursued(zx)

— 16 : ~max_util(z) — —pursued(x)

Let ER = {rl,r2,r3,74,7r5,76} be the set of rules necessary for constructing
explanatory arguments.

Definition 7 (Explanatory argument). Let B, ER, and g € G be the set of
beliefs, set of rules, and a goal of an agent, respectively. An explanatory argument
constructed from B and ER for determining the status of g is a pair A = (S, h)
such that (i) S CBUER, (ii) h € {pursued(g), —pursued(g)}, (i) S F h, and
(iv) S is consistent and minimal for the set inclusion®.

Let ARGy, be the set of explanatory arguments that can be built from B and
ER. We call § the support of an argument A (denoted by SUPPORT(A)) and h
its claim (denoted by CLAIM(A)).

We can notice that rules in ER can generate conflicting arguments because
they have inconsistent conclusions. Thus, we need to define the concept of attack.
In this context, the attack that can exist between two explanatory arguments is
the well-known rebuttal [3], where two explanatory arguments support contra-
dictory claims. Formally:

9 Minimal means that there is no S’ C S such that S F h and consistent means that
it is not the case that S F pursued(g) and S - —pursued(g) [9].
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Definition 8 (Rebuttal). Let (S, h) and (S’,h') be two explanatory arguments.
(S, h) rebuts (S",hy iff h = —h'.

Rebuttal attack has a symmetric nature, this means that two arguments
rebut each other, that is, they mutually attack. Recall that the semantics for
determining the set of pursued goals is based on conflict-free sets and on a
function based on the preference value of the goals. This function is decisive in
the selection of the extension that includes the goals the agent can commit to.
Thus, it is natural to believe that arguments related to such function are stronger
than other arguments. This difference in the strength of arguments turns out in a
defeat relation between them, which breaks the previously mentioned symmetry.

Definition 9 (Defeat Relation - D). Let ER be the set of rules and A =
(S,h) and B = (S', 1) be two explanatory arguments such that A rebuts B and
vice versa. A defeats B iff r5€ S (orr6 € S).

We denote with (A, B) the defeat relation between A and B. In other words,
if (A, B) € D, it means that A defeats B.

Once we have defined arguments and the defeat relation, we can generate the
AF. It is important to make it clear that a different AF is generated for each
goal.

Definition 10 (Ezxplanatory AF). Let g € G be a pursuable goal. An
Explanatory AF for g is a pair X AF, = (ARG, , D9) where:

exp)

~ ARGY,, C ARGeyp such that YA € ARGY,,, CLAIM(A) = pursued(g) or
CLAIM(A) = —pursued(g).

~ D9 C ARGY,,, X ARGY,, is a binary relation thal captures the defeat relation
between arguments in ARGY,,,.

The next step is to evaluate the arguments that make part of the AF. This
evaluation is important because it determines the set of non-conflicting argu-
ments, which in turn determines if a goal becomes pursued or not. Recall that
for obtaining such set, an argumentation semantics has to be applied. Unlike the
semantics for goals selection, in this case we can use any of the semantics defined
in literature. Next, the main semantics introduced by Dung [6] are recalled!®.

Definition 11 (Semantics). Let X AF, = (ARGZ,,,, DY) be an explanatory AF
and € C ARG,

- & is conflict-free if VA,B € £, (A, B) ¢ D9

~ & defends A iff VB € ARGY,,,,, if (B, A) € DY, then 3C € € s.t. (C,B) € DY.
— & is admissible iff it is conflici-free and defends all its elements.

- A conflict-free £ is a complete extension iff we have £ = {A|E defends

A}

10 1t is not the scope of this article to study the most adequate semantics for this
context or the way to select an extension when more than one is returned by a
semantics.
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- & is a preferred extension iff it is a mazimal (w.r.t. the set inclusion)
complete extension.

- & is a grounded extension iff is a minimal (w.r.t. set inclusion) complete
extension.

- & is a stable extension iff & is conflict-free and VA € ARGY,,,, AB € £ such
that (B, A) € D9.

Finally, a goal g becomes pursued when 3A € & such that CLAIM(A) =
pursued(g).

3.2 Explanation Generation Process

In this article, an explanation is made up of a set of explanatory arguments
that justify the fact that a pursuable goal becomes (or not) pursued. Recall that
there is a different explanatory AF for each pursuable goal. Thus, we can say
that an explanation for a given goal g is given by the explanatory AF generated
for it, that is X AF,. Besides, if g € G’, the explanation is required by using
WHY(g); otherwise, the explanation is required by using WHY _NOT(g). Finally, we
can differentiate between partial and complete explanations depending on the
set of explanatory arguments that are employed for the justification:

— A complete explanation for g is: C€, = X AF,
— A partial explanation for g is: PE; = £, where £ is an extension obtained by
applying a semantics to X AF,.

We can now present the steps for generating explanations. Given a GAF,, =
(G, RGsc, INCOMP_G, PREF) and a set of pursued goals G’, the steps for generating
an explanation for a goal g € G are:

1. From GAF,. generate the respective beliefs and add to B

2. Trigger the rules in £R that can be unified with the beliefs of B

3. Construct explanatory arguments based on the rules and beliefs of the two
previous items

4. Vg € G do
(a) Generate the respective explanatory AF (that is, X AF,) with the argu-

ments whose claim is pursued(g) or —pursued(g) and the defeat relation

(b) Calculate the extension &£ from X AF,

3.3 From Explanatory Arguments to Explanatory Sentences

Like it was done in [7], in this sub-section we present a pseudo-natural language
for improving the understanding of the explanations when the agents are inter-
acting with human users. Thus, we propose a set of explanatory schemes, one
for each rule in £R. This means that depending on which rule an argument
was constructed, the explanation scheme is different. In this first version of the
scheme, we will generate explanatory sentences only for partial explanations.
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Recall that goals are mapped to constants of £, in order to improve the
natural language let NAME(g) denote the original predicate of a given goal g.
Besides, let RULE(A) denote which of the rules in £R was employed in order to
construct A.

Definition 12 (Ezplanatory Schemes). Let A = (S,h) be an explanatory
argument. An explanatory scheme exp_sch for A is:'!

— IfRULE(A) = r1 : mincomp(x) — pursued(x), then
exp-sch = (NAME(z) has no incompatibility, so it became pursued.)

— IfRULE(A) = 72 : incompat(x,y,ls) A pref(z,y) — pursued(x), then
exp-sch = (NAME(z) and NAME(y) have the following conflicts: ls. Since
NAME(z) is more preferable than NAME(y), NAME(z) became pursued.)

— IfRULE(A) = 73 : incompat(z,y,1s) A —pref(y,z) — —pursued(y), then
exp-sch = (NAME(xz) and NAME(y) have the following conflicts: ls. Since
NAME(y) is less preferable than NAME(xz), NAME(y) did not become pursued.)

— IfRULE(A) = 74 : incompat(x,y,1s) A eq_pref(x,y) — pursued(z), then
exp-sch = (NAME(z) and NAME(y) have the following conflicts: ls. Since
NAME(z) and NAME(y) have the same preference value, NAME(z) became
pursued.) a

— IfRULE(A) = r5 : maz_util(z) — pursued(x), then
exp-sch = (Since NAME(z) belonged to the set of goals that mazimize the
utility, it became pursued.)

— IfRULE(A) = 76 : ~maz_util(x) — —pursued(x), then
exp_sch = (Since NAME(z) did not belong to the set of goals that mazimizes
the utility, it did not become pursued).

4 Application: Cleaner World Scenario

Let us consider the GAF,. = (G, RGs., INCOMP_G, PREF) presented in Example 2,
whose graph is depicted in Fig. 2. Recall also that G’ = {clean(5,5), mop(5,5),
be(fized)}.

Firstly, we map the goals in G into constants of £ in the following manner:
g1 = clean(5,5), go = pickup(5,5), gs = mop(5,5), g4 = be(in_workshop), and
g5 = be(fized). We will also map the beliefs and rules to constants in L.

We can now follow the steps to generate the explanations:

1. Generate beliefs

- by : ~incomp(gs) bio : ~max_util(gs)
- by : incompat(gs, g2, ‘s’) b1 : pref(g3, ga)

- b3 : incompat(gs, g4, ‘") bi2 : —pref(gs, g3)
- by : incompat(g1, ga, ‘t,77) biz : pref(g1,9a)

- bs : incompat(ga, ga, ‘t,77) bis : —pref(gs, 91)

11 Underlined characters represent the variables of the schemes, which depend on the
variables of rules.
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- bg : max_util(gy) bis : pref(gz, ga)
- by : max_util(gs) bie : pref(gs, g2)
- bs : max_util(gs) bi7 : pref(gs, g2)
- by : ~maz_util(gs) bis : ~pref(g2, gs)

2. Trigger rules

- 11 = ~incomp(gs) — pursued(gs)

- 19t incompat(gs, g2, ‘s’) A pref(gs, ga) — pursued(gs)

- 13 incompat(gs, g2, ‘s’) A —pref(gz, gs) — —pursued(gz)
- 74t incompat(gs, ga, ‘t") A pref(gs, ga) — pursued(gs)

- 75 : incompat(gs, ga, ‘") A —pref(ga, g3) — —pursued(gs)
- 16 : incompat(g1, ga, ‘t,r’) A pref(gi, ga) — pursued(g

- r7 s incompat(gy, ga, ‘t, ) A —pref(ga, g1) — —pursued(gs)
- 73 incompat(ga, gs, ‘t, 1) A pref(ga, ga) — pursued(gs

- 19 : incompat(gz, ga, ‘t,r’) A —pref(ga, g2) — —pursued
- 10 : max_util(g1) — pursued(gr)

A~ — ~ —

g4)

- 111 : max_util(g3) — pursued(gs) - r12 : maz_util(gs) — pursued(gs)

- r3 : —mazoutil(ge) — —pursued(ge) - ria . —maz-util(gy) —
—pursued(gy)

3. Construct explanatory arguments

- Ay = ({b1, 71}, pursued(gs)}) - Ay = ({ba, b17, 72}, pursued(gs

(

- As = ({ba, b1s,r3}, “pursued(g2)}) - As = ({bs,b11, 74}, pursued(gs
- A5 = ({b3, b12, 75}, “pursued(gs)}) - Ag = ({bs, b13, 76}, pursued(gy
- A7 = ({by, b1a, 77}, "pursued(gs)}) - As = ({bs, b1s, 18}, pursued(g
- Ag = ({bs, b16, 79}, "pursued(gs)}) - Aro = ({bs, 710}, pursued(gr)
- A1 = ({br, 11}, pursued(gs)} ) - A1z = ({bs, 12}, pursued(gs)
- A1z = ({bg, 13}, "pursued(ga)}) - A1g = ({10,714}, "pursued(gs)})
4. For each goal, generate an explanatory AF and extension

- For gi1: XAfgl = <{A6,A10}, {}>, £ = {A6,A10}

- For go: X AFy, = ({As, As, A13}, {(As, As), (A1s, As)}), € = {A3, A1z}
- For gs: XAfgS = <{A2,A4,A11},{}>, g = {AQ,A47A11}

- For gq: XAfg4 = <{A571477149,A14}7 {}>7 g = {A57A7,A9,A14}

- For gs: XAJ:gE) = <{A1,A12}, {}>, &= {Al,Alg}

—

Thus, the — partial or complete — explanations for justifying the status of each
goal were generated. Next, we present the query, set of arguments of the partial
explanation, and the explanatory sentences for the status of each goal:

— For the query WHY(g1), we have PE = {Ag, A1}, which can be written:

* clean(5,5) and be(in-workshop) have the following conflicts: ‘t, r’. Since
clean(5, 5) is more preferable than be(in_workshop), clean(5, 5) becamne
pursued

* Since clean(5, 5) belonged to the set of goals that mazimizes the utility,
it became pursued

— For the query WHY_NOT(g2), we have PE = { A3, A13}, which can be written:
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* mop(5, 5) and pickup(5, 5) have the following conflicts: ‘s’. Since
pickup(b,5) is less preferable than mop(5,5), pickup(5,5) did not become
pursued

* Since pickup(5,5) did not belong to the set of goals that mazimizes the
utility, it did not become pursued

— For the query WHY(g3), we have PE = {As, Ay, A11}, which can be written:
* mop(5,5) and pickup(5,5) have the following conflicts: ‘s’. Since
mop(5,5) is more preferable than pickup(5,5), mop(5,5) became pursued
* mop(5,5) and be(in_workshop) have the following conflicts: ‘t’. Since
mop(5,5) is more preferable than be(in_workshop), mop(5,5) became pur-
sued

* Since mop(5,5) belonged to the set of goals that mazimizes the utility, it
became pursued

— For the query WHY_NOT(g4), we have PE = {As, A7, Ag, A14}, which can be
written:

* mop(5,5) and be(in_workshop) have the following conflicts: ‘t’. Since
be(in_workshop) is less preferable than mop(5,5), be(in-workshop) did
not become pursued

* clean(b,5) and be(in_workshop) have the following conflicts: ‘t, r’. Since
be(in-workshop) is less preferable than clean(5,5), be(in-workshop) did
not become pursued

* pickup(5,5) and be(in_workshop) have the following conflicts: ‘t, v’. Since

be(in_workshop) is less preferable than pickup(5,5), be(in_workshop) did
not become pursued

Since be(in-workshop) did not belong to the set of goals that mazimizes
the utility, it did not become pursued

— For the query WHY(gs5), we have PE = {41, A12}, which can be written:

* be_fixzed has no incompatibility, so it became pursued

* Since be_fixed belonged to the set of goals that maximizes the utility, it
became pursued

)

For all the queries, except WHY _NOT(g2), the complete explanation is the same.
In the case of WHY_NOT(gs), the complete explanation includes the attack relations
between some of the arguments of its explanatory AF.

We are also working in a simulator — called ArgAgent'? — for generating
explanations. In it first version, just partial explanations are generated. Figure 3
shows the explanation for query WHY(g1).

5 Related Work

Since XAl is a recently emerged domain in Artificial Intelligence, there are few
reviews about the works in this area. In [2], Anjomshoae et al. make a Systematic
Literature Review about goal-driven XAl i.e., explainable agency for robots and
agents. Their results show that 22% of the platforms and architectures have not

12 Available at: https://github.com /henriquermonteiro/ BBGP- Agent-Simulator/.
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| Gontexpanation | |

ﬂ Cycle: 001 (partial for clean(g0001,p5,p5))
‘e

» clean(p5,p5) and be(in_workshop) have the following conflicts: tr. Since clean(p5,p5) is more preferable than be(in_workshop),
clean(p5,p5) became pursued.

Fig. 3. Partial explanation for query WHY(g1). Obtained by using the simulator ArgA-

gent.

» Since clean(p5,p5) belonged to the set of goals that maximize the utility, it became pursued

explicitly indicate their method for generating explanations, 18% of papers relied
on ad-hoc methods, 9% implemented their explanations in BDI architecture.

Some works relied on the BDI model are the following. In [4] and [8], Broekens
et al. and Harbers et al., respectively, focus on generating explanations for
humans about how their goals were achieved. Unlike our proposal, their expla-
nations do not focus on the goals selection. Langley et al. [10] focus on settings
in which an agent receives instructions, performs them, and then describes and
explains its decisions and actions afterwards.

Sassoon et al. [17] propose an approach of explainable argumentation based
on argumentation schemes and argumentation-based dialogues. In this approach,
an agent provides explanations to patients (human users) about their treatments.
In this case, argumentation is applied in a different way than in our proposal
and with other focus, they generate explanations for information seeking and
persuasion. Finally, Morveli-Espinoza et al. [15] propose an argumentation-based
approach for generating explanations about the intention formation process, that
is, since a goal is a desire until it becomes an intention; however, the generated
explanations about goals selection are not detailed and they do not present a
pseudo-natural language.

6 Conclusions and Future Work

In this article, we presented an argumentation-based approach for generating
explanations about the goals selection process, that is, giving reasons to jus-
tify the transition of a set of goals from being pursuable (desires) to pursued
(intentions). Such reasons are related to the conflicts that may exist between
pursuable goals and how that conflicts were resolved. In the first part of the
approach, argumentation was employed to deal with conflicts and in the sec-
ond part it was employed to generate explanations. In order to improve the
informational quality of explanations, we extended the results presented in [16].
Thus, explanations also include the form of incompatibility that exists between
goals. Besides, we proposed a pseudo-natural language that is a first step to
generate explanations for human users. Therefore, our proposal is able generate
explanations for both intelligent agents and human-users.

As future work, we aim to further improve the informational quality of expla-
nations by allowing information seeking about the exact point of conflict between
two instrumental arguments (or plans) and information about the force of the
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arguments. The pseudo-natural language was only applied to partial explana-
tions, we plan to extend such language in order to support complete explanations.
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Abstract. As Wireless Sensor Networks - WSNs are being used more
and more in applications with high demand for the processing of videos
and images, the processing load of the nodes also must be considered by
energy-saving strategies. Usually, these strategies focused only on com-
munication. The overloading of nodes can result in a degraded perfor-
mance regarding the network lifetime and availability of the provided ser-
vices. A few algorithms, based on heuristics, have been proposed in the
literature to balance the load at the application level. These algorithms
drawnback are the lack of quality assurance. Thus, this work presents a
novel semi-distributed solution, applying techniques to solve Constraint
Optimization Problem - COP on the load balancing in a WSN. Our app-
roach guarantee that all events are processed during the lifetime of the
network and that there is a fixed number of exchanged messages per
event, only reducing the lifetime of the network by an estimable time.
Experimental results pointed out that the proposed approach allows the
network, while alive, to sense all happened events each day, and its per-
formance is better than the one achieved by the state-of-the-art for lower
density networks.

Keywords: Wireless sensor networks + Application-level load
balancing - Event-triggered - Constraint optimization problems

1 Introduction

Wireless Sensor Networks (WSNs) are composed by several sensor nodes and
one or more sinks that work together to monitor and extract data from an
environment [21]. A node can send and receive messages from neighbors inside
its communication range and sense events in the region of its coverage range
[14]. The sink acts as a gateway for the information collected and processed by
the nodes and is the first external connected device of the WSNs. Usually, the
© Springer Nature Switzerland AG 2020
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nodes use batteries as a source of energy, and it can not be easily replaced or
recharged due to these are deployed into a harsh environment.

Thus, the battery discharge of the nodes influences the lifetime of the whole
network and the availability of the provided services by it. Furthermore, this
discharge does not occur homogeneously in the WSNs. The workload of the
nodes may vary depending on the location or even on the kind of application.
Some nodes can run out of battery more quickly than the others, leaving lacks
in the covering, or also isolating nodes, when they depend on inactive nodes to
communicate with the sink.

Reactive WSNs operate by capturing data only when a given event is trig-
gered, which can reduce the energy consumption of the sensors and the traffic
on the network. In these networks, the use of balancing techniques that consider
the processing load can improve the efficiency of the network. This type of app-
roach that works at the application level has gained attention from the WSN
community with the growth of more complex monitoring applications with high
demand for video and image processing.

Performance optimizations in WSNs are considered a significant challenge,
specifically in terms of managing the energy consumption of the nodes [18]. The
limited resources of the devices composing the nodes make it impossible to use
computationally complex algorithms [15] and motivate the use of heuristics and
approximate solutions. The use of Artificial Intelligence techniques for load bal-
ancing in reactive WSNs has been widely explored, manly through bio-inspired
solutions [4,8,12,20].

The most recent bio-inspired solutions presented in the literature, Pheromone
Signaling (PS) [5] and Ant-based [12], works in a decentralized manner, enabling
nodes to independently decide who will be the one responsible for processing a
detected event. Despite presenting improvements in the WSNs overall perfor-
mance, as these techniques are heuristic-based ones, they do not guarantee any
kind of optimally. Both approaches are hardly dependent on their configuration
parameters, and usually, they drive the network to lose events.

The most prominent multi-agent coordination and distributed resource allo-
cation approach are based on the Distributed Constraint Optimization Prob-
lems - DCOP, which are a distributed version of the Constraint Optimization
Problems [17]. In the DCOPs, agents must associate values to its variables in a
distributed fashion, according to constraints, so that a cost function is optimized.

One can map the load balancing problem in WSNs we focus here as a multi-
agent coordination problem [9]. However, DCOPs algorithms tend to be pro-
hibitively expensive for large scale scenarios due to the cost associated with the
communication [11]. The polynomial growth or even exponentially increase in
the number of messages exchanged among agents is a known hard limitation to
its real-world application.

To avoid this problem, here we propose a semi-distributed approach based
on the original Constraint Optimization Problems. This approach allows the
definition, among the nodes that detected an event, the most suitable node for
processing it, adopting an algorithm to deal with the Constraint Optimization
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Problem. The deliberation takes place in a single node through the Branch-and-
Bound (BnB) algorithm [13]. This node is elected to lead the process using a
limited number of exchanged messages.

The remain of the paper is organized as follows: Sect.2 discusses related
works; Sect.3 details the proposed semi-centralized load balancing approach;
Sect. 4 presents and discusses the experimental results, comparing our approach
with the state-of-the-area; and Sect. 5 presents the conclusions and future works.

2 Related Works

The problem of load balancing for the application level in reactive WSNs has
recently addressed by the use of bio-inspired heuristic techniques in [5] and [12].
Both methods decide in a decentralized way which node will process an event
considering only the nodes that detected it.

The Pheromone Signaling (PS) [5] technique is based on the bees’ hormonal
system and allows the nodes to be periodically classified into two roles. Nodes
called queen are capable of processing the detected events, while the worker
nodes, remain at rest, performing only message forwarding. The strategy of this
algorithm is based on the periodic transmission of the pheromone by the queen
nodes. The pheromone level of the nodes declines over time and with distance
from the source. If at any given moment, a node’s pheromone level is below a
threshold, it will be converted to a queen node. Changes in pheromone levels are
used to define the role of the node and thus balance the load [5].

In the Ant-based technique proposed by [12] the nodes decide, probabilisti-
cally, which one will process an event. In this approach, events produce stimuli
for nodes that, based on their internal thresholds, determine different probabili-
ties for processing these events. When the nodes detect an event, each node will
decide whether or not to process this event considering its calculated internal
probability. The approach works by modifying the probability of a node process-
ing an event according to the number of nodes that detected this event at the
same time and the number of times that the same node was previously devoted
to processing previous events [12].

Compared to PS, Ant-based technique achieved results varying from better
to almost the same, according to the density of the network. The authors also
compared these two approaches with a greedy (non-practical) approach and a
random technique, in which the node that will handle the event is drawn. This
greedy approach serves as an upper-bound for other approaches and is also used
in our comparisons here.

Recently in [3], the parameters of these bio-inspired techniques were tuned
using a Genetic Algorithm, exploring optimal settings for each density to improve
the efficiency of these techniques. From here, one can see the dependency of the
parameters of these.

In comparison with the previous solutions, our proposed approach works sim-
ilarly to the Ant-based technique in two points. Firstly, because the entire load
balancing process occurs when a event-triggered is detected by nodes in a region
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of the WSN, unlike the PS in which the definition of roles occurs periodically.
Secondly, both use the number of events previously processed for the deliberation
of the node responsible for processing the event.

The employment of DCOPs in the WSN domain has been investigated in
[10] and in [6]. Firstly, authors use a graph coloring problem to discuss the opti-
mization of energy consumption in devices and secondly, adopted the DCOP
algorithm MAXSUM for coordination of the movement of mobile sensors. More
recently, in [9], an algorithm called MAXSUM was adopted to coordinate the
sensing and hibernation cycles of the nodes and thus balance the load on the
WSN. Their goal is guarantee the covering of the area of interesting keeping at
least one node activated in a given region, while saving energy and increase net-
work lifetime. In their experiments, authors compared the MAXSUM-based app-
roach to a random solution, a DSA-based solution and a Simulating Annealing
based solution. However, in the same way as the PS and Ant-based techniques,
solutions based on MAXSUM do not guarantee the quality of the solution.

An alternative to the lack of quality guarantee would be the use of an opti-
mal DCOP algorithm to solve the problem such as, for instance, the one called
ADOPT [17]. However, these algorithms, as we previously discussed, are known
to be very expensive regarding communication [11]. In the proposed approach,
the decision is centralized in a single node which minimizes the number of mes-
sages exchanged among nodes in the network.

3 Proposed Approach

Formally a COP is defined as a tuple {V, D, F'}, where V is the set of variables
{v1,v2, ...,V }, D the domain set {d;,ds,...,d,} and C the set of constraints
{c1,¢2,...,¢,}. Each constraint {c,} € C involves a pair of variables v, and v,
€ V and defines a cost function f(x,y) associated to each value of the domain D
these variables may assume. The objective of the problem is to choose values to
the variables in order to minimize the sum of the costs given by all constraints
[16].

In the proposed approach each node that perceives an event is considered as
a variable of the set V. All variables in V' have the same domain D = {0,1}. In
D, 1 represents that the node will process the event and 0 that the node will stay
in hibernation. The cost function f() is given by the combination of all possible
values of the domain assumed by the variables considering the number of previous
processed events by the nodes they represent. In the load balancing problem, we
are focused, the cost functions must represent the situation regarding energy
availability by nodes. That why we adopt the number of processed events. As
the number of processed events increases, the amount of energy available on the
battery decreases. So, the chosen node to process the event will be the one with
the highest battery level.

For instance, lets suppose there are two nodes 1 and 2 that perceives an event.
They have processed 10 and 15 events in the past, respectively. Each node will be
represented by the variables v; and vo. Thus, constraint ¢;_o has a cost function
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£(0,0) = oo, f(0,1) = 15, f(1,0) = 10, and f(1,1) = 25. If there are only these
two nodes, the solution to the COP that minimizes the constraint cost is v; = 1
and vy = 0.

The algorithm that details our approach is presented in Algorithm 1. When
an event occurs on the network area of interest, one or more nodes detect it.
A node is randomly defined as the leader of load balancing, which, internally,
will be responsible for the deliberation process (line 1). Neighboring nodes must
exchange messages with the leader node so that they can effectively notify him
if they have also detected an event too (lines 4 to 11). With information from
neighbors, the leader must define the best possible values of the variables of
each participant in the process solving the COP running a Branch-and-Bound
algorithm (lines 12 to 14). After defining the values of the variables to each
node, the leader notifies the other neighbors through broadcasting (line 14).
Individually, each neighbor changes the value of its variable and, consequently,
its state of processing or hibernation (lines 15 to 24). Only the chosen node will
process the event (lines 19-20).

Algorithm 1. Proposed Algorithm

node < firstNodeEventDetected();
tempEvent <« node.eventSensed();
node.sendMessageT oN eighbours(tempEvent);
for all n from neighboursO f Node do
tempEvent «— n.receiveMessage();
temp — n.eventSensed();
if temp == tempFEvent then
numEventSensed «— n.numEventSensed();
n.sendMessageT oN eighbours(numEventSensed);
end if
: end for
: node.receive AllM essage();
: loadBalancing < node.deliberate();
: node.sendMessageT oN eighbours(load Balancing);
: for all n from neighboursO f Node do
loadBalancing — n.get Receive Message();
17:  chosenNode < loadBalancing.get Responsible();
18 if chosenNode.getName() == n.get Name() then

T e S e S G G

19: n.setStatus(on);

20: n.sensor N odeAction();
21: else

22: n.setStatus(of f);

23:  end if

24: end for




68 I. A. Pereira et al.

Figure 1 illustrates the operation of the proposed algorithm in a WSN with
9 nodes. The overlapping maximum coverage is of 4 nodes, which means that an
event is detected by 4 nodes almost simultaneously. In the example, node 1 was
chosen. Any neighbor node that also detected the same event (node 2, 4, or 5)
could also lead the process. The set of four nodes will be part of the load bal-
ancing process (Figs. 1b-1d). Each neighbor that also detected this same event
sends a confirmation message to the leader containing the number of events
that this node was previously engaged in processing (Figure 1d). In this way,
the proposed approach has a semi-distributed operation. It merges a central-
ized deliberation stage with two distributed stages: the first one for defining the
participants through messages; and the last one, responsible for forwarding the
deliberation scheme to the other participants in the process of load balancing
(Fig. 1e). These other nodes should follow the deliberation, enabling or disabling
its processing capability (Fig. 1f). In the example, node 1 running the delibera-
tion process defined node 5 as responsible for the processing of the event. Thus,
node 1 (leader), as well as nodes 2 and 4, must evade this responsibility by
momentarily deactivating their processing capacity and preserving their battery
charge. In contrast, node 5 should work on the processing task.

4 Experiments and Results

The framework for modeling and simulating WSNs named EBORACUM! [1-3] is
used in our experiments. EBORACUM was chosen as a simulation environment
because it is possible to compare the proposed approach against the results
obtained by the PS and Ant-based heuristic approaches, previously incorporated
into this simulator. In addition to the Ant-based and PS approaches, the analysis
compared our semi-centralized approach against to a centralized (non-practical)
Greedy technique.

In the simulations, we used WSNs deployed in mesh with 49, 64, 81 and 100
nodes implanted on a square 810 km? area (900 m x 900 m) and one sink located
on the side as illustrated in Figs. 2a, 2b, 2c and 2d. The nodes are connected to
one of its four neighbors (the closest to the sink) or directly to the sink. The
deployment scheme presents redundant sensing coverage equal to 4 nodes, in
maximum, in the 49 nodes configuration and the redundancy increases in more
dense WSNs. A energy cost of cpu = 50 for task, battery with initial charge
of 2700000, radius of sensing of 120 and communication radius of, respectively,
160, 140, 120 and 120 (varying to keep the same 4 neighborhood nodes for all
densities).

Events appear in the space following a Uniform distribution and the events
frequency is given by a Poisson distribution with a function interval between
events from [1, 120] s. Each sensed event generates a processing workload equiv-
alent to 14 tasks and the sending of messages with 3 Bytes. This application
model generates the WSN workload that combined to energy costs is used to
simulate the battery discharge. These configurations are detailed in Table 1.

! http://sourceforge.net /projects/eboracum /.
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Fig. 1. COP approach: (a) triggering the event; (b) leader of the load balancing scheme;
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Table 1. Energy costs.

Energy-related parameter Value
Battery capacity 5400000 mAs
Idle discharge rate 0.3 mAs
Task computation discharge rate 3.57 mAs
Discharge rate per message (3 bytes) at 30 kbps | 0.0018 mAs
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(c) WSN - 81 nodes. (d) WSN - 100 nodes.

Fig. 2. WSNs.

We use the average of 30 runs for each density. The student’s t-test was
adopted to analyze the statistical significance between the difference of the aver-
age result obtained by each approach. Our proposed approach is called COP
here for the sake of simplification.

Firstly, we present the results depicting the average number of events pro-
cessed per day for each approach. The charts of Figs.3, 4, 5 and 6 depict the
results for the different experimented densities, with 49, 64, 81 and 100 nodes,
respectively.

These show that the proposed approach (COP) was able to achieve the same
number of events sensed by day that the Greedy, our upper bound. In other
words, all events are sensed successfully by the network while it is alive, the best
possible result over this perspective. This behavior is a remarkable improvement
compared with the best previously presented one, the Ant-based. Ant-based
in the lowest density network loses, by each day, around 7% of the happening
events.

One also can see in Figs.2a, 2b, 2c and 2d that our approach drives the
network to has a shorter lifetime in all scenarios. COP demands more commu-
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Fig. 6. Average of processed events by day - WSN of 100 nodes.

nication than the others, so it consumes more battery each day. However, as
shown in Table 2, regarding the total number of events sensed by the network,
COP performs better than the state-of-the-art approach for the lower densities,
49 and 64 nodes. COP drives the networks to sense 6% more events than the
Ant-based for 49 nodes and 4% for 61 nodes. The Ant-based is better for 81
nodes, driving the network to sense 1.5% more events than COP, and PS is
better for 100 nodes, driving the network to sense 1% more events than COP.

Table 2. Average of processed events.

Approach | 49 nodes |64 nodes |81 nodes |100 nodes
COP 287577.20 | 288291.00 | 289236.00 | 292389.40
PS 216476.12 | 256462.83 | 283683.17 | 295401.87
Greedy 300317.40 | 308538.33 | 314375.86 | 318704.33
Ant 270477.44 | 277377.93 | 293565.13 | 292815.40

Figure 7 depicts the total number of sensed events by each approach for each
density. One can see how PS and Ant-based have their performance varying
according to the density of the network. PS has the most notable increment
in the performance as the density grows. Despite being less sensitive to the
densities variation, the Ant-based has also a performance degradation in low-
density networks. While COP is stable, having almost the same performance
independent of the network density. That is because the network senses all events
that happened in the scenario each day, nodes communicate always changing the
same number of messages, and the network dies after a reasonably predictable
amount of time.
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Fig. 8. Average events sensed by the approaches in the four density scenarios.

To better analyze the difference in the quality of overall results achieved by
the evaluated approaches, Fig. 8 illustrates the average processed events consid-
ering the four densities. COP and Ant-based achieve averages with no statisti-
cally significant difference. Despite it, if the density of the network is previously
unknown, through our approach lower density networks will perform better than
the ones adopting Ant-based, as we discuss above.
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Moreover, while Ant-based and PS have parameters that are dependent of
the WSN density [3], our approach does not have any parameter to be configured
or tuned according to density. It represents also another advantage against PS
and Ant-based.

5 Conclusions

This paper proposed a semi-distributed load balancing approach for reactive
WSNs based on Constraint Optimization Problems - COP. The goal is find
results better than ones obtained by the heuristic solutions while avoiding com-
putational high expense solutions. Our approach centralizes the choice of the
most suitable node to process the detected event by selecting the node with the
lowest previous workload among the nodes that detected this same event.

Experiments compared the proposed approach to the bio-inspired heuristic
approaches Ant-based [12] and PS [5] in WSN with nodes deployed in mesh.
According to the experimental results, the proposed approach processed a larger
number of events compared to Ant-based and PS in the lower density scenarios.
In addition, COP obtained results by day very close to the Greedy approach,
which is non-practical for real WSNs but represents our upper bound.

Regarding the number of events sensed by day, COP keeps its performance
yet in low density not requiring excessive overlapping among sensor nodes. Thus,
COP is more stable than Ant-based and PS, having almost the same performance
independent of the network density. Another advantage is the fact of our app-
roach does not have parameters to be tuned for a given configuration, as required
in Ant-based and PS.

Results shows that adopting the proposed approach the network reduces its
lifetime in few days due to the required communication. On the other hand, the
proposed approach is indicated when events should not be lost, and a reduction
in lifetime is not a problem. While the heuristic approaches tend to improve
lifetime but lose events.

Our simulation scenarios used WSN configurations only with nodes deployed
uniformly in mesh, varying the density among 49, 64, 81 and 100 nodes and
generating non-simultaneous events. For future work, we plan to extend experi-
ments for other network densities, deployment schemes and evaluate the impact
of simultaneous events in the technique’s performance. Moreover, we plan to
compare our approach against a MAXSUM based approach and a newest
DCOP algorithm like, for example, Particle Swarm Based F-DCOP (PFD) [7]
or Weighted-DSA [19] to explore wide the modeling of the problem.
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Abstract. The Cooperative Multi-Robot Observation of Multiple Mov-
ing Targets (CMOMMT) considers two types of robots, observers and
targets, in a partially observable 2D environment, in which the task of
the observers is to monitor the target robots under a limited radial range
of the sensor, minimizing the total time the targets escape observation.
The Cooperative Target Observation (CTO), a variant of the CMOMMT
problem, considers the environment to be fully observable, where targets
cooperate with observers by reporting their locations. These problems are
at the center of many problems that occur in real-world wildlife research,
crowd social movement, and surveillance situations. Regarding research
related to the field of surveillance, this work proposes an approach to the
extended CTO problem, what we call the COSTA problem: Cooperative
Observation of Smart Target Agents. The approach employs genetic algo-
rithm and recurrent deep neural networks to improve the performance
of target robots and, therefore, to improve the research of new decision-
making strategies in the context of observer robots. The first results were
auspicious, as the average number of target evasion increased, consider-
ing the other recent approaches to the problem.

Keywords: Cooperative Target Observation + Genetic algorithm -
Deep neural networks

1 Introduction

The Cooperative Multi-Robot Observation of Multiple Moving Targets (CMO-
MMT) considers two kinds of robots, the observers and the targets, in a 2D
field environment partially observably, in which the observers’ task is to search
and observe the target robots under a radial limited sensor range, minimizing
the total time in which targets escape from observation of the team of observers
[16]. The Cooperative Target Observation (CTO) considers that the environment
is fully observable and that the targets cooperate with the observers informing
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their locations. The first approach to CTO compared the Hill-Climbing search
and the K-means clustering strategy, to locate the observers such that they can
observe the maximum number of moving targets [13]. Recently, we improved the
approach based on K-means and introduced the notion of an organization in the
team of observers, to model its functional, structural, and behavioral dimensions,
which must be present in a rational team of observers [2].

The CMOMMT/CTO problems are the core of many problems in real-world
situations. In wildlife research employing visual monitoring of endangered ani-
mals carrying GPS locators in ecological reserves, the task is to assign some
drones to observe as much as possible animals [19]. As a result of the crowd
social movement research, drones are being used for surveillance and monitoring
of significant events, protests, and other crowd situations [6]. One or more mov-
ing entities need to be continuously maintained under observation or surveillance
by other moving entities [8].

In many of the approaches to CMOMMT/CTO problems, the focus was on
the rationality of the observer agents’ movement. The targets move randomly by
the environment or only with basic movements, like the straight-line movement
and a controlled randomization movement [3]. In a recent approach, we tried
to improve the rationality of the target agents in two manners. We compared
two organizational paradigms in the group of target agents, and a quite simple
neural network incorporated in each independent target, to predict and avoid
the observer movements [17]. We use sophisticated neural network techniques
because they considered the behavior of observers and can map it very efficiently.
Behavior is not considered in the previous decentralized approaches for targets in
literature what is an unrealistic representation. We evaluated four strategies for
the target team, i.e., Multilayer Perceptron and Radial Basis Function, Elman,
and Jordan networks [7]. These were the first approaches to the problem of
Cooperative Observation of Smart Target Agents (COSTA).

To evaluate the proposed approaches in agent-based simulations, we mea-
sured the average number of target evasion (ANTE) subtracting the total of
targets from the average number of observed targets [7]. The results showed
that modeling targets as intelligent agents harm the performance of observers
more than previous decentralized approaches in the literature, especially when
targets employ strategies based on recurrent networks. However, although these
nets obtained the best error performance, in some scenarios, the ANTE metric
values obtained by the four basic models were extremely close, and in other sce-
narios, the model with the best training and testing error values was not the
model with the best ANTE value. Recently, we evaluated the recurrent deep
neural nets (RDNN) Long-Short Term Memory (LSTM) and Gated Recurrent
Unit (GRU) in similar scenarios, and we noticed that the disagreements between
the error metric and the ANTE metric persisted. This paper tries to show how
to deal with this disagreement problem.

Deep learning is one of the most popular techniques in artificial intelligence.
Recurrent deep neural networks like LSTM and GRU, and the Convolutional
Neural Networks (CNN) have gained a remarkable success on many real-world
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problems in recent years [4,9,12]. The performance of these deep neural networks
is a consequence of their architecture. In the construct a deep learning model,
various components must be set up, including activation functions and optimiza-
tion methods, i.e., to the selection of some hyperparameters to design and train
the deep models. These hyperparameters play a crucial role in the forward and
backward processes of model learning, but they are set up in a heuristic way
and based only on the network output. For some state-of-the-art deep neural
networks, their architectures are manually designed with human expertise and
the investigated problems. Then, it is difficult for the researchers who have no
extended expertise in the neural network, to explore it to solve their problems.
Researchers are working hard to select optimal hyperparameters to solve their
problems with deep learning, to attain better performances.

The rationality to improve the target team performance in old approaches
to the COSTA problem divided the decision-making system of each target agent
in two subsystems. The first one employs a neural network, trained with data
collected from the agent-based simulations of a lot of CTO scenarios, to predict
the next position of its nearest neighbor observer, based on the current position of
the observer and the current position of the observer’s five nearest targets. In the
second subsystem, to escape, the target agent under observation could move in
the opposite direction of its nearest observer. In summary, the COSTA problem
we decided to improve the first subsystem of each target. More specifically, during
the RDNN design process, employing a simple genetic algorithm oriented in real
time by the ANTE metric [7,17] of target team in the environment, we tried to
select the hyperparameters for the RDNNs that attained the best performance,
considering a CTO scenario simulated to the testing phase of target agents.

The paper is organized in more four sections. Section 2 presents some related
works to improve the observer and target agents and on the automatic design
of deep neural networks to solve different CTO problems. Section 3 presents
the old approach and a new approach to Cooperative Observation of Smart
Target Agents. Section4 presents the experiments elaborated to validate the
approaches and their results considering the error metric and ANTE metric.
Section 5 presents the main conclusions and the next steps in the context of the
COSTA problem.

2 Related Works

The CMOMMT problem considers a team of m robots with 360° of view obser-
vation sensors, that are noisy and limited range, in a two-dimensional, bounded,
enclosed spatial region, without entrances/exits, where there is a team of n tar-
gets [16]. The robot team’s objective is to maximize the collective time that each
target is being observed by at least one robot during the duration of the mission.
The A-CMOMMT algorithm was the first approach to the problem. It combines
low-level with high-level multi-robot control. The low-level control is described
in terms of force fields emanating from targets. Mechanisms provide the higher-
level control for cooperative control and adjustments in the low-level actions.
This higher-level control is presented in a formalism called ALLIANCE [15].
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In the CTO problems, observers collectively attempt to stay within an “obser-
vation range” of as many targets as possible, and the targets wander randomly
and are slower than the observers [13]. In the original problem, an observer does
not have a global view of all available targets to observe. In some reformula-
tion, the environment is fully observable. The first approach to the problem
[13] evaluated three algorithms for controlling the observers: K-means cluster-
ing [14], hill-climbing search, and a combination of K-means clustering followed
by hill-climbing. The three algorithms were tunable decentralized by adjust-
ing a parameter that dictates how many subsets the observers are divided. All
observers within a given subset collectively participate in a separate, concurrent
decision-making process. Thus, one unified set yields a centralized algorithm,
whereas many small subsets are decentralized.

Recently, the surveillance domain was modeled as a decentralized CTO prob-
lem [3], such that each observer takes its decision independently with the help
of its local knowledge. The work modified the assumption that the targets’
movement is randomized and presented two target strategies. The observers’
strategy based on the K-means algorithm was modified. As the observers may
themselves be a subject of observation, the work considers randomizing the
observer’s actions to help to make their target observation strategy less pre-
dictable. Although the strategies of straight-line strategy and controlled ran-
domization movement improved the behavior of the targets, they are out of the
reality of competitive multi-agent environments.

In a recent approach, we assumed that observers and targets’ behavior could
be modeled in the context of a formal organization [2,7,17]. The first approach
introduced the idea of organizations in the team of observers [2]. We performed a
comparison of the organizational approach with the first approach to the predic-
tion of observers’ movement. Four strategies for the target team were compared,
three involving clustering algorithms and two organizational paradigms, and one
involving MLP neural networks to prediction [17]. The results showed that the
target team performance increased when employing these new behaviors. Then
we intensified our investigations employing other basic neural network models [7].

Recent works propose an automatic architecture design method for Convo-
lutional Neural Networks (CNN) by using genetic algorithms [18]. The method
could discover a promising architecture of a CNN on handling image classifica-
tion tasks. It was validated on widely used benchmark datasets by comparing
to the state-of-the-art peer competitors covering eight manually designed CNNs,
four semi-automatically designed CNNs, and four automatically designed CNNs.
The method achieved the best classification accuracy among manually and auto-
matically designed CNNs.

Researchers are working to find optimal hyperparameters for deep learning
networks. The work described in [10] proposes a method based on GA to find the
optimal activation function and optimization techniques. The fitness is computed
by the performance of the network with the activation function and optimiza-
tion technique represented in an individual. The model accuracies were 82.59%
and 53.04% for the CIFAR-10 and CIFAR-100 datasets, which outperforms the
conventional methods.
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3 Approaches to Improve the Performance of Target
Teams

As in the CMOMMT, the environment in the CTO problem is a continuous 2D
non-toroidal rectangular field, obstacle-free, containing N observer agents and
M target agents, such that N < M. The velocity of target agents is slower than
the velocity of observing agent. The observer agents try collectively to move and
remain within a “range of observation” of as many target agents as possible. In
the task of Cooperative Observation of Smart Target Agents, the next position
of each observing agent is computed by a coordinator agent that computes and
sends the new destination position to each observer agent every ~ time steps,
based on the k-means clustering algorithm. Each observer agent moves toward
the computed destination and continuously waits until a new destination point
is sent. If one observer reaches its destination point in less than v time steps,
then it waits until a new destination is received.

The objective of the observer agents is to maximize the average number
of target agents observed (ANOT) during the observation time interval. The
COSTA problem is a reformulation of other approaches to the CTO, i.e., those
that allow targets to act as rational agents throughout the task, which we are
calling the Cooperative Observation of Smart Target Agent (COSTA) problem,
i.e., in cases where the target agents have sensors like the observer agents and
can move in the same way they do, but trying to escape from their observation
ranges. Thus, in the COSTA problem, the objective of the target agents is to
maximize the average number of evasions of the target agents (ANTE), that is,
ANTE = N — ANOT. We seek to improve the performance of the target team
by improving the rationality incorporated in the decision-making system of each
target agent of the team. The following two subsections show the two approaches
we have developed to improve the performance of the target team.

3.1 The Old Approaches

In the old approaches to the COSTA problem [7,17], we divided the decision-
making system of each target agent in two principal subsystems, mentioned in
the final of the Section I. In These first approaches to the problem, the first
subsystem of each target in the team incorporated an artificial neural network
trained with data collected from agent-based simulations of CTO scenarios, to
predict the next position of its nearest neighbor observer, based on the current
position of the observer and the current positions of the observer’s five nearest
neighbors targets. The second information processing subsystem, based on the
prediction of the first subsystem, tries to escape deciding to move in the opposite
direction of its nearest observer. Figure 1 illustrates partially the first information
processing subsystem incorporated in the decision-making system of all target
agents of the old approaches to the COSTA problem.

Figure 1(a) focuses on the training and testing processes of a manual designed
neural network utilizing an error measure in the output layer of that network.
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Fig. 1. Designed Information processing subsystems in each target’s decision-making
system in old approaches.

It considers that there is an interface to elaborate experiments employing tech-
niques of agent-based simulation (ABS), such that it is possible collect relevant
datasets containing K observations of the behavior of target and observer agents,
U = {(z*,y*)}x=1..x, where ¥ and the current positions of the five closest neigh-
boring targets to the observer, and where y* is a numerical vector defined in R™
employed to represent the next position of the observer. The dataset collected
must be normalized and divided into the training and testing sets of the neu-
ral network. Figure?2 illustrates the format in which the dataset is continually
collected as the ABS is being carried out.

The blue agents are observers, and the red ones are targets. For instance, we
see that the observer agent 1 has five target agents pointed out by the arrows as
well as the observer agent 2. We first annotate the current coordinate position
X, and Y, of the observer in question and its orientation, ie, the direction the
agent is pointing. We collected the coordinate position of the five closest targets
as well as their current speed. The first 13 (thirteen) columns constitute the x*
input numerical vector, whose values must be reported to the neural network
input layer. The last two columns constitute the y* output numerical vector, the
next position X and Y of the observer, whose values must be reported to the
network’s output layer. The table in Fig. 2 shows the input-output information
considering two observer agents.

Figure 1(b) focuses on the process of neural network validation, predicting
the next positions of online observer agents, new scenarios configured at the
experimenter’s interface, and using as performance measure the ANTE metric.
Thus, in this work, the higher the number of evasions of the target agents, the
more efficient will be the strategy adopted by the targets and the higher the
team’s ANTE values. For each time in the simulation, we fill a number of rows
equal to the number of observers, as the data is collected for every observer
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Fig. 2. Data set collection scheme in CTO. (Color figure online)

agent. The table in Fig. 2 shows the required input and its output information
formatting the collected data, for instance, when time is 3.000, and the number
of observers is 12, we collected approximately 36.000 (thirty-six thousand) rows.
Before being read by the networks, the dataset is normalized with mean zero
and variance one. Then, we divided using simple cross-validation 80% of the
dataset for training and 20% for the test to performance of the models and the
overfitting verification.

3.2 The New Approach

Like the old approaches, in this new approach to the COSTA problem, we divide
the decision-making system of each target agent into two main information pro-
cessing subsystems. Considering the first subsystem mentioned in the last sub-
section, similar to the old approaches, each target in the team incorporates an
artificial neural network to predict the next position of its closest observer, to
decide later, through its second information processing subsystem, its next posi-
tion. Figure 3 partially illustrates the information processing subsystem incor-
porated in all target agents. This new figure integrates the learning process to
predict the next positions of the observers with the process of validation of these
predicted positions, which we separate respectively in Fig. 1(a) and Fig. 1(b) in
the last subsection.

The role of a simple genetic algorithm (GA) is central to the new approach.
This GA was specially designed to solve the problem of hyperparameter selection
for a DRNN, formulated as: given the collected data set ¥ = {(z*,y*)}p=1. &,
the task is to find optimal values for the learning parameters (wx), as a conse-
quence of a previous selection of the related hyperparameters that maximizes the
ANTE value, the metric of the target team, during the observation time inter-
val, instead of minimizing the error measure between y* and y* in the DRNN
output layer. Each candidate DRNN solution is composed of a finite number of
neurons and their connections, generated from the selection of global (structural)
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Fig. 3. Designed Information processing subsystems in each target’s decision-making
system in new approach.

hyperparameters and neuron hyperparameters (learning). Table 1 presents the
main hyperparameters considered in the LSTM and GRU recurrent neural net-
works.

Table 1. Hyperparameters in LSTM-GRU neural networks.

Global Hyperparameters.

Node H t
oce Hyperparameters Hyperparameter|Range

Number of Layers |[1, 2, 3, 4 ,5]
Hyperparameter |[Range Tayer Type LSTM, GRU]
Learning Rate [0.01, 0.1] Tayer Size (16, 32, 64, 128]
Recurrent Dropout [[0.2, 0.7]

[ReLU, Linear,
hard sigmoid]
Layers Dropout [0, 0.7]

[adam, rmsprop,
sgd, nadam]

Random Uniform, Layers Activation
Glorot Normal]
Use Bias [True, False]

Weight Initialization

Optimizer

At the beginning of the search process, the experimenter should encode the
values of the hyperparameters as genes on each chromosome in an initial popu-
lation set. The values of hyperparameters on one chromosome allow the design
of a corresponding DRNN. Thus, each DRNN in the current population should
be trained and tested with the current data set, collected during the evolution in
agent-based simulations of CTO scenarios. Then, each DRNN must be evaluated
considering the target team’s ANTE metric as a fitness function of the GA, i.e.,
incorporating the corresponding DRNN into each target agent and performing
ABS, considering CTO scenarios and simulation parameters similar and different
from those used previously. We use for the evolution environment the highest
values scenario of targets velocity and sensor range of observers configured by
[13] and [7]. Table2 presents the parameters used in performing this simulated
scenario.

Considering the initial population set and the ANTE value associated to
each chromosome in the initial population, to find the best hyperparameters,
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Table 2. ABS and CTO parameters.

Parameters Value

Environment dimension | 150 x 150 units

Number of time steps | 400

Observer velocity 1 step/time interval
Target velocity 0.9 step/time interval
Sensor-range 25 units

Number of targets 24

Number of observers 12

k-means parameter 15

the GA implements an adaptation of the programming technique of generation
and testing. More specifically, the simple GA performs a local search in the state
space of the hyperparameters selection problem, by executing a cycle composed
of two main actions:

1. Generation of a new population: by modifying the current chromosome pop-
ulation, i.e., selecting chromosome pairs oriented by the ANTE value of chro-
mosomes, crossing the selected pairs, and mutating selected chromosomes.

2. Testing the new population generated: checking whether the GA can stop the
local search process and return the best DRNN solution found so far, using a
Boolean function to check the satisfaction of a stop condition, relating current
generation counter, the maximum number of generations and an ideal ANTE
value for a DRNN can be considered a solution to the problem.

In case the stop condition is not satisfied, as is common in the case of the ini-
tial population, first each DRNN of the new current population must be trained
and tested with a new set of data, collected by the various ABSs performed until
the current generation in which the GA is found. Subsequently, each DRNN
trained in the new population must be evaluated considering the performance of
the target team, measuring its ANTE value through the execution of new sim-
ulations of scenarios and parameters similar and different from those previously
used in the training and testing phases of other neural networks. Considering the
current population and the ANTE values associated with the chromosomes, the
GA continues the local search in the state space of the hyperparameter selection
problem, rerunning the cycle, until stop condition has been satisfied. Table 3
shows some parameters to configure the GA.

As was the case for the ABS-CTO parameter ranges in Table2, the GA
parameter values in the second column of Table 3 are illustrative. The retention
length parameter defines an elite subset of surviving individuals equal in size
to 15% of the population size parameter value. In addition, there is a random
selection set of individuals equal in size to 10% of the chromosomal population.
Finally, all chromosomes in the population have a 30% probability of mutation.
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Table 3. Parameters in the simple GA.

Parameters Value

Number of generations | 10

Population size 20
Retain length 0.15
Random selection 0.1
Mutate chance 0.3

4 Experiments and Results

The approaches to calculate the next position of a target were evaluated through
computational experiments on the NetLogo platform [21], that is, using agent-
based simulation to measure the performance of the target team in a virtual
environment that can be programmed to represent different complexities of tasks
in CTO scenarios. The NetLogo platform was chosen because it allows parallel
experiments and easy integration with Python [20] for implementation of GA,
and more specifically, the open-source libraries Keras [5] and Tensorflow [1] for
the implementation of deep neural networks. The LSTM-GRU hyperparameters
and the ABS-CTO-GA parameters were configured according to the values in
Tables 1, 2, and 3.

In the old and new approaches, the next position of the observing agents is
computed employing the k-means clustering algorithm, where, every time steps,
a coordinator observer agent computes and sends the new destination position
to each observer agent that moves toward the destination waiting for receiving
a new destination. Considering the behavior of the observer agents, the target
agents employ their DRNN to predict the observer’s next position and thus
allow the target to move in the opposite direction. More specifically, this section
compares the targets’ decision-making systems designed according to the old
and new approaches, mainly when incorporating the LSTM and GRU networks.

4.1 Old Approach to Improving the Target Agents Team
Performance

This subsection presents the results obtained when the target agents incorporate
in their decision-making system the LSTM and GRU neural networks manually
designed. Beyond these two networks, we programmed the other four basic mod-
els of neural networks to compare the results with that two deep neural networks,
i.e., the feed forward networks Multilayer Perceptron (MLP) and Radial Basis
Function (RBF), and the recurrent networks Elman and Jordan. The parameters
related to each basic model were suitably chosen during the experiments. After
successive tests, the best hyperparameters related to the LSTM and GRU net-
works were chosen: a topology with a single hidden layer with 64 neurons in the
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form of hard sigmoid activation functions, trained with the Adaptive Moment
Estimation (Adam) algorithm [11].

We compared the RMSE (Root Mean Square Error) of the predictions of
future observers’ positions of the neural networks to better measure forecasts
accuracy. This value is computed by the square root of the mean difference
between predicted values and the actual position (Euclidean distance) of the
observer’s X and Y next positions. Table4 shows the mean RMSE values of
the predictions computed in the output layer of all six neural networks. The
values vary from 3 to 11. The best mean RMSE was attained by the GRU
network, and the RBF network attained the worst. Figure4 shows the values
of the ANTE metric attained by the best neural networks in 5 different CTO
scenarios, where the speed of target agents is 0.9. The values of the ANTE metric
of the approaches with neural networks were better than the values attained by
the adjusted-randomization and straight-line strategies, employed to implement
the behaviors of targets in other approaches to the CTO problem. In contrast, the
LSTM and GRU networks attained the best performance in almost all scenarios
considered.

Table 4. Values of mean RMSE for all neural networks.

GRU | LSTM | Jordan | Elman | MLP | RBF
3.98314.522 |6.768 | 7.701 |9.79010.291

Targets Performance - Speed (0.90)

25

Sensor Range
- N
o o

=
°

[ 5 10 15 20
ANTE (EVASION)

Fig. 4. Values of ANTE metric for all networks in five different CTO scenarios.

In total there are 25 scenarios described in [7], the LSTM network perfor-
mance was better in seven scenarios, and the GRU network performance, which
attained the best mean RMSE value, was better in nine scenarios. Figure4
presents only the five scenarios with the highest speed (0.9). In the first sce-
nario (sensor range 25) in the figure the manually designed LSTM attained an
ANTE value equal to 6.42, and the manually GRU equal to 6.51. However, two
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basic neural network models were better than the DRNN models in this scenario,
i.e., the Elman network attained a value equal to 6.87 and the MLP equal to
6.90. At the lowest speeds in the remaining scenarios, the performances of the
two DRNNSs prevail and were better than the performance of the basic models,
reflecting their lower RMSE values in Table 4 again.

In addition, the performance of the Jordan network was better than the
performance of the MLP, RBF, and Elman networks, reflecting their terrible
RMSE values in Table 4. The performance of the Elman network oscillated, but in
most simulations, it was better than the performance of MLP and RBF networks.
Curiously, at lower speeds, the value of ANTE of the RBF network outperformed
the value of the MLP network, despite the value of RMSE of MLP being smaller
than the value of RBF. However, the MLP network was better in only one
scenario and the RBF network in two scenarios.

4.2 New Approach to Improving the Target Agents Team
Performance

This subsection presents the results obtained when the target agents incorpo-
rate the LSTM and GRU networks selected by a simple GA, which carries out a
process of searching the state space of the values of the hyperparameters associ-
ated with these two DRNs, oriented by a fitness function defined by the ANTE
metric. The best hyperparameters of DRNNs were selected after ten executions
(generations) of the implicit generate-and-test cycle in the GA. Figure4 shows
the evolution of the ANTE measure as the generations were performed until
the selection of the best chromosome, coding the best hyperparameters for the
DRNN. Table5 identifies the generations in which the best chromosome was
generated, its ANTE value, and the previous generations that were generated
from its father and mother chromosomes.

Figure5 shows the ANTE values of the most adapted chromosomes, those
three that make up the elite set in each generation, selected from the current
population of twenty chromosomes (the retains-length parameter is equal to
0.15). As the generations were carried out, the ANTE value of the best DRNN
automatically designed proliferated between the second and sixth generation,
in such a way that this growth became slower, converging to an optimal local
solution after the tenth generation, that has emerged until the ninth generation.
In Table5, the ANTE value equal to 8.04 of the DRNN automatically designed
is better than the ANTE value equal to 6.51 of the GRU network manually
designed, described in the last subsection. Table 6 shows the hyperparameter
codified in the chromosome selected to generate the best DRNN.

Table 5. ANTE value and main generations related to the chromosome solution birth.

Father Birth | Mother Birth | Birth | ANTE
7 8 9 8.0425
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Best Fitness in the CTO Neuroevolution Trend Graph

FITNESS (ANTE)
w

2 4 6 8 10
GENERATIONS

Fig. 5. Values of ANTE measures through 10 generations.

Table 6. Hyperparameters to generate the best DRNN.

Global Hyperparameters.
Node Hyperparameters

Hyperparameter | Range
Hyperparameter |Range Number of Layers |5
Learning Rate 0.02 Layer Type LSTM
Recurrent Dropout [0.6 Layer Size [64, 32, 128, 16, 16, 64]
Weight Initialization|Glorot Normal Layers Activation |hard sigmoid
Use Bias True Layers Dropout 0.1

Optimizer Rmsprop

The hyperparameters selected gave rise to LSTM network with five layers
of neurons, each one as a hard sigmoid as activation function, trained with
the rmsprop optimizer algorithm. These hyperparameters were selected still in
the first generations. The other hyperparameters, like dropout adjustments and
the number of neurons in each layer, emerged almost in the final of the search
process performed by the GA. Table7 summarizes the ANTE value attained
by the different approaches in the specific scenario of CTO with target speed
0.9 and observer sensor range of 25. The approaches that do not use neural
networks were the worst ones. The RBF network was the worst neural networks.
The Jordan network attained a low value compared to the LSTM and GRU
networks manually designed. The MLP and Elman networks achieved the best
performance in this particular scenario, although the DRNNs were generally best
in the most scenarios. The automatically projected DRNN surpassed all other
approaches, showing the adaptation of the target agents to the scenario.
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Table 7. ANTE values attained by different approaches.

Approaches ANTE values
Straight line [3] 3.983
Random adjustment [3] 4.522
RBF [7] 6.250
Jordan [7] 6.358
LSTM manually designed 6.416
GRU manually designed 6.512
Elman [7] 6.872
MLP [17] 6.904
DRNN automatically designed | 8.043

5 Conclusions

This work examined an evolutionary approach to the extended CTO problem,
what we call the COSTA problem, i.e., an initiative to improve the performance
measurement of the target agent team at the CTO and to improve the research of
new decision-making strategies in the context of observer agents. The results of
the evolutionary approach have proved to be better than other simple approaches
and other approaches that employ hand-drawn neural networks.

Although there are similar approaches in the literature to the problem of
the automatic design of deep neural networks, there is no approach of the same
kind applied to a domain in the context of CTO, much less in the context of the
extended problem we named COSTA. The evolutive approach, specially designed
to the problem, always converges for the most suitable solution, and the search
process does not run the risk of getting stuck on a local minimum. The diversity
caused by chromosome crossovers and mutations in populations culminates in
the selection of ideal hyperparameters for an RDNN to be incorporated into the
target agents since this RDNN obtained the best ANTE values in CTO scenario.

Although the evolutionary approach has performed well, the values of the
ANTE metric have not increased significantly due to the intrinsic limitations of
approaches that adopt a decentralized decision-making scheme, in which targets
are independent and do not share their information, since each agent decides on
a new position, that theoretically allows him to escape from his closest observer,
without taking into account the future decisions (or their causes) of other target
agents in the team.

Another limitation was the long training time that the DRNNs take, making
the simulations quite costly. In the future we intend to work with scenarios with
obstacles, to carry out the evolution of the weights of the DRNNs as well and
to make comparisons with other approaches of the real time learning such as
Multi-agent Reinforcement Learning.
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Abstract. An important and often neglected aspect in probabilistic
planning is how to account for different attitudes towards risk in the pro-
cess. In goal-driven problems, modeled as Shortest Stochastic Path (ssp)
problems, risk arises from the uncertainties on future events and how
they can lead to goal states. An SSP agent that minimizes the expected
accumulated cost is considered a risk-neutral agent, while with a differ-
ent optimization criterion it could choose between two extreme attitudes:
risk-aversion or risk-prone. In this work we consider a Risk Sensitive SSp
(called Rs-sspP) that uses an expected exponential utility parameterized
by the risk factor A that is used to define the agent’s risk attitude. More-
over, a A-value is feasible if it admits a policy with finite expected cost.
There are several algorithms capable of determining an optimal policy
for RS-SSPs when we fix a feasible value for A. However, so far, there has
been only one approach to find an extreme A feasible i.e., an extreme risk-
averse policy. In this work we propose and compare new approaches to
finding the extreme feasible A value for a given RS-SsP, and to return the
corresponding extreme risk-averse policy. Experiments on three bench-
mark domains show that our proposals outperform previous approach,
allowing the solution of larger problems.

Keywords: Probabilistic planning - Risk sensitive MDP - Dual linear
programming

1 Introduction

Automated planning is the branch of artificial intelligence concerned with
sequential decision making problem i.e. how to find a policy (a mapping from
states to actions) that takes the agent to its best behaviour. Probabilistic plan-
ning deals with sequential decision making in stochastic environments and is
usually modeled as a Markovian Decision Process (MDP), representing the inter-
action between an agent and its environment: at each time step, the agent is at
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state s, executes an action a, with a cost, that takes the agent (with a known
probability) to a next state s’. The agent objective is to find an optimal policy
that satisfies a given optimization criteria (e.g. minimizes the expected accumu-
lated cost). An MDP agent that must achieve a goal state can be modeled as
a Stochastic Shortest Path (ssp), which makes the assumption of no dead-end
states, i.e. the agent of an ssP will eventually achieve its goal, despite the number
of interactions.

An important aspect in probabilistic planning is how to consider the risk in
the process. In $SPs risk arises from the uncertainties on future events and how
they can lead to goal states. An agent that minimizes the expected accumulated
cost is considered a risk-neutral agent, while with a different optimization cri-
terion an agent could choose between two attitudes: risk-aversion or risk-prone
[1,2]. There are different approaches to quantify risk in MDPs and ssps, e.g.:
(i) the use of an expected exponential utility with a given risk factor [1,3-7];
(ii) the use of a piece-wise linear transformation function with a discount fac-
tor [8]; (iii) weighted sum between expectation and variance [9,10]; and (iv) the
estimation of performance in a confidence interval [11-14]. However, due to the
complexity of the mentioned risk approaches, finding optimal policies for them
are computationally more costly than solving risk-neutral SSPs [15].

The exponential utility approach to model risk for ssp problems with no
dead-ends has been used in many works [7,16,17]. An Rs-SSP (risk sensitive
SspP) problem uses the expected exponential of accumulated cost, weighted with
a risk factor A\. Within this approach, we can define agents with risk-prone or
risk-averse attitudes, i.e.: A < 0 implies in a risk-prone agent; A > 0 implies in a
risk-averse agent and A — 0 corresponds to a risk-neutral attitude.

There are several algorithms capable of finding optimal policies for RS-SSPs
considering a fix value for the risk factor A. However, when working with averse
risk attitude (A > 0), there is not always a feasible optimal policy for every A and
therefore there is an interest to define the extreme risk-averse A\ value, for which
there is an optimal feasible policy. We call this value as extreme A-feasible for
risk-averse attitude (from now on, the term extreme \-feasible refers to extreme
risk-averse A-feasible). A sequential search algorithm using Policy Iteration (P1)
[18] that finds this extreme A-feasible value was proposed in [19] but it is not
scalable. In this work, we propose three new algorithms to find the extreme-
averse A value: two algorithms based on adaptive sequential search, and one
algorithm based on binary search. The algorithm we called SEQSEARCH+LRTDP,
were able to find the extreme A-feasible with up 2 orders of magnitude faster than
the previous state-of-the-art solution in two domains, River and Navigation, and
up to 1 order of magnitude in the Triangle Tire World Domain.

2 Risk-Prone and Risk-Averse Policy Illustrative
Examples

Consider the River domain [16] where there is a grid with N, lines and N,
columns with columns 1 and N, being the riversides; line 1 being a bridge and line
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N, is a waterfall (Fig. 1). The initial state (yellow cell) is on the opposite riverside
of the goal state (red cell). The agent may cross the river by: (i) swimming from
any point of the riverside, or (ii) walking along the riverside and take the bridge.
However, the river flows to a waterfall. We encode the agent actions as: north(7),
south (|), west («) and east (—).

riverside
bridge

river
waterfall
initial state
goal state

Fig. 1. Instance 7 x 10 of the River domain represented as a grid with riversides (first
and last columns), brigde (first row), an initial state (yellow cell) and a goal state (red
cell). (Color figure online)

) Risk prone policy attitude. ) Risk averse policy attitude.

Fig. 2. Illustrative examples of two extreme risk policies for instance 7 x 10 of the River
Domain where (a) is the extreme risk-prone policy (A < 0), and (b) is the extreme risk-
averse policy (A > 0).

Actions executed on riversides or the bridge have 99% chance of success
and 1% chance of failing (i.e., the agent remains in the same location). Actions
executed inside the river have 80% chance of being dragged by the flow (towards
the south) and 20% chance of success. We make the assumption that the goal
state is an absorbing state and if the agent falls into the waterfall, it returns to
the initial state (so we do not consider dead-end states). Figure2 depicts two
policies for the River domain with clear predicted behaviour in terms of risk
attitude: Risk-prone agent in the River domain always goes towards the goal
location as fast as possible no matter the risk. If the agent is in a west riverside
cell he would jump into the river towards the goal; and if he is in the east riverside
he goes towards the goal along the riverside. When the agent is inside the river
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he would either tries to go toward east or south (take the advantage of the flow)
i.e., he seeks for the goal even under the risk of falling into the waterfall (see
Fig.2a). Risk-averse agent in the River domain goes towards the goal walking
along the riversides or the bridge. If the agent is in the west (east) riverside,
he tries to go towards north (south) always along the riverside; if he is in the
bridge he goes to east. If the agent falls inside the river he would always try to
achieve the nearest riverside (or bridge) location, i.e., avoiding the waterfall (see
Fig. 2b).

3 Risk Sensitive Stochastic Shortest Path (RS-SSP)

Formally, an RS-SSP is a tuple M = (S, A, P,C, s9, G, \) in which S is a finite set
of states; A is a finite set of actions, A(s) C A is a set of actions applicable in
state s; P(s'|s,a) is the probability of taking action a € A(s) in state s ending
in state s’; C(s,a) is the cost function that gives the immediate cost value for
taking an action a € A(s) in state s; so € S is the initial state; G is the set of
goal states and A is the risk-attitude factor. In sum, an RS-SSP is an SSP with
an optimization criterion that takes into account a risk factor X indicating if the
agent is averse, neutral or prone to risk. In this work, we consider a solution for
an RS-SSP based on an exponential utility function.

Definition 1 (A-feasible policy). A policy m of an RS-SSP is \-feasible if the
probability of not reaching a goal state vanishes faster than the expected expo-
nential accumulated cost. Let P™ be the matrix representation of the probability
transition function P constrained to policy , i.e., P(s'|s, 7(s)). PE is the matriz
P™ where the columns representing the states s belonging to G are assigned to
0 (i.e. the goals are absorbing states). Let D™ be the diagonal matriz |S| x |S)|

where each cell in the diagonal is e©(7(5)),

ifp((D™)*PE) < 1 thenpolicym is A — feasible,

where p represents the spectral radius function [7].

We say that a A is feasible if there exists a A-feasible policy. If ) is unfeasible,
then the cost of any policy is unbounded (it grows to infinity). If A < 0 (risk
prone attitude) and 7 is a proper policy (i.e., Vs € S the policy reaches the
goal with probability 1), then 7 is also A-feasible [16]. If 7 is A-feasible, then the
value function of a policy 7 can be computed by solving the following system of
equations Vs € S [16]:

V7(s) = ACm() S p(s/|s, m(s))V™(s)  otherwise. (1)
s'eS

Moreover, if A is feasible then V*(s) = mingec; V7 (s) is the optimal solution
of the following Bellman equation:
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sgn(\) if s €@,
Vi(s) = min [eAC(S’G) 3 P(s’\s,a)V*(S’)} otherwise. (2)
acA s'eS

The optimal policy can then be obtained from the greedy policy:

* _ . AC(s,a) ! * (o)
T (s) = argmin [e ZSP(S |s,a)V*(s )} (3)
s’'e€

Note that “when X\ is unfeasible, the Bellman equation is unsolvable” [16].
There are many algorithms to solve RS-SSPs for a given fixed feasible A; in the
rest of this section we describe two of the most popular and efficient: Policy
Iteration and LRTDP.

3.1 Policy Iteration for RS-SSP

The Policy Iteration Algorithm for RS-sSPs is called RS-PI [7] and consists of two
main steps: policy evaluation and policy improvement. Given a fixed A value, RS-
PI starts with a A-feasible policy 7. At each iteration i the algorithm computes
the value of that policy solving the system of equations in Eq.1 (the policy
evaluation step) and then it computes a new improved policy based on previous
value function (the policy improvement step). This is repeated until reaching a
fixed-point, i.e. m; = m;_1. For the purposes of this paper, we describe the main
steps of the Policy Iteration (PI) algorithm for Rs-SSPs as a procedure, called
POLICY-EVAL-IMPROVE, that includes the policy evaluation of policy m;_1 and
the policy improvement at iteration .

procedure POLICY-EVAL-IMPROVE(7, \)
Policy evaluation: compute V™ using Equation 1 until convergence.
Policy improvement: find a better policy 7" by:

7' (s) + argn}xin [exp()\C(s, a)) Z P(s'|s,a)V" (8/)]
a€ s’eS

return 7’
end procedure

Since an RS-SSP problem is not well defined for every A, i.e. we must guarantee
there is a A-feasible policy. For that, we must first find an extreme-averse value
that is feasible and choose a A value less or equal to this extreme.

3.2 LRTDP for RS-SSP

The asynchronous dynamic programming (DP) algorithm Labeled Real Time
Dynamic Programming (LRTDP) [20] is a state-of-the-art solution for proba-
bilistic planning. It applies asynchronous DP with a heuristic to prioritize the
update of relevant states. This approach is also known as a special class of heuris-
tic search, called Find&Revise algorithms [21]. The adaptation of this algorithm
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for rRs-ssps, called RS-LRTDP (Algorithm 1), simply modifies the original version
with an exponential updating procedure called REVISE(s, A) (lines 12-16) [22].

This algorithm performs trials that simulate the execution of the greedy
policy starting from the initial state (lines 5-9). Given a state s, the agent
revise the value function V(s) (calling REVISE(s, \)) and selects a greedy action
a (line 6) and computes the successor state s’ (line 7) by sampling according to
P(s'|s,a). This operation is repeated until a solved state is found (i.e. a state
for which V(s) has converged) (line 9).

Finally, the algorithm converges when the value function for the initial state
so converges (line 11), which guarantees the convergence for all states reachable
from sg. In the experiments performed in this work, we use the h]> ., heuristic
proposed by [17]. One can use any other heuristic that takes the risk into account,
e.g., the heuristic based on occupation measure variables proposed in [22].

When considering the expected exponential utility, a main limitation is the
high numerical value resulting from the exponential value function computation.
Depending on the parameters of the problem, the exponential values can become
so large that they can not be processed using a 64-bit floating-point variable.
Even when the computation of intermediate values is possible, the variation of
exponents can cause errors of precision. To solve this type of numerical precision
problems, in this work, we use the RS-LRTDP with the LogSumFEzp technique
[17,23] (by modifying line 13) which transforms the exponential growth of a
function into an arithmetic growth through a logarithmic function.

Algorithm 1. RS-LRTDP
Input: RS-SSP M, feasible A\, admissible heuristic function h
Output: optimal value function V™

1: initialize V' with the heuristic function

2: repeat

3 5+ So

4 label all goal states as solved

5: repeat

6: Qgreedy < REVISE(s, \)

7 s« FIND: sample s’ not solved from P(s’|s, agreedy)
8 5 &

9: until s is solved

10: for all states s in the trial try to label s as solved

11: until sg is solved

12: procedure REVISE(s, \)

13: V(s) « mezzz [exp(AC(s,a)) Y, cs P(s']s,a)V(s))]

14: Qgreedy — argmin [exp(AC(s,a)) > . cq P(s']s,a)V(s')]
acA

15: return agreedy

16: end procedure
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4 Finding the Extreme Feasible A

Given an RS-SSP, let us call A-extreme the extreme risk-averse A value, for which
there is a feasible policy. We can use the algorithms described in the previous
section to compute an optimal policy for any A < A-extreme. However, if such A
is unknown, the algorithms discussed in the next sections are capable of finding
this value and also return a extreme A-feasible policy.

4.1 Sequential Search with Policy Evaluation and Improvement

Freire et al. [16] suggested exploiting the definition of A-feasible policies (Defi-
nition 1) to find the extreme feasible A by an adaptive sequential search. Algo-
rithm 2, that we call Sequential Search with Policy Evaluation and Improvement
(SEQSEARCH4PEI), starts with an arbitrary policy mp and A < 0 (which is always
feasible). The algorithm alternates between finding the extreme feasible A\ for
a fixed policy (line 6), and finding an improved policy (i.e., one with smaller
cost) with a fixed A (line 7). The ADAPTIVE-STEP procedure performs the adap-
tive sequential search for the extreme A, that uses the criteria in Definition 1
as stopping rule. The § value in line 12 is an input parameter that specifies
the maximum approximation error. The algorithm terminates when the policy
improvement step is optimal for the given A, which is then a [-approximation
to the extreme feasible A, i.e. the A\ value that corresponds to the extreme risk-
averse attitude. Note that if we remove line 6, Algorithm 2 reduces to the RS-PI
algorithm (Sect. 2), for a given fixed .

Algorithm 2. SEQSEARCH+-PEI : Compute the extreme A-feasible value
Input: Rs-ssP: M, ¢ >0, 3 > ¢

Output: optimal policy 7* and extreme A-feasible

1: Choose an initial policy 7 arbitrarily and V7°

te—1

A ——1

: mi(s) « argmin [exp(AC(s,a)) Y
acA

2

3

4 P(s'|s,a)V™(s")],Vs € S
5: while T ;é Ti—1 do

6.

7

8

s'esS

A «— ADAPTIVE-STEP(M, 75, €, X, 3)
Ti+1 < POLICY-EVAL-IMPROVE(7;, \)
: T— 141
9: end while
10: return m;, A
11: procedure ADAPTIVE-STEP(M, 7, €, A, 3)
12:  while p((D™)*PZ%) < (1 — 8) do
13: A A O n((D7) PE)
14: end while

15: return \
16: end procedure
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This algorithm has two large drawbacks. First, the ADAPTIVE-STEP procedure
is called for every small improvement of the policy, which requires computing
a cost quantity p((D™)*PE,)); this search has also slow convergence as the step
sizes become increasingly smaller, which can be very time consuming. Second,
POLICY-EVAL-IMPROVE involves a fixed-point algorithm to evaluate the policy
in the entire space, which scales poorly for large state spaces.

4.2 Sequential Search with Optimal Policy

As discussed, the SEQSEARCH-+PEI alternates between finding the extreme A
value (up to an approximation error), and performing one step of the optimiza-
tion of the incumbent policy 7; through POLICY-EVAL-IMPROVE. A simple exten-
sion to the algorithm is to allow also for several steps of the policy optimization
step. In particular, the policy improvement step can be ran until convergence,
thus finding an optimal policy for the current feasible A. This can be done effi-
ciently for example using RS-LRTDP. Algorithm 3 formalizes this idea, where line
7 (POLICY-EVAL-IMPROVE) is replaced with an optimal policy solver (for the
current feasible A). As our experiments show, taking larger steps in the policy
optimization leads to less calls of ADAPTIVE-SEARCH, and an overall reduced
runtime.

Algorithm 3. SEQSEARCH+OP : Compute the extreme A-feasible value
Input: RS-SSP M, €, 8

Output: optimal policy 7* and extreme A-feasible

: Choose an initial policy 7o arbitrarily

7+ 1

A——1

2 omi(s) argnzm [exp(AC(s,a)) D icg P(']s,a) VT (s")]

ac
while T3 7& Ti—1 do

A < ADAPTIVE-STEP(M, 74, €, A, 3)
Ti+1 < FIND-OPTIMAL-POLICY ()
t— 141

: end while

: return m;, A

QL XPADT w

—_

4.3 Checking A-feasibility by Linear Programming

Another improvement to SEQSEARCH-PEI proposed in this paper is to replace
the sequential search for the extreme A for a feasible policy by a more efficient
search scheme, for example, by binary search. Doing so however requires us to
establish a criteria for efficiently determining if a given ) is feasible. Note that
the criteria in Definition (1) only allows one to decide if a given policy is A-
feasible. Verifying feasibility of A in this way thus amounts to exhaustive search
in the policy space.
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We show here the A-feasibility can be cast as linear programming feasibility,
which can then be solved by high performing commercial solvers. Algorithm 4
performs binary search for the extreme A, where the decision to increase/decrease
the current value uses linear programming to verify the feasibility of a candidate
A value (line 6). If the Rs-SSP M has a feasible policy we update the bottom
search value, otherwise we update the top search value (lines 7-10). The search
continues until the interval is sufficiently small (line 2), and contains a feasible
A at the left endpoint (line 3).

Algorithm 4. BINSEARCH+DLP : Compute the extreme A-feasible value

Input: RS-SSP DLP, error €, values b < ¢ such that the extreme feasible X € [b, t]
Output: extreme \-feasible
1: function BINSEARCH (DLP, b, t)
2: if (t—b<e¢€) then
return A — b
end if
A—(b+1)/2
RESP < LP-SOLVER(DLP, A)
if RESP is feasible then
return BINSEARCH (DLP, A, t)
9: else
10: return BINSEARCH (DLP, b, A)
11: end if
12: end function

In the rest of this section we show how to verify A-feasibility by recasting the
optimization problem as a (primal and dual) linear program of the Rs-SsP.

A well-known alternative approach to solving an SSP is to encode the Bellman
Eq.2 as a linear program. Thus, we can adapt the same approach to solve RS-
ssps, producing the linear program of Definition 2.

Definition 2 (Primal Linear Program of RS-SSP). The primal linear pro-
gram of an RS-SSP M is defined by the following linear optimization problem:

mazrimaize g Vs
v

ses
subject to vy = sgn(A) Vs e G (LP1)
vy < M) Z P(s'|s,a)vy, Vse€S\G,ac€ A

s'esS

The variables vy in the linear program LPI represent the value function
V*(s) in the Bellman Equation (2). At the optimum, the constraints are sat-
isfied with equality, thus computing the same value as the Bellman Equation.
If X\ is unfeasible, then the above program is unbounded (i.e., any v, is a solu-
tion). According to the weak duality property [24], a feasible linear program is
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unbounded if and only if its dual linear program is unfeasible (i.e., it has no
solutions). Following the works [25-27], note that if A > 0, LP1 can be rewritten
as the following linear program:

maximize Z Vs
v seS
subject to  ve < eV P(s,ls,a) + Z I p(s|s, a)vy, Vs € S\ G,a € A.
s’eS\G

As we discuss next, this allows us to interpret the respective dual program
as a maximum flow problem (Definition 3). To the best of our knowledge, this
is the first dual formulation of SsPs with an exponential utility function.

Definition 3 (Dual Linear Program of RS-SSP). The dual linear program
of an Rs-SSP M is the following linear optimization problem:

minimz'ze sgn(A) Z Tgq D P(s,]s,a) (LP2)
s€S,a€A(s)
subject to 54 >0 Vs e S,ae A(s) (F'1)
out(s) = Z Ts.a Vs e S (F2)
a€A(s)
in(s) = Z To o CCDP(S s a),Vs € S,a € A(s)  (F3)
a€A(s")
s'es\G
out(s) —in(s) =0 Vs e S\ {GUsp} (F4)
out(sp) —in(sg) =1 (F5)

The dual linear program (LP2) can be interpreted as a maximum flow [28,29]
as follows. The variables z, , are known as occupation variables, and measures
the proportion of time that action a is applied in state s. If the optimal policy
is unique (hence deterministic), these variables take on 0/1 values. Constraint
F2 and F3 define expected outgoing and incoming flows entering a state x, ,.
Constraint F3 modifies the way of the incoming flow: instead of a directed cost,
the incoming flow is pondered to the exponential cost, allowing model risk. Con-
straint F4 establishes a flow conservation principle: all flows reaching s must
leave s (for all states s € S that are neither the initial state sg, called source,
nor a goal state, called sink). Constraints F5 defines the equation for the source
state. Finally, the objective function gives the total cost to reaching the goal
from the initial state. An optimal policy can be extracted from the optimal solu-
tion to the program by 7* = a, where a is the only action such that z , # 0.
This formulation also allows for efficient heuristics that takes into account the
probabilities [28,29].
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5 Empirical Analysis

In this section we compare the SEQSEARCH4PEI algorithm [16] with the three
algorithms proposed in this paper to find the extreme A-feasible when solving
instances of three benchmark planning domains.

We run 10 times the algorithms for each instance of the analysed domains
and compute the average time, with a maximum of 60 min and 6 GB of memory
in an intel i7 processor at 2.7 Hz. To solve the LPs we used the Gurobi7.5 solver.
We apply the LogSumFExp transformation [17,23] to avoid errors of numerical
precision, only for the algorithms based on value function. For the LP based
algorithms, there is not yet a way to apply a similar transformation, and we
leave that as a future work.

Following, we specify the three benchmark domains analysed in this work
and show how they were modified to become RS-SSPs with no dead-ends.

Triangle Tire World Domain. In this domain, a car can move to a different
location through routes. The objective is to go from an initial state sy to a goal
location s,;. However, in each movement, there is a probability of puncturing
a tire. Since the domain has no dead-ends, states with flat-tire have always a
spare-tire. The probability of puncturing a tire is much higher when the agent
moves along the shortest path to the goal.

River Domain. This is the domain described in the Sect.2. Actions can be
taken in any of the cardinal directions: N, S, E and W. If actions are taken on
the river bank or in the bridge then transitions are deterministic to the cardinal
directions; if actions are taken in the river then transitions are probabilistic and
follows the chosen cardinal directions with probability p or follows down the
river with probability 1 — p.

Navigation Domain. In this domain a robot moves through a grid world by
executing four actions: N, S, E and W. When the robot reaches some rows in
the grid (called disappearing rows), there is a probability to return to the ini-
tial location (instead of disappearing, as in the original version, which would
configure a dead-end state). Each instance of this domain is parameterized
by the total number of columns (ncol) and rows (nrow). The robot starts at
location (1,ncol) and the goal location is (nrow,ncol). In the disappearing
rows the probability to return to the initial state is min, in the first column
and maz, in the last column. The probability of the robot returning to the
initial state in any column j € [1,ncol] of a disappearing row, is given by:
probability_return = (min,) + (j — 1) 20,
The average computational time are shown in Tables 1, 2 and 3. Note that
indicates instances that were not solved due to numerical precision error.
The results show that the algorithms based on the dual linear formulation
(BINSEARCH+DLP and SEQSEARCH+DLP) are faster than SEQSEARCH+PEI and
SEQSEARCH~+LRTDP in small and medium instances. However they can not scale
up efficiently due to the problem of numerical precision error.

On the other hand, SEQSEARCH+PEI and SEQSEARCH-+LRTDP can use the
LogSumExp strategy [17,23] which allows them to solve all instances of the

W
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Table 1. Average computational Time (sec) to find the extreme M-feasible for 40
instances in the Triangle Tire World Domain.

BINSEARCH SEQSEARCH
Instances #states DLP PEI DLP LRTDP
2 15 0.12| 0.07 0.01 0.01
4 66 0.33] 0.24 0.07 0.16
6 153 0.79] 0.96 0.12 0.54
8 276 1.62] 1.94 0.25 0.61
10 435 2.83] 4.05 0.32 0.79
12 630 5.10] 7.74 0.98 1.26
14 861 7.95| 13.62 1.75 2.61
16 1128 12.45| 21.64 2.48 3.98
18 1431 17.42| 35.42 3.37 6.40
20 1770 25.90| 57.64 5.21 7.35
22 2145 31.25| 67.13 6.12 8.91
24 2556 - 85.03 - 10.45
26 3003 -[115.94 - 12.95
28 3486 -1 134.54 - 15.90
30 4005 -1 180.56 - 18.42
32 4560 -1 237.28 - 22.03
34 5151 -1289.07 - 28.61
36 5778 -1 324.55 - 31.46
38 6441 -1 375.86 - 33.45
40 7140 -1434.64 - 40.26

Table 2. Average computational Time (sec) to find the extreme A-feasible for 18
instances in the River Domain.

BINSEARCH SEQSEARCH
Instances #states DLP PEI DLP LRTDP
5x6 30 0.33| 113.56 0.06 0.09
5x8 40 0.48| 159.16 0.16 1.65
5x10 50 0.69| 237.60 0.38 2.15
5x12 60 0.82] 360.48 0.72 3.75
5x14 70 1.05| 488.07 1.35 491
5x16 80 1.13| 591.05 1.76 6.04
5x18 90 1.29| 643.85 2.09 7.49
5% 20 100 1.45| 780.96 2.98 8.83
H5x22 110 2.36| 862.35 4.09 9.71
5x24 120 3.78| 978.06 5.26 11.48
5x26 130 5.90|1062.45 6.71 15.08
Hx28 140 7.94/1196.45 8.49 19.67
5x30 150 -11325.76 - 28.19
5x32 160 -11483.65 - 34.94
5x34 170 -11605.45 - 41.08
5x 36 180 -11763.65 - 47.98
5x38 190 -11912.65 - 55.19
5x40 200 -12506.45 - 61.98
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Table 3. Average computational Time (sec) to find the extreme A-feasible for 20
instances in the Navigation Domain.

BINSEARCH SEQSEARCH
Instances #states DLP PEI DLP LRTDP
6x5 30 0.27] 38.45 0.05 0.13
8x5 40 0.34| 56.83 0.09 0.34
10x5 50 0.54] 76.14 1.13 0.79
12x5 60 0.78| 121.36 1.26 1.38
14x5 70 1.17| 172.60 1.47 1.90
16x5 80 1.28| 214.64 1.65 2.76
18%5 90 1.37| 268.48 2.46 3.07
20x5 100 1.59| 315.47 3.01 3.58
22x5 110 2.56| 375.14 3.45 4.87
24 x5 120 3.19] 425.86 3.95 5.98
26x5 130 4.89| 493.45 4.78 6.04
28x5 140 5.64| 519.65 5.21 7.56
30%5 150 6.98] 594.82 6.09 8.90
32x5 160 7.95| 648.15 6.94 11.73
34x5 170 11.65| 705.65 7.14 13.95
36x5 180 -| 779.08 - 16.48
38x%5 190 -| 816.54 - 19.24
40x5 200 -| 892.61 - 21.08
42x5 210 -11022.76 - 23.89
44 x5 220 -11134.02 - 27.46

three analysed domains. The SEQSEARCH+LRTDP were able to find the extreme
A-feasible with up 2 orders of magnitude faster than SEQSEARCHPEI in two
domains, River and Navigation, and up to 1 order of magnitude in the Triangle
Tire World Domain, where instances have the largest number of states. Note
that, although BINSEARCH+DLP performed in general worst than the sequential
search algorithms, it has the lower time performance for all solved instances in
the two of the three domains. Our intuition is that it could not solve larger
instances due to problems with numerical precision that was mitigated with the
LogSumEzp technique by the other algorithms.

6 Conclusions

In this paper we propose three new algorithms to find the extreme risk-averse A
factor and feasible policies for RS-SSPs, and compare them with an existing solu-
tion, called in this paper SEQSEARCH+PEI [16]. This algorithm makes an adap-
tive sequential search and performs a policy evaluation and improvement at each
iteration. Although SEQSEARCH+PEI guarantees to find the extreme A-feasible
for RS-SSPs, it has two main drawbacks. First, the search has slow convergence
as the adaptive step sizes become increasingly smaller when approaching the
extreme. Second, the algorithm requires running policy evaluation in the entire
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state space for each \ value, which scales poorly for large search spaces. Thus,
to overcome these shortcomings, we propose two extensions. The first extension
consists of replacing the policy improvement step by a full policy optimization,
either using the RS-LRTDP algorithm or linear programming. The second exten-
sion performs binary search to find the extreme A. This is not trivial as Dynamic
Programming cannot be used with an infeasible A value (consequently, we can-
not use it to check the direction to move to in binary search). Thus, we take
advantage of a new dual linear programming reformulation of the problem to
efficiently verify the feasibility of any given A. To the best of our knowledge,
this is the first dual formulation of stochastic shortest path problems with an
exponential utility function.

We compare the approaches in three benchmark planning domains with vary-
ing instances size. The results show the algorithms that use the dual linear pro-
gramming are faster than SEQSEARCH-+PEI in small and medium instances. They
however face numerical issues as the instances size increase. For these instances,
the extension of SEQSEARCH4PEI that uses RS-LRTDP to (optimally) improve
policies finding the extreme feasible A\ with up 2 orders of magnitude faster. As
a future work we intend to implement the LogSumFEzp technique in the dual
linear program formulation to increase its scalability.

Acknowledgments. We thank the CNPq (Conselho Nacional de Desenvolvimento
Cientifico e Tecnoldgico) and CAPES (Coordenagao de Aperfeicoamento de Pessoal de
Nivel Superior) for the financial support.
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Abstract. Planning problems with continuous state and action spaces
are difficult to solve with existing planning techniques, specially when
the state transition is defined by a high-dimension non-linear dynamics.
Recently, a technique called Planning through Backpropagation (PtB)
was introduced as an efficient and scalable alternative to traditional
optimization-based methods for continuous planning problems. PtB
leverages modern gradient descent algorithms and highly optimized auto-
matic differentiation libraries to obtain approximate solutions. However,
to date there have been no empirical evaluations comparing PtB with
Linear-Quadratic (LQ) control problems. In this work, we compare PtB
with an optimal algorithm from control theory called LQR, and its iter-
ative version iLQR, when solving linear and non-linear continuous deter-
ministic planning problems. The empirical results suggest that PtB can
be an efficient alternative to optimizing non-linear continuous determin-
istic planning, being much easier to be implemented and stabilized than
classical model-predictive control methods.

Keywords: Gradient based optimization - Deep learning - Continuous
deterministic planning

1 Introduction

Planning through Backpropagation (PtB) [20,21] has been recently introduced as
a scalable alternative to traditional optimization-based methods for deterministic
continuous planning problems. Automated planning is a subarea of Al focused
on solving a sequential decision making process where an agent has to select the
best action to be taken at each decision step in order to achieve a desired goal
in a minimum number of steps [9].

PtB exploits a key feature of many planning problems: if all functional depen-
dences in the transition and cost functions are almost-everywhere differentiable
then the planning problem can be cast as a gradient-based optimization task
and efficiently solved by deep-learning techniques. Although the approach has
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showed impressive results on a suite of planning and control problems, we notice
that it has never been properly compared with state-of-the-art optimal control
algorithms.

Following the current trend in reinforcement learning of evaluating
approaches on benchmarks from the optimal control literature such as Linear-
Quadratic Regulation (LQR) problems [8,12], in this work we seek to better
characterize PtB in terms of its empirical performance in LQR-like problems.
Our goal is to demonstrate the ability of PtB in leveraging the modern gradient-
descent optimization tool-sets to finding good approximate solutions, despite the
well-known limitations of those descent algorithms. With that objective in mind,
we turn ourselves to LQR problems, precisely because their optimal solutions
can be easily obtained via dynamic programming.

Moreover, for non-linear dynamical systems, a comparison between a
gradient-based optimization solution such as PtB to Differential Dynamic Pro-
gramming [18] can highlight the advantages of an approach that approximately
solve the original non-linear planning problem, relative of optimally solving
locally-linearized approximations [15] of the original problem, which is the stan-
dard approach of state-of-the-art control algorithms such the iterative Linear-
Quadratic Regulator (iLQR) [17].

In this work, we formulate the planning and control problems as Determin-
istic Continuous Markov Decision Processes (DC-MDPs) that are amenable to
be optimized by backpropagating gradients of the total cost with respect to the
actions. Our empirical results suggest that PtB is competitive with iLQR, while
being much easier to implement and stabilize than classical model-predictive
control methods.

The paper is organized as follows. First, we introduce the notation and math-
ematical background of DC-MDPs and the theory of Linear-Quadratic problems
and present the optimal control algorithms of LQR and iLQR. In Sect.3 we
develop the main concepts of the PtB approach. Finally, we discuss the empiri-
cal analysis of results.

2 Mathematical Foundation

We start by fixing the notation and reviewing the basics of deterministic planning
problems with continuous state and action spaces.

2.1 Deterministic Continuous Markov Decision Process

We consider single-agent planning problems formulated as continuous state and
action Markov Decision Process with a finite horizon H € N. Such processes
describe a finite number of iterations of the agent with the environment such
that at each decision time step the agent observes the current state s;, and
performs an action a;. That iteration incurs a cost ¢; and takes the agent to a
future state s;y1, and the process repeats. We assume actions have deterministic
effects, thus s;41 is a deterministic function of s; and a;. More formally, we have
that:



110 R. Scaroni et al.

Definition 1 (DC-MDP). A Deterministic Continuous Markovian Decision
Process (DC-MDP) problem is defined by the tuple (S, s, A, R,T), where:

- S CR™ is a set of states;

- sog € S is the initial state;

- ACR" is a set of actions;

- C:S8x A—Ris a cost function; and

- T:8%xA— S is a deterministic state transition function.

We assume that T and C are almost-everywhere differentiable.

Definition 2 (DC-MDP plan). A plan is an ordered sequence of actions,
denoted by the sequence ag.;r = (ag, a1, ...,ag—1) € A%, where A" is the set of
plans of size H to be executed over the time-steps t € {0,1,..., H — 1}.

To evaluate a plan ag.; we define the value function that assigns a real value
to each state while following this plan.

Definition 3 (Value function). The value function Vg : S — R, where K
1s the remaining number of steps, returns the total cost obtained by executing the
plan ax.g starting at state s € S, i.e.:

Vs (s) = Clsic, ax) + Vi (s), Vo(s) = 0. ()

Definition 4 (DC-MDP optimal plan). The optimal plan for a DC-MDP,
is the plan af.; = (ag,a1,...,ap—1) € A that has the minimum accumulated
cost through horizon H, i.e.:

H-1
ap. g = arg minVao 7 (s) = arg min Z C(st,at), (2)
ao. g €EAH a:m 3

where sg11 = T (s¢,a¢) fort=1,...,H — 1.

2.2 Linear Quadratic Regulator (LQR)

The field of optimal control also involves acting in a dynamic system at minimum
cost. A simple Linear Quadratic (LQ) control problem assumes deterministic
state transition function of the form:

St+1 = ASt + B(lt7 (3)
where A and B are real matrices, and the cost function is of the form:

C(st,a:) = s Q s¢ +a) R ay, ift < H, (4)
C(st,at):s;rQHst, ift=H, (5)

where Q and R are a semidefinite positive and definite positive real matrices,
respectively. The optimal solution for this class of L(Q control problems is given
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by Eq. 2 subject to Egs. 3, 4 and 5. This LQ problem can be solved by a Linear-
Quadratic Regulator (LQR) approach [3], an optimal feedback controller based
on dynamic programming.

Algorithm 1 shows a pseudo-code of the LQR controller that takes as input
the matrices A, B, Q and R and the initial state sg. The algorithm works in two
phases: backward pass and forward pass. The backward pass starts at the
last time-step H — 1 and solves a set of Riccati! equations [4] that obtains the
optimal total cost of executing an action a; and then following the optimal plan
in the future. The forward pass computes the optimal plan aj : it starts by
computing the optimal action aj in so and generates the next state s; applying
action agj; the process repeats until it reaches the last time-step H — 1.

Algorithm 1: Linear-Quadratic Regulator (LQR)
Input: An LQR specification (A, B, Q, R, so)
Output: An optimal plan ag, ;

Backward pass:

Vu — Qu

3 fort=H—-1,...,0 do

// Solve discrete algebraic Riccati equations
// Minimize SIQSt + a:Rat + s;r+1Vt+1st+1
// subject to si1+1 = As; + Bay

4 K:— (R+B'V,1B)"'B"V,1,A

N =

5 | Vi< Q+A'V,1A— (ATV11B)(R+B'Vi11B) /(B Vi A)
6 Forward pass:

7 fort=0,1,...,H —1do

8 a;j — —Kis;

9 | St+1 < As; + Baj

10 return ag,.y

In this work, we use the LQR optimal solution as a benchmark to evaluate
linear-quadratic DC-MDPs, and we use the iterative version of LQR (iLQR) to
evaluate non-linear DC-MDPs, as described next.

2.3 Iterative Linear-Quadratic Regulator (iLQR)

When we use the LQR controller, we assume the model dynamics is linear. The
iLQR (iterative LQR) [11,17,18] algorithm can handle non-linear models by
computing a linear approximation of the dynamics and a quadratic approxima-
tion of the cost around the current trajectory and then applying LQR (Algo-
rithm 1) to find the optimal solution for this approximation. Then it proceeds

! The Riccati equations can be seen as the analytical counterpart of the value iteration
for LQRs.
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Algorithm 2: Iterative Linear Quadratic Regulator (iLQR)

Input: A DC-MDP specification (7,C, A, so)
Output: A sub-optimal plan &o.»
1 Uniformly sample a valid initial plan &o.g ~ Z/I(.AH)
2 Generate an initial state trajectory 8:41 = 7 (8¢, de)
3 while not converged do

4 Model Approximation:

5 Compute linear transition (A, B;) — Vierar T (St,at)|ss=5¢,ar=a
6 Compute quadratic costs (Qt,ﬁt) — V2, 0,C(5t,a8) |s1=80,as=d:
7 Backward pass:

8 L Find LQR policy Tk x < LQR.BACKWARD(A, B, Q,R)

9 Forward pass:
10 80 < S0
11 fort=0,1,...,H—1do
12 Select action a¢ «— a¢ + ki + Ke(s¢ — §¢)
13 Apply action siy1 «— T (S¢t, at)
14 Update trajectory (ae, 8¢4+1) < (a, St41)

15 return ao.g

iteratively refining the current best solution until no improvement can be made.
Algorithm 2 take as input a DC-MDP and returns an approximate (valid) plan
ag.;y ~ U(AH). Tt works in three phases: model approximation, backward
pass and forward pass. First, during the model approximation step, the state
and action Jacobian matrix of the transition function Vg, 4,7 (St, @¢)|s,=3,.ar=a,
and the Hessian matrix V2, , C(s¢,a¢)|s,=5,,0,=a, are obtained from the sym-
bolic model through automatic differentiation. Then, the backward pass solves
the Riccati equations to obtain the controller gain K; and the forward pass apply
the controller to the transition function to generate an approximately optimal
plan. iLQR is a well-known method for locally-optimal feedback control of non-
linear dynamical systems. For further technical details the reader is invited to

check the thorough survey in [15].

3 Planning Through Backpropagation (PtB)

Formulating the planning problem as an optimization task can widen the range
of techniques amenable to be applied to solve it, e.g., mixed-integer linear pro-
gramming [16], gradient-based optimization [5,20] or cross-entropy methods [2].
The key observation is that any planning problem can be naturally defined in
terms of a state-action constraints given by the state-transition function and
initial state, and an objective function given by the total cost.
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3.1 Planning as Gradient-Based Optimization of Recurrent Models

The advancements of gradient based optimization techniques, fairly popular on
machine learning applications, can lead to more scalable solutions due to the
efficiency of the backpropagation algorithm. Leveraging from gradient descent
algorithms and automatic differentiation libraries, Scott et al. (2017) [20] propose
a framework called Planning through Backpropagation (PtB), for solving non-
linear continuous planning through backpropagation.

© @ @ @...@...@
& = bbb

Fig. 1. Planning through backpropagation

A central piece of this framework consists of representing a DC-MDP as a
recurrent model in which the inputs are the actions for each time-step, the hidden
states are the Markovian states and the outputs are the costs on taking each
action. Let a; be the action taken at time-step, si11 = 7 (s, a;) be the hidden
state of the recurrent model and ¢; = C(s¢,a¢) the output of each cell of the
recurrent model. Figure 1 shows a representation of this model.? In other words,
the PtB approach transforms the original planning as optimization problem into
action-constrained optimization problem over the composition of transition and
cost functions given by Definition 5.3

Definition 5 (Planning through Backpropagation).
2311111 C(so,a0) + C(7T (so,a0),a1) + -+ C(T(...T(s0,a0),a1),a2),...ag_1)

st.Vt: a; €A, so=35.

The optimization of the plan consists of applying gradient descent on each
action according to an objective function. Wu et al. [20] adopt as objective
function the surrogate loss £ = Zil(() —c¢)? = Zflzl 7. Once the gradient of
the loss function with respect to the actions is computed, an optimization step is
applied on the current plan a = (ag, ay, ...,ar) € A” according to the learning
rate 1. This update rule is given by:

, oL
al=a—n5-, (6)

where g—ﬁ are called the action gradients.

2 Notice that, since the functions represented in the model cells are not parameterized,
this model is not exactly a recurrent neural network (RNN), despite its resemblance.

3 This is akin to a shooting formulation in optimal control, but solved through
gradient-based optimization instead of dynamic programming or other methods.
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Algorithm 3: Planning through Backpropagation (PtB)
Input: A DC-MDP specification (7,C, A, so)
Output: A valid plan ag.g
1 Uniformly sample valid initial plan ag.g ~ Z/{(.AH)
2 while not converged do
3 Forward pass:
L Symbolically unroll recurrent model siy1 = 7 (s¢,a¢), ¢t = C(s¢, at)

Evaluate surrogate loss £ = Y1 ¢?

Backward pass:
L Backpropagate action gradients 3 ﬂ fromt=H —-1tot=0

® N o woN

Apply gradient step ag.z < ao:g — L

naaO:H

9 return ag.py

Therefore, applying PtB amounts to: (1) sample an initial plan, and (2) run
multiple optimization steps until the plan has converged, i.e. when the action
optimization step is no longer relevant due to a local optimum or the maximum
optimization epochs are reached. As described in Algorithm 3, PtB optimizes
actions by updating them in the direction that minimizes the surrogate loss
function L.

3.2 Backpropagation over Long Horizons

Running backpropagation on recurrent models has some particularities once an
output for a given time-step depends on the hidden state computed on the
previous time-step. This implies that computing the gradient of the objective
function is actually computing the gradient of a number of composed functions.
This process of computing gradients in recurrent models is called backpropagation
through time. For better understanding the process of backpropagatlon through
t 2

. We are

particularly concerned with the computation of dL;/0a; where Lt = Zf tl c2

is the cost-to-go from time-step ¢:

time we are going to look deeper into the gradien

oL, 0 "=, o [, =,
OIS AP g
oz a2 a2 T 9sy Oc
= — 4 T - + T 8
day T:zt;—l Oa;  Oay T:zt-:i-l Oa; 0sii1 (8)
80? 8St+1 il 862
= — _|_ T 9
aat 5‘at T;l aSt+1 ( )

o 80% 3st+1 BS,H_l 72_
N 8iat+ Day Z H ds, | 0s,’ (10)

T=t+1 \k=t+1
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We see from Eq. (10) that longer horizon plans leads to longer products
of the transition Jacobians 0s,41/0s, and then are more likely to suffer from
the vanishing gradients problem [13] if the largest eigenvalue is less than one.
Conversely, if the smallest eigenvalue of this Jacobian is greater than one then
the opposite problem of exploding gradients can happen.

However, an important observation is that in a large class of planning prob-
lems (including all the problems used in this work) the transition function has
the form sy 11 = 7 (s¢,a¢) = 8¢+ ¢(s¢, ar). This implies that as*“ =1+ 8"5(3““‘),
where I denotes the identity matrix. Therefore, if Op(s¢, as / ast is bounded and
not ill-conditioned then the computation of the gradients should not exhibit
problems for moderate horizons (i.e., hundreds of time-steps).

3.3 Overcoming Ill-Conditioned Optimization Problems

Solving the planning task as proposed by Definition 5 involves a global optimiza-
tion of a plan, i.e., all actions in the plan are jointly updated. This can cause
the optimization to be ill-conditioned as the norm of the action gradients may
be widely distributed. This is intuitive if we consider the relative influence on
the total cost of early actions in comparison with later actions.

These problems may be mitigated by replacing the simple gradient descent
update with more sophisticated optimizers such as Adam [10] or RMSprop [19].
These optimizers leverage the momentum of the gradients, i.e., they maintain an
exponential moving average of gradients in order to approximate 2nd order infor-
mation of the local optimization problem and thus under certain conditions can
accelerate the training. We note that in a PtB approach the use of these modern
optimizers from the deep learning literature is essential for the convergence of
the planning algorithm. Previous experiments have showed that amongst the
optimizers routinely used in practice, RMSProp [19] performs the best.

3.4 Mitigating Local Optima

Figure 2 portraits the objective function £ as the green curve. Assuming that
the optimization does not overshoot, it is expected that the initial plan given by
point ps will converge to point [ which is a local optimum. However if the initial
plan was p1, it would ideally converge to point g, which is the objective function
global optimum.

This example shows that as any gradient-based optimization technique, PtB
may yield to sub-optimal results. To mitigate the sub-optimality problem the
recurrent model is implemented to accept a batch of random initial plans and
optimize them in parallel, returning the one that yields best results.

4 Experiment Domains

In this section we describe the two domains used in our experiments to compare
PtB with LQR and iLQR, in their linear and non-linear versions.
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5

Accumulated rewards

Plan

Fig. 2. Mitigating global and local optima.

4.1 Navigation

In the Navigation domain [7] an agent moves at each time-step in a 2-dimensional
continuous space trying to reach a goal location as fast as possible, while avoid-
ing deceleration zones. Each deceleration zone j is characterized by its center
position z;. At each time-step ¢ the agent location s; is changed in the direction
of the agent’s moving action a;.

We consider two variations of the Navigation instances: a linear and a non-
linear one. The simple linear transition function version has no deceleration zones
and is given by:

St+1 = St + a;.

A non-linear transition function variation considers multiple deceleration
zones and the transition function in the time-step t is given by:

St+1 = St + )\t(st) ag,

where the joint deceleration factor A; is computed as:

2
= - 1.
At H 1+exp(

: —a;llse — %1]2)

For both variations, the cost function is the Euclidean distance from the
current agent location to the goal:

C(st,ar) = |[st — gl|2-

4.2 Heating, Ventilation and Air-Conditioning

The Heating, Ventilation and Air Conditioning (HVAC) domain involves the
problem of temperature regulation of an installation with the objective of mini-
mizing energy consumption [1,6]. Since thermal conductance between walls and
convection properties of rooms are nearly impossible to derive from architec-
tural layouts, this is considered a difficult problem, close to real applications,
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and therefore a challenge for planning and gradient-based optimization solu-
tions. In this work, we adopt the following formulation of the HVAC problem.
The state vector represent the temperatures of each room and the action vari-
ables correspond to heated air sent to each room via vent actuation. We denote
by s(") and a(”) the r-th element of the state and action vectors, respectively.
The objective is to maintain the temperature in a nominal interval defined by
lower and upper bounds, 1 and u. The transition function is given by:

. . 1 . (S(T') - S(T))Q
=4 ot (o 3 S, a

where C'(") is the heat capacity of room 7, R(rr") represent the thermal conduc-
tance between rooms r and r’, and the sum is defined over adjacent rooms.

The cost function penalizes deviation from nominal values while encouraging
the controller to keep the temperature as close as possible to the mean point of
the nominal temperature interval as well as to reduce the use of heated air in
each room:

C(se,ar) = Y _[10.0(max(0.0,17) — 5{”) + max(0.0,s{” — al))]  (12)

T

1 r
A+w _m

5 + Kal". (13)

+0.1 ‘

5 Experimental Results

To implement the PtB we used Pytorch [14] which allowed symbolic representa-
tion of a sequential plan to be directly optimized via gradient descent leveraging
its automatic differentiation feature. The following results were all generated
using the RMSProp [20] optimizer. Table 1 shows all hyperparameters used on
PtB for each experiment. For the iLQR we show results of 10 runs.

Table 1. PtB hyperparameters.

Domain Learning-rate | Training epochs | Batch-size
Navigation (linear) 1E -2 300 1
Navigation (non-linear) | 1E — 2 300 100
HVAC (non-linear) 1E -1 500 20

5.1 Comparing LQR with PtB on a Linear DC-MDP

As mentioned in Sect.2.2, LQR has been considered an ideal benchmark to
analyze the quality of plans generated by the PtB approach for linear-quadratic
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Cost for each time step

% 60
£° L
e
o 5%
S §
30
>
2 20
9 92 Initial state
%9 Goal state 0
o I ] @® @ PtB trajectory .
@ @ LQR trajecto
X Coordl ) ik 1 2 3 4 5 6 7 8 9 10

Fig. 3. Results for a linear-quadratic instance (10 x 10) of the Navigation domain with
horizon 10. Trajectory (figure on the left) and cost per time-step (on the right) com-
puted through PtB (green) and LQR (red). (Color figure online)

problems, since it provides a globally optimal solution [8,12]. For this experiment,
we modeled a 10 x 10 instance of the Navigation domain, with a linear transition
function to be solved using LQR and PtB. In each test we consider the initial
state (0,0), finishing at goal state (8,9) and the horizon of 10 time-steps.

Figure 3 (left) shows the optimal trajectory computed by LQR in red dots
as well as the trajectory computed by PtB in green dots. This result shows that
PtB is able to approximate results very close to the optimal.

Figure 3 (right) shows the cumulative cost of each time-step for the optimal
plan computed by LQR (red) and for the approximated plan computed by our
PtB implementation (green). Note that after the fourth time-step, the costs were
very close which corroborates with the intuition given by the trajectories that
PtB can return plans with low costs and very close to the optimal for linear-
quadratic DC-MDP problems.

5.2 Comparing iLQR with PtB on a Non-linear DC-MDP

As described in Sects. 2.3 and 3, the iLQR and PtB algorithms, respectively,
attempts the solution of non-linear continuous problems by different approaches.
While iLQR solves the problem by computing the exact solution for several
linear-quadratic approximations, PtB aims to solve approximately the exact
problem.

This section focus on comparing solutions computed with both iLQR and PtB
for two instances of the non-linear versions of HVAC and Navigation domains,
described in Sect. 4. Each instance was solved with both PtB and iLQR methods,
using the hyperparameters described in Table 1. A summary of those results in
terms of total average costs is presented at Table 2, showing they are similar,
as expected. Notice that the goal of our evaluation is to analyze the quality of
the solutions and not the scalability of the methods in terms of state and action
space sizes, as done in [20,21].
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Table 2. Total average costs for non-linear domains.

Domain/instance PtB iLQR
Navigation (2 zones, H = 15) | 85.81 £ 1.73 83.80 £1.31
HVAC (6 rooms, H = 40) 2.332E+06 £ 797.1616 | 2.356E+06 £ 5.825E+04

Figure 4 portraits the results for Navigation domain defined with two deceler-
ation zones, initial state (0,0), goal state (9,8) and horizon 15. The figure on the
left shows the trajectories for PtB in green dots and LQR in red dots. The figure
on the right shows the cumulative costs for each time-step, for both solutions.
Those results give us the evidence that the performance for both iLQR and PtB
are fairly similar, yielding to very similar trajectories and cumulative costs as
expected. Since iLQR has been proved to have the convergence of quasi-Newton
methods [11], while PtB has no guarantees.

Cumulative costs
s ol — ?tB
— iLQR
70
Y
® 60
£ |
g "
3 P + 50
S B
N S
/ “
N 30
20
#— Initial state
—%— Goal state 10
x coordinate ~ ®  PtB trajectory 0 2 4 6 8 0 12 14
® iLQR trajectory time step

Fig. 4. Results for the non-linear version of the Navigation domain; (left) Visualization
of the trajectories generated by PtB (green plot) and iLQR (red plot); (right) Cumu-
lative costs for each time-step PtB (green plot) and iLQR (red plot). (Color figure
online)

Figure5 shows the trajectories and actions for an HVAC instance with 6
rooms, target temperature interval of [20,23.5] degrees and actions with heat
volume up to 10 (volume units). In both figures we have results for PtB in green
and for iLQR in red. The figure on the left portraits the temperature of each
room over 40 time-steps, and the one on the right shows the actions chosen
at each time-step. Note that, after 7 time-steps the temperature of each room
seems to be constant, however since there is a small loss of temperature due
to the thermal conductance among rooms, the returned plan maintains a small
vent volume in all rooms. Notice also that room temperatures of the iLQR plan
is closer to the target temperature resulting in less energy consumption.
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These two graphics give us an intuition that both solutions are fairly close
and that the performance of both approaches are similar, despite the differences
between the two them.

Finally, Fig. 6 shows two curves of the cumulative costs of the plans: the one
in green contains the results for PtB and the one in red the results for iLQR.

This result confirms the similarity of both approaches even for more intricate
domains like HVAC.
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Fig. 5. Trajectories (left) and actions (right) for the 6 rooms for non-linear HVAC
domain computed with PtB (green) and iLQR (red). (Color figure online)
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Fig. 6. Cumulative cost at each time-step of plans generated by PtB (green plot) and
iLQR (red plot) for the HVAC (non-linear) domain. (Color figure online)
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6 Conclusion

In this paper we considered planning problems modeled as Markov Decision
Processes with continuous state and action spaces and non-linear deterministic
transitions. To date, there has not been any comparison of specialized solvers
such as iLQR, commonly used in the Control Theory community, and Gradient
Descent Optimizers such as PtB, recently proposed by the Al planning commu-
nity. To fill this gap partly, in this work we empirically evaluated them in two
benchmark domains with non-linear transitions, Navigation and HVAC.

We first compared the two approaches in a linear version of the Navigation
domain, where the optimal plan can be computed through LQR. Our results
confirm the good performance of PtB, despite its lack of guarantees. We then
compared the PtB and iLQR methods in non-linear DC-MDPs. Our empirical
results show that both techniques obtain very similar results for both domains.
One can understand these results as suggesting that optimally solving a local
approximated version of the problem (which is done by iLQR) achieves similar
results as to approximately solving the exact version (done by PtB), despite the
dissimilarities in the approaches. An advantage of PtB is that, being a gradient-
based optimization technique, it can leverage modern automatic differentiation
packages such as Pytorch and Tensorflow, which are much easier to be imple-
mented and stabilized than classical model-predictive control methods.
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Abstract. Stochastic Shortest Path (SSP) is the most popular frame-
work to model sequential decision-making problems under stochasticity.
However, decisions for real problems should consider risk sensitivity to
provide robust decisions taking into account bad scenarios. SSPs that
deal with risk are called Risk-Sensitive SSPs (RSSSPs), and an interest-
ing framework from a theoretical perspective considers Expected Utility
Theory under an exponential utility function. However, from a practical
perspective, exponential utility function causes overflow or underflow in
computer implementation even in small state spaces. In this paper, we
make use of LogSumExp technique to solve RSSSPs under exponential
utility in practice within Value Iteration, Policy Iteration, and Linear
Programming algorithms. Experiments were performed on a toy prob-
lem to show scalability of the proposed algorithms.

1 Introduction

Stochastic Shortest Path (SSP) is a mathematical model for sequential deci-
sion making [1,30]. At each time step, an agent observes the state, executes an
action, pays a cost, and transits to a next state. The objective is to find a pol-
icy that minimizes some criterion. The most common criterion is to minimize
the expected cumulative cost. Minimizing expected cumulative cost is especially
natural when many repetitions (executions) are required and the results of such
repetitions are considered together [6].

However, there are real-life problems that can only be executed once. For
example, a vehicle with autonomous navigation has to consider that each route
is unique and will not be repeated, so the process cannot simply restart in the
case of a failure. Other problems have such a long time span that they cannot
be executed multiple times, such as making a trip to Mars or investing in life
retirement [26]. These are some examples where mitigating, avoiding and even
eliminating environmental risks are much more important than minimizing the
expected cumulative cost.

Except for extreme cases, daily life is ruled by risk aversion or prone attitudes.
A race driver is willing to push his car a little further on the last lap to improve
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his position, just as people are willing to visit a new place in search of new
experiences. We must also consider that different people have different levels of
accepting risk, even different context can affect and make the person more prone
or more averse to risk. In the following, we describe a problem to introduce the
intuition about risk.

Problem 1: The River Problem — Adapted from [12]. In the river problem,
an agent is on one side of a river and wants to get to the other side. This problem
18 modeled as a n x m grid world, where n is the number of rows and m, the
number of columns. The agent has two options: to swim across the river, or
to walk to the northernmost row where she can find a bridge. When swimming
across the river, there exists a probability of 0.8 of not going to the planned
direction and flowing down the river, where in the southernmost row the agent
falls in a waterfall and returns to the initial state. When walking north, the agent
has a probability 0.99 of being successful and a probability 0.01 of staying in the
same place due to some unforeseen problem encountered along the way. Note
that in this problem the more a person walks to the north and then swims, the
lower the risk of falling into the waterfall.

If the distance to reach the bridge is much greater than the width of the
river, it is quite likely that a neutral agent chooses to cross the river to get the
lowest average cost. If the river is too wide, this same agent may choose to go
to the bridge if the expected cost is lower. An extremely risk-prone agent would
choose to cross the river regardless of its width, since it is not concerned with
safety. On the other hand, an extremely risk-averse agent would choose to use
the bridge because of the safety this route provides.

To deal with this type of problems, there are works in the literature that
assesses sensitivity and tolerance to risk and somehow consider these param-
eters in their models, the so-called Risk Sensitive Markov Decision Processes
(RSMDPs). There are several criteria that can be used to deal with risk,
some of which are the criterion that uses the expected exponential utility
[7,10,15,16,29,33], the weighted sum between mean and variance [9,35] and
the performance estimation in a confidence interval [4,8].

Expected exponential utility criterion has some advantages over other
RSMDP criteria: (i) it is based on a normative decision theory; (i) it is an
integral evaluation; (7) optimal solution is stationary; and (iv) it is sensitive
to symmetrical distributions. However, it presents two major drawbacks; first,
the risk averse parameter is bounded and depends on the problem itself; sec-
ond, because of the use of exponential function, intermediate calculations may
overflow or underflow.

The Beqt-PI algorithm [10] gives a solution for the first drawback. This algo-
rithm is a policy iteration algorithm for RSMDPs that can be used to compute
the extreme value of the risk averse parameter, such that a solution for the
problem exists. On the other hand, the second drawback prevents the expected
exponential utility criterion from being useful in practice [13] and to the best of
our knowledge there are no studies that address this problem.
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Here we propose the use of the LogSumExp [27] to avoid overflows and under-
flows so that RSMDPs with Exponential Utility can be used for large problems,
in this paper we focus on Risk Sensitive Stochastic Path problems with Expo-
nential Utility (RSSSP). We show how LogSumExp can be used to practically
implementing adapted versions of the traditional MDPs algorithms for RSSSPs
such as: Value Iteration, Policy Iteration and Linear Programming.

2 Background

In this section we introduce Shortest Stochastic Path (SSP). We also define
the attitudes regarding risk and Risk Sensitive Shortest Stochastic Path with
Exponential Utility (RSSSP).

2.1 Shortest Stochastic Path

A Shortest Stochastic Path (SSP) problem is defined as a tuple SSP =
(S8, A, T, c,G), where S is a finite state set; A is a finite action set; T : SX AXS —
[0,1] is a transition function that represents the probability of visiting a state
s’ € S after the agent executes an action a € A in a state s € S, ie.,
Pr(sir1 = 8'|sy = s,a; = a) =T(s,a,8); ¢: S x A — RT is a non-negative cost
function that represents the cost when action a € A is applied in a state s € S;
and G C S is a set of absorbing goal states, i.e., T'(s,a,s) = 1 and ¢(s,a) = 0 for
eacha e A,s€q.

The SSP problem defines a discrete dynamic process. At any time ¢, the agent
observes a state s;, executes an action ay, transits to a state s;11 and pays a
cost ¢;. The process ends after reaching any goal state in G. The objective is to
reach the goal with the minimum expected cumulative cost, which is considered
a risk-neutral criterion.

A solution to an SSP is a stationary policy defined by 7 : S — A. The set of
stationary policies is represented by II. A policy maps the action to be executed
in each state at any time ¢. The execution of a policy and the dynamics of a
process define a random variable C'™ which stands for total cost for policy = and

is defined by:
M

cm — ]\/}ll»noo Z cr = N}iinoo 2 c(st, m(st)). (1)

Following the Expected Utility Theory, to define optimal policies, a utility
function u : R — R must be chosen [17]. Then, optimal policies minimize the
value V7 (s) of a policy 7 at state s defined by the negative expected utility!,
ie.:

V7 (s) = —=E[u(C™)|r, sg = 3. (2)

! Usually, Expected Utility Theory considers a value function to be maximized, the
positive expected utility. However, because we are considering cost functions, the
SSP literature minimizes expected cost, then we chose to follow the SSP literature
to avoid any misunderstanding.
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A policy 7* is optimal if and only if V™ (s) < V7(s) for every policy © € IT
and every state s € S. An SSP evaluates a policy 7 by considering the negative
identity utility function u(z) = —z and by defining the value function by:

M

im E

VT(s) =E[C™| 7, s =s] = 1\/}

(st m(st))
t=0

T, 80 = s] . (3)

Definition 1 (Proper policy) [1]. A policy 7 is proper if lim;_ o, Pr(s; €
Glm) = 1, id.e., by following w, an absorbing state in G is reached with
probability 1.

The value function of a policy 7 is well-defined if there exists at least one

proper policy and every improper policy has infinite cost. In this case, the value
function can be found by solving the following system of equations:

0 ,ifseg
VT(s) = e(s, m(s)) + Z T(s,m(s),s)V7(s") , otherwise. (4)
s'eS

Then the optimal value V*(s) = mi% V7 (s) is the solution of the Bellman
e

equation:
0 ,ifseg
Vils) = lc(s,a) + Z T(s,a,s\V*(s)

min
ac
s'eS

(5)

, otherwise.

An optimal policy can be obtained from the optimal value function by:

7*(s) € arg 2122 [C(s,a) + Z T(s,a,s)V*(s")| . (6)

s'eS

2.2 Attitudes Regarding Risk

Since C™ is a random variable, we may consider three general attitudes regard-
ing risk [17]: neutral, prone and averse. First, we need to define the certainty
equivalent of a policy 7.

Intuitively certainty equivalent is the amount of cost paying for sure to not
play a lottery (making decisions on a SSP), i.e., when the agent has a chance
of paying a smaller cost, but he also has a chance of paying a bigger cost. If
V™ (s) < oo and there exists the inverse function u=! : R — R¥, the certainty
equivalent C" (s) of a policy 7 is defined by:

—T

C"(s) =u™ (=V7(s)), (7)
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and the expected cost C™ (s) of a policy 7 is defined by:
C™(s) = E[C™|m, sp = ).

An agent is risk prone if C" (s) < C7(s), risk averse if C" (s) > C7(s), and risk
neutral if C" (s) = C™(s) for every state s € S and policy 7 € II. Intuitively, if
you are risk-prone (optimistic), you would pay less than the expected cost-to-go
to not play the lottery because you are focused on better results (low cost) of
the lottery (i.e. certainty equivalent is less than the expected cost-to-go). If you
are risk-averse (pessimistic), you would pay more than the expected cost-to-go
to not play the lottery because you are focused on worse results (high cost)
of the lottery (i.e. certainty equivalent is bigger than the expected cost-to-go).
Considering these definitions, the SSP that uses the negative identity function
as a utility function characterizes a neutral attitude.

2.3 SSP and Risk Sensitive SSP

Formally, a Risk Sensitive SSP [29] is defined by the tuple RSSSP = (SSP, 5)
where SSP is a SSP and (3 is the risk-attitude factor. RSMDPs consider the
utility function:

u(x) = —sgn(f) exp (), (8)

and model arbitrary risk attitude by considering a risk-attitude factor 5. If 3 < 0
the agent considers a risk-prone attitude, if 8 > 0 the agent considers a risk-
averse attitude and, in the limit, if § — 0 the agent considers a risk-neutral
attitude.

In RSSSPs, the value function of a policy 7 is defined by:

M
Vi(s) = lm E lsgn(ﬁ) exp (62 c(st, 7r(st))> T, 50 = 51 : 9)
t=0

Definition 2 (g8-feasible policy) [29]. A policy © is [-feasible if the proba-

bility of not being in an absorbing state vanishes faster than the exponential
accumulated cost, i.e., the value function V™(s) is bounded.

When g < 0 (risk prone), any policy 7 is S-feasible. On the other hand, if a
policy 7 is O-feasible and 3 > 0 (risk averse), then the policy 7 is also proper. If
7 is (-feasible, then the value function of a policy 7 can be calculated by solving
the following system of equations:

sgn () ,ifse g
V7i(s) = exp(ﬁc(s,w(s))) Z T(s,m(s),s)V™(s") , otherwise. (10)
s'eS
If a (-feasible policy exists, then the optimal value function V*(s) =

miﬂl V7™ (s) is the solution of the following equation:
TE
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sgn(3) ,ifseg
iy [expwc(s,a)) > T(s.a )W) otherwise. )
s'eS

An optimal policy can be obtained from the optimal value function by:

T*(s) € arggleiﬁ [exp(ﬁc(s,a)) Z T(s,a,s)V*(s")| . (12)

s'eS

3 Algorithms to RSSSPs

Theoretically, algorithms designed for SSPs can be easily adapted for RSSSPs,
if we consider the difference between proper policy (that is necessary for SSP)
and [-feasible policy (that is necessary for RSSSPs).

3.1 Risk Sensitive Policy Iteration Algorithm

Similar to the Policy Iteration algorithm [30] to solve SSPs, at each iteration
i, the Risk Sensitive Policy Iteration algorithm [29] executes two steps: pol-
icy evaluation and policy improvement. The policy evaluation step uses Eq. 10
to compute the value of V™ (-) and the policy improvement step improves m;
obtaining m; 1. If my is a p-feasible policy, then there exits an optimal policy
and the Risk Sensitive Policy Iteration algorithm finds an optimal policy 7* [29].

Since the risk averse parameter is bounded and we do not known this extreme
value a priori, the [e.¢-PI algorithm [10] was proposed to solve this problem. Sz~
PI is a policy iteration algorithm for RSSSP that begins with an arbitrary risk
factor By < 0 and increases the risk factor j; iteratively. Given an arbitrary risk
factor 0 > 0, the B..+-PI algorithm can be used to decide if there is a (-feasible
policy, then finding the optimal policy, otherwise calculating an e-extreme ey,
such that there is a (,¢-feasible policy.

3.2 The Risk Sensitive Value Iteration Algorithm

In the Risk Sensitive Value Iteration algorithm [29], at each iteration ¢, the value
V(s) can be computed based on the value V?~1(s) for each state s € S, i.e.:

Vi(s) = min [@'(s.0)]. (13
where: 4 '
Q' (s,a) = exp(fec(s,a)) Z T(s,a,s\\Vi~(s). (14)
s'eS

One possible stopping criterion is to consider the residual max [Vi(s) = Vici(s)l,
se

iterating while the residual is greater than a minimum error e. If there is at least
one (-feasible policy, this algorithm finds the solution.
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3.3 Risk Sensitive Linear Programming

Another important method to solve SSPs is Linear Programming [1,36,37].
A Linear Program is constructed based on the Bellman equation, and, since
RSSSPs also present an equivalent Bellman equation (Eq. 11), it is straightfor-
ward to create a Linear Program to RSSSPs. We have the following formulation:

maximize V(s)
V(s) wes
s.t. V(s) < exp(Bc(s,a)) Z T(s,a,s')V(s'),¥s € S\ G,ac A- (15)
Vis)=san(d), Vs € G.

4 LogSumExp Strategy for RSSSP

Although risk sensitivity is desired in real-world problems, solutions that imple-
ment the exponential utility function in MDPs are not widely used in the liter-
ature when compared to other types of utility functions.

One of the main drawbacks is the large numerical value of the value function
V™, which may cause a numeric overflow. The main components responsible for
the final value of V™ are: (i) the number of states; (ii) the cost function ¢(s, a);
and (iii) the risk factor 5. Remember that the value of a state is the exponential
of the sum of cost times the risk factor 5 (Eq.9). If 8 > 0, the value of a state
grows exponentially with the distance to the goal, and if # < 0 the value of a
state decreases exponentially with the distance to the goal. When we implement
any of the algorithms (discussed in Sect.3) in a computer, 5 > 0 may cause
overflow, while 8 < 0 may cause underflow. In this section we propose a solution
for this problem.

This type of problem is becoming more common in machine learning algo-
rithms [32]. There are techniques that have been used to deal with this type of
problem such as LogSumEzxp [27], Gordian-L [34] and Lp-Norm [19]. In partic-
ular, the LogSumFEzp technique, initially proposed by Naylor, Donelly, and Sha
(2001), has been used successfully in several recent works [3,28]. This type of
problem also happens in Hidden Markov Models and some techniques used are a
scaling technique [31] and the LogSumFEzp technique [24]. We chose the LogSum-
Ezxp strategy because this strategy uses a logarithmic function on an exponential
function.

Given two numbers A and B, the LogSumFxp technique considers the fol-
lowing:

log (exp(A) + exp(B)) = log (exp(A) <1 + Z?;Eii )) =A+ 10g<1 + exp(B — A))

If A > B, then exponential function is only applied to negative numbers,
avoiding overflow.



130 E. M. de Freitas et al.

4.1 Certainty Equivalent of RSSSPs

Although the value of policies in RSSSPs grows exponentially, its certainty equiv-
alent grows linearly Note that from Eq.8 we have: u=1(—y) = %log(sgn(ﬂ)y).
Following Eq. 7, let the certainty-equivalent function L7 (s) be defined by:

L7(s) = 5 loglsen()V™ (5) (16)
0 ,Jifseg
- %log [sgn(ﬂ) exp(Be(s, 7(s))) Z T(s,7(s),sYV™(s")| , otherwise.
s'eS
(17)

The system of equations 17 can be solved for all s ¢ G by following;:

L™(s) = Blog lexp Be(s,( Z T(s,m(s),s")sgn(B)V7(s")

s'eS

=c(s,m(s)) + %bg Z T(s,7(s),s )sgn(B)V7(s")

_s 'eS
= c(s,m(s)) + %bg > exp(log[T(s,7(s), ")) eXp(log[sgn(ﬁ)V”(S’)])]

Ls’eS

1 : :

= c(s,m(s)) + 5 log Z exp <log[T(s,7r(s), s)] + BL" (s ))1 :

Ls'eS

(18)
Because u~!(-) is a monotonically increasing function, minimizing L7 (s) is
the same as minimizing V™ (s). Therefore, when using the function L™(s) in the
Risk Sensitive Value Iteration, Risk Sensitive Policy Iteration and Risk Sensitive
Linear Programming algorithms, the policies obtained must be the same as using
V7 (s) in these algorithms, i.e., if L™ (s) > L™ (s) then V™ (s) > V™ (s).

4.2 Risk Sensitive Value Iteration with LogSumExp

The Risk Sensitive Value Iteration with LogSumExp iterates over the function
QiT1(-) defined by:

log

Qlog (5,0) = u™H(Q" (s, 0)) (19)
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We have that:

Qi () = QT (50) = S log (sen(H)Q (5,0)

= % log (sgn(ﬁ) exp(Bc(s,a)) Z T(s,a, s')Vi(s'))

s'eS

s'eS

=c(s,a) + %log (sgn(ﬁ) Z T(s,a, s/)Vi(s/)>

Q\'—‘

exp log T(s,a, s’)sgn(ﬁ)V%s’))))

(%
log < exp log T(s,a7 s')) + log (sgn(ﬂ)Vi(s')))>
s'es

Q\’—‘

= 10g exp log (s,a,s’)) + ﬁL%s’))] .
s
(20)

The LogSumExp strategy consists in identifying the largest term of an expo-
nential sum. In this paper, we consider the two auxiliary functions ka l, and K1,

defined by an arbitrary certainty equivalent function L?(s):

k‘s;, = log(T (s,a, s')) + BL(s) (21)
et = e (K) )

Introducing k‘;;, and K%* in Eq. 20, we have:
1+1 1 a,i
Qlog (8,0) = c(s,a) + 3 log Z exp (ks’s,>
s'eS

1 , ) .
=c(s,a) + = log [Z exp(kyy — K¢°) exp(K;“)]
p s'eS (23)

1 , .
= c(s,a) + = log |exp(K%") Z exp(kg’ 1 K&
B s'eS
=c¢(s,a) + K‘” log [Z exp( gi, K;”)] .
ﬁ s'€S

The use of the LogSumFEzp strategy prevents overflow by avoiding the applica-
tion of the exponential function over large numbers, in fact, exponential function
is only applied over negative numbers.
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4.3 Risk Sensitive Policy Iteration and Linear Programming
with LogSumExp

In the heart of the Policy Iteration Algorithm is the solution of Eq.9 which
can be solved, for example, by using Gauss elimination [5] or an approximate
iterative policy evaluation algorithm. On the other hand, Linear Program in
Eq. 15 can be solved, for example, by using the Simplex Algorithm [5]. The core
of both algorithms, Gauss elimination and Simplex, consists in keeping a system

of equation:
Ax = Db, (24)

where A is a m X m matrix, x is a column-vector of size n, and b is a column
vector of size m. At each iteration a cell (i,5) of A is chosen and a pivoting
operation on A and b is done around cell (7, j). The pivoting operation repeats
algebraic operations such as sum, subtraction, multiplication and division [5].
In Eq. 24, column vector x represents states values V(s) and these values
grow exponentially. As we have done previously, to avoid overflow or underflow,
it is better working with certainty equivalent values, in this case, we should work
with equation:
log(Ax) = log(b). (25)

Our solution consists in the following adaptation of Gauss elimination and
Simplex algorithms by:

1. keeping A%e" bse" Al°g and bl°g, where

A%t = gon(A) Al°¢ = log(sgn(A) ® A), 9%

b = sgn(b) b'°% = log(sgn(b) ® b), (26)
the operator @ performs element-by-element multiplication. Note that
because A and b may have non-positive cells, the sign of each cell must
be kept separated and 08" = 0 and 0'°8% = —o0;

2. because the log of a multiplication (division) is a sum (subtraction) of logs,
multiplication and division of numbers p and ¢ (cells of matrices A or b) are
done by:

(pq)log — plog + qlog
(p/q)'® = p'°& — ¢'°%

and the sign of the product (division) is computed by:

(pg)*e" = p*engeen
(p/q)sgn — psgnqsgn

3. the log of a summation (subtraction) is done by making use of LogSumFEzp
technique (Eq. 16):

—00 ,if plog = glog = o
(p + q)log _ plog + log(l +psgnqsgn exp(plog _ q10g>)’ if plog > qlog
q"°% + log(1 + p*8"¢*8" exp(q'°® — p'°®)), otherwise
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and the sign of the sum (difference) is computed by:

psgn , if psgnqsgn =1
psgn , if plog > qlog
qsgn , if qlog > plog
0 , otherwise

(p + q)sgn —

4. pivoting are done over A%" b ble and Al°% following the algebraic
operations previously defined.

Again, the LogSumExp strategy avoids overflow by only calculating expo-
nential of negative numbers.

5 Analysis of the Main Advantages and Drawbacks
of the Exponential Utility Function

In this section, we make a simple analysis of why the exponential utility func-
tion is desirable and we also present its main drawbacks. Exponential utility
functions are not the only way of modeling risk, there are many other alterna-
tives in the literature. However, the exponential utility criterion presents some
characteristics that are not shared by alternative criteria, such as:

— Symmetrical Distribution Sensibility: The expected total cost criterion
is risk insensitive because it does not differentiate symmetrical distribution
around the same mean. Although Mean-Variance criterion [9,35] differentiates
most symmetrical distributions, it is easy to construct different symmetrical
distributions which present the same Mean-Variance value. It is not the case
with the exponential utility function.

— Stationary Optimal Policy: A desired mathematical characteristic for
SSPs is that stationary solutions (that are optimal) exist, which is not pre-
sented in every risk sensitive criterion. For example, CVaR criterion presents
non-Markovian policies as optimal solutions [4]. To guarantee the existence
of stationary optimal policies, in [25], Mihatsch and Neuneier make use of a
discount factor, but a discount factor is known to be related to risk-prone
attitudes [11].

— Normative Decision Theory: Expected Utility Theory is an axiomatic
decision theory and is supposed to design rational decision under stochasticity.
CVaR and VaR criteria are also designed over coherent risk theory [4], but
no rational theory is behind Mean-Variance criterion or the criterion of [25].

— Integral Evaluation: Finally, because the exponential utility criterion is
based on expectation, every potential history followed by a policy contributes
to the value of such policy. This is not the case with CVaR and VaR criteria,
which may produce unreasonable decisions, because they make use of hard

constrains?.

2 For example, a policy that pays for sure M arbitrarily bigger, may be chosen over a
policy that pays M + € with probability a and € with probability 1 — a.
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Despite the advantages presented, the exponential utility function presents
three main drawbacks:

— Bounded Risk Averse Parameter: As discussed in Sect.1, given an
RSSSP, the risk parameter § is bounded above and depends on the RSSSP
problem. The use of the (..+-PI algorithm [10] gives a solution for such a
problem, however (..:-PI requires solving a RSSSP several times.

— Non-Deterministic Cost: The formulation for RSSSPs here presented and
also used in [29] considers a cost function ¢ : § x A — R, which may not
model properly every problem. Two possible alternatives are using: (i) ¢ :
S x A xS — R which depends on the next state; and (ii) ¢: S x A — X,
where X is the space of random variables and the cost received by the agent
is probabilistic. One solution for such a problem is considering an augmented
state space ST = & x S [23], in this case the number of states is the square
of the original space in the worst case.

— Intermediate Calculation Overflow: While both previous drawbacks are
mainly a problem of modelling, in general, the use of exponential utility func-
tion prevents scalability because the underflow and overflow problems. In this
paper, we propose a solution for this problem.

6 Related Work

Some works in the literature report that the exponential utility framework suffers
from computational deficiencies that prevent it from being useful in practice for
example in reinforcement learning [13,25] or in planning [21,22].

A simple numerical example with significant variability in rewards and
extreme risk averse parameter value (where the overflow problem happens) is
shown in [13]. However they do not solve directly the problem, instead they pro-
pose a new criterion, the variance-adjusted (VA) approach that has two objec-
tives: maximize expected returns and minimize variance. On the other hand,
instead of transforming the return of the process or solve the overflow /underflow
problem in the exponential utility framework, Mihatsch and Neuneier (2002)
transform the temporal differences during learning using a linear transforma-
tion. Different from them, in this paper, we propose a solution for the over-
flow /underflow problem.

Risk-sensitive problems with one-switch utility function and the Functional
Value Tteration (FVI) algorithm to solve it were proposed in [21,22]. FVI is
designed to deal with the issue of unbounded wealth values and the use of
wealth values to augment the state; unbounded wealth values is not an issue
in exponential utility function since optimal policies are stationary and it is not
necessary to augment the state space. Theorem 4 in [21] is related to S-feasibility
in the exponential utility function. Therefore, FVI presents the same problem
of calculating large exponential values. We stress that large exponential values
appear mainly when the risk factor is close to extreme risk-averse value. Specif-
ically, in the case of FVI, the piecewise representation of the utility function
does not avoid calculating the exponential of the certainty equivalent. Thus, the
LogSumEzxp strategy can also be used in the FVI algorithm to avoid overflow.
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7 Experiments

We performed experiments on MATLAB R2016a with a processor Intel Core i3
at 2.7 GHz and 6 GB RAM. We make use of the River domain [12] to compare
algorithms with and without LogSumEzxp strategy.

7.1 River Domain

The River Domain [12] was described in the introduction. In this domain it is
possible to move to the four cardinal directions (North, West, East, South). If
the waterfall is reached, the agent goes back to the starting point.

We experiment within different grid sizes: 10 x 3, 20 x4, 30 x5, 40 X 6, 50 X 7,
60 x 8, 70 x 9, 80 x 10, 90 x 11, 100 x 12, 150 x 17, and 200 x 22. Note that the
number of states in those grids varies between 30 and 4400 states. Because in

the safest path there is a chance of 0.99 going forward, the extreme risk factor

can be calculate by: B¢t = log(l_(l)i_gg) = 4.6052. We conducted experiment

with two risk-factor values: 8 = 0.98..¢ and 6 = 0.9906,.

7.2 Algorithms Implementation

We compare the Value Iteration and Linear Programming algorithms with and
without the LogSumFEzp strategy. We do not report test on the Policy Iteration
algorithm since it requires an initial proper policy [29].

Linear Programming without the LogSumFxp strategy was implemented sim-
ply by using the MATLAB'’s solver. However, it was not able to solve any prob-
lem. The solver reports 'unbounded’, even for the smallest problem (10 x 3).

Linear Programming with the LogSumFEzp (LSE-LP) strategy was imple-
mented in MATLAB by adapting the Simplex algorithm following rules on
Sect. 4.3. Because numbers must be kept structured into sign and log, no matrix
operation was used.

Value Iteration (VI) and Value Iteration with the LogSumEzp strategy (LSE-
VI) were implemented in MATLAB making use of matrix operation in every
iteration. We use ¢ = 10™% for the stopping criterion of the Value Iteration
algorithm.

7.3 Evaluation of the LogSumExp Strategy

Figure 1 shows the convergence time of the LSE-VI, VI and LSE-LP algorithms
for the River problem. We set a time limit of 10000s. The LSE-VI algorithm was
able to solve every 12 instances of the River Domain. The LSE-LP algorithm
timed out for instance 90 x 11 in both scenarios (5 = 0.98¢.+ and 8 = 0.998c4¢ ).
The VI algorithm overflowed from instance 60 x 8 (scenario 5 = 0.98..¢) and
from instance 50 x 7 (scenario 5 = 0.995¢.1).

The LSE-VI and LSE-LP algorithms seem to show a computational cost
below exponential. We also see that LSE-LP was not influenced by the choice
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Fig.1. Convergence time of the LSE-VI, VI and LSE-LP algorithms for the River
problem with different grid sizes.

of the risk factor §, presenting similar convergence times in both scenarios. The
LSE-VI and VI algorithms presented an increase of almost an order of magnitude
when change from scenario 8 = 0.906.,; to scenario 8 = 0.998.,:. This was
expected, since the bigger the risk factor, the bigger the value function. The
value iteration algorithm iterates over values, while Linear Programming works
by searching solutions in the vertices of the convex polytopes.

When comparing both versions of Value Iteration, note that the LSE-VI
algorithm is one order of magnitude slower than the VI algorithm. Besides using
the log operation, the LSE-VI algorithm has the overhead of computing kzg;,
and K%*. LSE-LP proved to be slower than LSE-VI in our implementation, we
remember that this can be explained because of the use of matrix operations in

LSE-VI, but not in LSE-LP.

8 Conclusion

To the best of our knowledge there are no studies that address numbers with high
exponents in RSSSPs, which limits its practical use in current computational
environments due to the precision errors. Thus, in this work we identify, evaluate
and implement the LogSumFEzp strategy in RSSSPs which allows working with
numbers with high exponents.
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The experiments show that the use of the LogSumEzxp strategy in algo-
rithms that solve RSSSPs allows obtaining policies for instances that previously
diverged due to limitations of floating-point representations in the computational
environment.

According with [20], the use of non-traditional objective functions (for exam-
ple exponential utility) is critical for the success of Al planning and reinforcement
learning and warrant much more research focus than they have received so far.
Thus with this work, we contribute with these areas, we see a field of opportuni-
ties open to the exploration of the exponential utility function as risk modeler,
thus far little explored in the Al area.

We conjecture that techniques developed here can be applied with small effort
to many state-of-the-art algorithms such as: PROST [18], ILAO* [14], LRTDP
[2] and i-dual [37].
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Abstract. In the Multi-Agent Pickup and Delivery (MAPD) problem,
agents must process a sequence of tasks that may appear in the sys-
tem in different time-steps. Commonly, this problem has two parts: (i)
task allocation, where the agent receives the appropriate task, and (ii)
path planning, where the best path for the agent to perform its task,
without colliding with other agents, is defined. In this work, we pro-
pose an integer-encoded genetic algorithm for solving the task alloca-
tion part of the MAPD problem combined with two-path planning algo-
rithms already known in the literature: the Prioritized Planning and
the Improved Conflict-Based Search (ICBS). Computational experiments
were carried out with different numbers of agents and the frequency
of tasks. The results show that the proposed approach achieves better
results for large instances when compared to another technique from the
literature.

Keywords: Multi-Agent Pickup and Delivery - Genetic algorithm -
Real-world application

1 Introduction

Stock levels and the number of orders are rising worldwide recently. One of the
reasons is the trend of increasing the number of purchases made online, either
wholesale or retail. Warehouses and distribution centers are responsible for stor-
ing items and the flow of goods. These depots receive a large number of orders
and need to attend them quickly, optimizing resources. In the traditional system,
this problem is solved manually: the orders are allocated to the appropriate carri-
ers. This costs time, resources, and generates errors, such as exchanges or loss of
objects. One of the solutions is the automation of warehouses using autonomous
mobile robots, called here “agents”. These agents perform the task of moving
through the warehouse to pick up products and prepare them for delivery [21].
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There are several other applications besides distribution centers that agents
need to operate efficiently in a known environment, such as autonomous aircraft
towing vehicles [13], rescue robots, office robots [19], and video game charac-
ters [11]. Currently, hundreds of robots already navigate autonomously in Ama-
zon’s service centers facilitating the movement of inventory [2]. The coexistence
of multiples agents and the high demand for this service turns necessary one to
find high-quality and collision-free paths in real-time.

In this context, Multi-Agent Path Finding (MAPF) searches for paths for
different agents guaranteeing that they all reach their destination without con-
flicts. MAPF works as a “one-shot” system, in which all tasks are known a priori,
and the problem is closed when the last agent reaches its target position [17].

In this work, we consider an “online” version of MAPF, known in the litera-
ture as the Multi-Agent Pickup and Delivery (MAPD) [3,16,17]. In this problem,
tasks are added to the system during the process, making it necessary for agents
to adapt to the task flow and execute them in the previously known environ-
ment. Tasks are characterized by a pickup and a delivery location. Its execution
consists of moving the robot from a start position to the point of pickup and,
in the sequence, to the point of delivery. After the item is delivered, the agent
is released to receive another task. The agent must choose the best task to be
performed considering the shortest path to the goal position without colliding
with other agents. This version is more faithful to the real characteristics of a
distribution center, where new tasks appear continuously.

The online MAPF problem can be divided into two sub-problems: (i) the task
allocation and (ii) path planning. We propose here the combination of a genetic
algorithm (GA) with the Improved Conflict Based Search (ICBS) and Prioritized
Planning to solve this problem. In this proposal, the tasks are allocated by the
GA, while ICBS and Prioritized Planning are used to define the paths. GAs are
efficient for solving optimization problems and widely used for solving problems
with single or multiple objectives in production and operations management [3].
ICBS is a modified version of Conflict-Based Search (CBS) designed for the path
planning of several agents.

Also, we proposed here two integer encoding structures: (i) tasks, agents
and allocations are represented, and (ii) tasks are represented and a heuristic
is used for scheduling the agents to the tasks. In the latter case, the delivery
time of the agent and the distance from the agent to the task are considered. To
conclude our contributions, a heuristic approach is used to initialize the GA with
a better individual (when compared to a random initialization). Computational
experiments are performed and the proposed hybrid approach using a GA with
heuristics for generating the initial population performed better than the other
methods in most of the problems tested.

2 Related Work

The classical algorithms for MAPF problems assume that each action (the mov-
ing from one cell to the next one) takes one timestep. Moreover, it is assumed
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that one cell (or vertex) cannot have more than one agent occupying it (and
each agent occupies one cell at a given instant). These assumptions often fail
to capture the characteristics of the real world and, as a consequence, there are
several variations of the MAPF problem to address real-world issues. For exam-
ple, [20] presents a version of the problem where agents’ actions may take more
than one time step to complete the movement from one vertex to another. This
version of the problem can be called “MAPF with non-unit edge cost”.

In real situations, the agents move in Euclidean space and the agents may
have a specific geometric shape. Thus, the agents may conflict as their geometric
shapes overlap. In [6], this problem is referred to as “MAPF with large agents”
when agents can occupy more than a single cell in large space. The tasks are the
focus of the study presented in [9]. The authors assume that the system knows
all the tasks, but a release time is added to the problem formulation.

Here, we are interested in an online version of MAPF, called Multi-Agent
Pickup and Delivery (MAPD). Three algorithms to solve this problem, namely,
TP, TPTS, and Central are proposed in [12]. The best results of that study were
obtained by Central and, thus, we used its results to comparatively evaluate
the techniques proposed here. Multi-Label A* and the h-value-based centralized
heuristic were proposed in [4] to solve the same problem, and they achieve better
results compared to TP.

Other works can be found in the literature dealing with the online MAPF
problem, where agents are constantly engaged with new goal locations. For exam-
ple, the online MAPF problem is modeled in [10] adding kinematic constraints
to the robot. Also, an online version of MAPF is considered in [18], where new
agents appear during the execution of the problem. The focus of that paper is
the intersection problem, as each agent already has an associated task. On the
other hand, we are interested here in the allocation of tasks.

A framework is proposed in [7] to solve online MAPF, decomposing the prob-
lem into a sequence of Windowed MAPF instances and re-planing paths once
every h timesteps. The framework has demonstrated success in terms of through-
put on fulfillment warehouse maps and sorting center maps.

The use of genetic algorithms for task allocation was successfully applied to
allocate tasks to agents for inspection of industrial plants [5,8]. In [5] the solution
in the GA is represented by an array of bits (binary coded) and integer coded.
The part of the string integer-coded is for the task sequence and the other with
binary encoding shows the number of tasks assigned to each robot.

3 Problem Definition

In this work, a 2D environment is mapped into an undirected graph G = (V, E),
where the vertices v € V' correspond to the locations and the edges e € E corre-
spond to the connections between these locations (vertices). Time is discretized,
and in every timestep each agent can move to an adjacent vertex (up, down,
left and right) or wait at the current vertex. Timestep is an artificial unit of
time that represents the time required for the agents to perform a movement.
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Fig. 1. Example of an environment with 50 agents (adapted from [12]). Black cells are
blocked positions, green cells are task endpoints (pickup and delivery locations), and
red cells are non-task endpoints (start and parking locations of agents). (Color figure
online)

The location of agent a; at the timestep ¢ is denoted by I;(¢t) € V and the pair
(li(t),1;(t+ 1)) € E represents a movement (along an edge), where 7 is an agent
index.

In this formulation of the problem, the agents cannot collide with each other.
Thus, two or more agents cannot occupy the same vertex or edge at the same
timestep. Formally, all agents a; and a;, ¢ and j being the indexes of the agents
and 4 # j, must comply with the following conditions at timestep t:

1. To avoid a vertex collision: two agents cannot be in the same location at the
same timestep t: ;(¢) # 1;(¢).

2. To avoid an edge collision: two agents cannot move along the same edge in
opposite directions at the same time step, [;(¢) # [;(t+1) and ;(t+1) # 1;(t).

A set T contains all tasks where each task 7;, j € {1,...,|7|}, is defined by
a pickup location s; and a delivery location g;. Moreover, tasks can be added
to the system at any time. Task endpoints (s;, g;) are all possible pickup and
delivery locations. We also define here non-task endpoints, which are the agent’s
parking locations. An example of a warehouse is shown in Fig. 1.

Each agent must complete a subset of tasks from 7 and can only deal with
one single task at each timestep. The agent moves from its current location to
the task s; when it is assigned to a task. When the agent arrives at the location
sj, it starts to execute the task 7;. We define this agent as a “busy agent” and
this status is changed to “free agent” when it arrives at the task delivery point.
Only free agents can be assigned to tasks. Finally, we define the agent’s path as
the sequence of positions/vertices visited when solving a given task.

We define the number of timesteps an agent takes from their current to their
target location as path cost. An agent moves from a vertex (position) to its
neighbor with a timestep. Thus, the time for an agent to travel a given path is
the distance value, which is calculated using the Manhattan distance.

The objective function here is the makespan, which is the instant of time
the last task is concluded. Each agent has its own sequence of tasks and, con-
sequently, its makespan. For instance, the makespan Ma; of a given agent a;
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which performs the sequence of tasks [76, 71, 73] can be calculated as Ma; =
d(li, s¢) + d(se, ge) + d(ge, s1) + d(s1,91) + d(g1,53) + d(s3,93), where ; is its
start position, d(p1,p2) is the number of timesteps for a; to move from posi-
tion p1 to pa, and d(l;, s¢) is the number of timesteps from the agent’s initial
location to the first task’s pickup location. The remaining d(-, -) calculations are
the minimum number of timesteps needed to move from the pickup of a task
to its corresponding delivery locations, or from a delivery location of a task to
the pickup location of the next one, without considering conflicts. Finally, the
objective function is calculated as the largest makespan among all agents.

4 Path Planning

Two path planning techniques are used here, namely, Prioritized Planning and
Improved Conflict-Based Search (ICBS). Descriptions of these methods follow.

4.1 Prioritized Planning

A* is a path search algorithm widely used to search for the lowest cost path
between two points on a given map. A modification of A*, called Cooperative A*,
focuses on solving the multi-agent problem, where each agent has full knowledge
of the other agents and their planned routes. The algorithm solves the search
problem by optimizing the path of every single agent. After planning, it fills a
“reservation table” with information on which vertex is occupied in a certain
time so that another agent in the list can plan its path efficiently, checking
such table and avoiding future collisions. The reservation table is treated as
a three-dimensional grid, being two spatial dimensions and a third dimension
representing the time [15].

In this work, we use the Prioritized Planning algorithm. This algorithm sched-
ules the agents, giving priority to those with larger estimated timesteps to exe-
cute the task. The first agent to choose its path in Cooperative A* has higher
priority as the table is empty and, thus, there are fewer obstacles to be avoided
(fewer collisions). This way, agents with longer estimated time to conclude its
task have fewer restrictions, which may result in the smallest makespan.

4.2 Improved Conflict-Based Search (ICBS)

The ICBS [1] is an improved version of the Conflict Based Search (CBS). The
CBS is an algorithm that guarantees an optimal solution for the MAPF prob-
lem [14]. It splits the problem into a set of constraints and finds paths that fit
those constraints to solve the problem as single-agent pathfinding. The problem
is transformed into a sequence of constrained single-agent pathfinding problems.

The CBS is a two-level algorithm. At the higher level, the algorithm processes
the node of a constraint tree (CT) that provides a set of constraints imposed on
the lower level search. A CT is a tree where each node has a constraint and a set
of paths. A constraint is a (a;,v,t) tuple where the agent a; is prohibited from
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occupying vertex v in time ¢. The set of paths contains each path for each agent.
At the lower level, the algorithm searches for the smallest path for each agent
without violating the constraints imposed by the other level. A Cooperative A*
algorithm is used at the lower level.

At the higher level, CBS chooses to expand the CT node with the smallest
cost at each iteration. The algorithm goes from one CT node to the other by
checking the conflicts, generating the constraints, and calling the search proce-
dure of the lower level to re-plan the path of the agents.

The algorithm works as follows: first, the root of CT is generated with the
set of paths for all agents which were found in the low-level search without any
restrictions. The solution is valid if no conflict occurs in the root. Thus, there
is no collision between the paths of all the agents, and the search ends. On the
other hand, if there is a conflict in the paths of agents a; and a;, in location v and
at time ¢, two new CT nodes are generated: n; and n;. These nodes are added
as children of the root node. Respectively, the constraints (i,v,t) and (j,v,t) are
added to nodes n; and n;. The cost of the CT node is the sum of the costs of
the set of paths.

At a higher level, the CT node with the smallest cost is expanded. Expanding
a node means to call a search at the lower level and to resolve the conflict, i.e.,
the agent’s path must undergo a re-planning and, if there are new conflicts, two
new nodes are generated considering the new restrictions found. The search ends
when no constraint violations are found in the CT node. That corresponds to
a solution with no conflict in the path of all agents. CBS places the nodes in a
priority queue according to the sum, over all agents, of the number of timesteps
they took to reach their destination positions.

CBS has several extensions and improvements, and the Improved Conflict
Based Search (ICBS) [1] is used here. ICBS tries to reduce the size of CT by
prioritizing and solving the conflicts. The conflicts are classified into cardinal,
semi-cardinal and non-cardinal. A cardinal conflict occurs when two agents use
the same vertex or edge in the shortest path. The cardinal conflicts are solved
first, as they increase the cost of the solution.

A semi-cardinal conflict occurs when the shortest path for an agent includes
the same edge or vertex as the shortest path for another agent, but solving this
conflict for that 2nd agent doesn’t increase the cost. A non-cardinal conflict
occurs when the solution to a conflict does not imply in a change in the cost.

4.3 Deadlock Avoidance

During the execution of some methods, the agent is kept at the delivery position
after concluding a task and until a new task is allocated. Thus, other agents
cannot use this position. Instead, agents executing tasks that require to move
via this position should wait for a new task to be assigned to the first agent. A
new task can be assigned to the agent and a delay occurs. However, the tasks
cannot be concluded when this agent does not receive new tasks. In this last
case, a deadlock occurs.
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Algorithm 1. Pseudo-code of the proposed procedures using the GA.
1: timestep = 0

2: while the stop criterion is not met do

3: if a task has entered the system then

4: add task to the taskset

5: call the task assignment algorithm: GA-TA or GA-E

6: end if

7:  if an agent has finished executing a task then

8: set agent as free

9: set final position of an agent as the pickup location of its next task
10:  end if

11:  if an agent has arrived at the pickup location of a task then

12: set agent as busy

13: set final position of the agent as the delivery location of the task
14: remove task from the task set

15: end if

16:  if the final position of an agent has changed then

17: call the path planning algorithm: Prioritized Planning or ICBS
18:  end if

19: timestep = timestep + 1
20: end while

As a way to avoid this type of deadlock, the agents return to their initial
position, the parking location, as soon as they have concluded a given task. One
can notice that the agent will not return to its initial location when the number
of new tasks is large. In this case, the agent always has tasks to execute.

5 Proposed Approach

The proposed combination of a genetic algorithm (GA) with the ICBS and Pri-
oritized Planning for solving MAPD problems is described here. In the proposal,
the GA starts whenever new tasks are added (online problem). The GA defines
which tasks the agents will execute. Two GA variants are proposed here: GA-
TA, where the candidate solutions are represented by a vector of task indexes
and a vector of agent indexes; and GA-E, where only the tasks are represented.
For both, GA-TA and GA-E, the chromosome length is the number of tasks
currently in the problem.

A pseudo-code of the proposed methods is presented in Algorithm 1. The
algorithm starts with timestep = 0 and all agents are free. As long as the stop
criterion is not satisfied, the timestep is increased each time the loop runs. The
stop criterion is met when there is no more task to be added.

When a task is added to the task set, the GA is used to assign the tasks to
the agents. The final position of a busy agent is the delivery location of the task
being executed. The GA considers for the busy agent the time and location that
the agent is free again, choosing the best task for the agent to execute after it has
finished its task. Also, the GA can modify the assignments of the non-concluded
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Tasks | 71395481026

[Candidate solution of the GA-TA | Agents | 3204324 1 42 [Order one

Parent 1 ‘ 0123456%89

Parent 2 | 9876543210
crossover (0X).]

Child1 (9823457610

Child2 [0176542389

Fig. 2. Tllustration of a candidate solution (a) and OX recombining tasks (b).

tasks and the ones that are not being executed. The GA returns a sequence of
tasks to be performed for each agent.

The path planning occurs every time the final position of an agent is modified
(when they are assigned to the pickup location and when they finish the task
and are assigned to the delivery location). The goal location of a free agent
is the pickup position of the task defined by the GA. For a busy agent, the
goal location is the delivery location of its respective current task. ICBS or
Prioritized Planning path planning are only performed when a goal location is
set or changed.

At each iteration, the algorithm checks if the agent has already completed a
task or if it has already reached the pickup position of a task. The agents can be
assigned to any task when they arrive at the delivery position. Otherwise, the
agent is busy and its current task cannot be modified.

The evolutionary process considered here is composed of the parental selec-
tion, crossover, mutation, and replacement strategy. Makespan is the objective
function (as defined in Sect.3), the solutions are selected to reproduce by a
tournament selection, and the replacement procedure keeps the current best
individuals in the population (elitism).

5.1 The GA-TA

Here, the candidate solutions are represented by a vector of task indexes and
a vector of agent indexes. Agents and tasks are associated with their positions
in the vectors. Figure 2 illustrates the representation of a candidate solution of
GA-TA when solving a problem with 10 tasks and 5 agents. According to the
vectors of tasks and agents, agent 3 executes tasks 7 and 5, agent 2 executes
task 1, 4 and 6, and so on. Also, each agent performs the tasks in the order they
appear in the chromosome.

The GA-TA recombines task and agent vectors separately. The one-point
crossover is used for the agent vector, as the same agent is allowed to perform
more than one task and agents can be unused. On the other hand, the task
vectors are recombined using the order one crossover (OX), a popular procedure
for permutations. In OX, two cutoff points are selected and the segment between
the two cuts of Parent 1 is copied to Child 1. To complete Child 1, the tasks not
presented in its chromosome are copied from Parent 2 in the same order. In the
illustrative example presented in Fig.2, Child 1 is created by (i) copying tasks
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[2,3,4,5] from Parent 1 and placing them in the same positions in Child 1, and
(ii) copying the tasks [7,6,1,0,9, 8] from Parent 2. A second child is similarly
generated.

The type of mutation is randomly selected among task or agent mutation.
For the task mutation, the pairwise interchange neighborhood mutation (IM) is
used, where two different tasks are selected and their respective positions are
exchanged on the chromosome. For agent mutation, a position of the chromo-
some is randomly chosen and its value is replaced by an agent index randomly
generated within a variation of 30% of the number of agents. For instance, con-
sidering 10 agents, an agent index 5 in the mutated position is replaced by
another index between 2 and 8.

5.2 The GA-E

In the GA-E, only the tasks (the first part of the GA-TA individuals) are rep-
resented. A heuristic is used here to schedule agents to perform tasks. For each
task in the chromosome, this scheduling function performs a greedy search by
the agents. The scheduler chooses the agent according to two criteria: (i) the
agent’s final time and (ii) the distance from the agent to the pickup location
of the task. The agent with the lowest value of the summation of (i) and (ii) is
selected to perform the task. The current location and final time of the agent
are updated after completing the task. The position is replaced by the delivery
location of the task and the number of timesteps to conclude the task is added
to the final time. One can notice that this heuristic is called before the candidate
solutions are evaluated (makespan is calculated).

OX is also used in the GA-E to recombine the parents (Fig.2). In addition,
the mutation of the tasks is IM.

5.3 Initialization of the Population

Normally, the populations in the GA techniques are randomly initialized and
this simple strategy is considered here. However, improvements can be observed
in the search when using a heuristic approach to generate the initial population.
Thus, we also propose a heuristic to assist the initialization of the population of
both GA-TA and GA-E when solving MAPD problems.

The proposed greedy heuristic uses a distance matrix between agents and
tasks. The distances are calculated from the current position of the agent to
the pickup location of the task. At each iteration, the shortest distance is used
to select an agent and the task this agent will perform. As the task is already
associated with an agent, this task is removed from the distance matrix. Also, the
current location of the agent and its final time are updated. As a consequence,
the distance values involving this agent are recalculated. This procedure creates
one individual and the remaining candidate solutions of the initial population
are randomly generated.



Solving Multi-Agent Pickup and Delivery Problems Using a GA 149

6 Computational Experiments

We have performed computational experiments (i) to solve MAPD problems
simulating a real-world situation, (ii) to evaluate the two proposed representa-
tions, (iii) to analyze the performance of the GA when a heuristic is used to
create its initial population, and (iv) to comparatively evaluate the proposals
with Central [12]. The environment is a 21 x 35 grid, as shown in Fig.1. The
agents can move to the four adjacent cells or stay in their current location. For
each problem, 500 tasks must be concluded. These tasks are randomly created
with their task-endpoints (pickup and delivery locations). As the problem is
online, the tasks are deployed during the execution at a given rate, and here 6
different values are considered: 0.2, 0.5, 1, 2, 5, and 10. A task rate equal to 10
means that 10 new tasks are added per timestep. Also, we consider 5 numbers
of agents: 10, 20, 30, 40 and 50.

The proposed approaches combine (i) two GA variants (GA-TA or GA-E),
(ii) random (labeled with ‘b’) initialization of the population or using a heuristic
(labeled with ‘a’), and (iii) Prioritizing Planning or ICBS as the path planning
method. As a result, 8 proposed methods are analyzed here. The parameters used
for the GAs were 1% for selection by tournament and for the creation of the new
population, selection by elitism is used in which 4% of the best individuals in the
population are copied without changes to the new population. An 80% chance
of crossover in both algorithms was used, in GA-TA the crossover occurs in the
task string and in the agents’ string, and in GA-E it occurs only in the tasks.
And for the mutation, GA-TA has a 50% chance of being a task mutation or
an agent mutation, and for GA-E, an agent mutation occurs or no mutation
occurs. A maximum number of 50 generations is used as the stopping criterion,
population size is equal to 20 for GA-TA and for GA-E, and 30 independent
runs were performed. The parameters were defined empirically. The source-codes
(in C++), the instances used in the experiments, and the results obtained are
available!.

Table1 presents the makespan obtained by the proposed approaches and
Central [12]. Similarly to [12], a time limit of five minutes is defined here for
each call of the ICBS path planning. A timeout occurs when this time limit is
violated and the number of timeouts (among the independent runs) is presented
in parentheses.

ICBS presented the best results in relation to path planning, but it only works
very well for a small number of agents, as in the case of 10 agents and frequencies
of 10, and 1 in ICBS+GA-TA+a had no execution that occurred timeout. As the
number of agents increases, the number of timeouts also increases. ‘Prioritized
Planning + a’ achieves better results than Central when the frequency is equal
to 0.5, and 30, 40, and 50 agents are used, and is equal to 1 and 40 and 50 agents
are used.

Regarding task assignment, the GA-TA algorithm obtained better results for
high task rates when compared with GA-E and Central, while GA-E obtained

! https://github.com/carolladeira/MAPD.
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Fig. 3. Makespan values of the proposed methods without the occurrence of conflicts
by the accumulated number of the GA generations. In these plots, the number of
generations is increased for any GA iteration.

better results for low task rates. Central obtained the best results when rate is
0.2, rate is 0.5 and 10 agents are used, rate 1 and 30 agents are used, and rate
is 2 and 50 agents are used.

The Wilcoxon signed-rank test is a non-parametric test that was used to check
the difference between the ICBS and Prioritized Planning algorithms against
Central. Due to a requirement of the implementation?, the tests were only per-
formed when the sample size is greater than 20. The stars (*) in Table 1 indicate
that the results are statistically significantly better than those achieved by Cen-
tral (null hypothesis is rejected).

Figure 3 presents the makespan of “Without conflicts” algorithms. We show
results for task rates equal to 0.2 and 10, and the number of agents equal to
10 and 50. One can see that the makespan decreases when the GA is executed
and increases when a new set of tasks is added. Using a heuristic initialization
reduces the makespan of GA-TA, but it has a small effect on GA-E. Also, the
superior performance of GA-TA+a is reinforced.

2 https://docs.scipy.org/doc/scipy /reference/generated /scipy.stats.wilcoxon.html.
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7 Conclusions

We proposed here the combination of a genetic algorithm (GA) with two path
planning methods already known in the literature for solving Multi-Agent Pickup
and Delivery (MAPD) problems. The GA is applied to the task allocation part
of this problem, and the Prioritized Planning and the Improved Conflict-Based
Search (ICBS) are used for path planning. Also, we considered two representa-
tions for the GA and a heuristic for the initialization of the population.

Computational experiments were performed and the proposed approaches
were compared with Central, a well-known technique from the literature for
MAPD problems. ICBS presented the best path-planning performance, but it
only works very well for a small number of agents. Prioritized Planning scaled
well to a larger number of agents and achieved better results than Central.
Moreover, GA-TA presents the best task assignment performance, in particular
for high task rates, with the two path planning algorithms and with the heuristic
for the initialization. This heuristic assists the search process of GA-TA, reducing
the makespan values of the obtained solutions.

For future work, we intend to extend the application of the proposed tech-
niques to situations with a larger number of agents, different (and even more
realistic) environments and considering additional constraints in the tasks.
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Abstract. The test phase is a crucial step to seek the correction of the
entire software system to provide guarantees of operation and safety for
users. However, applications based on multiagent systems have greater
difficulty of being tested due to their properties such as autonomy, reac-
tivity, pro-activity, and social skills. An organizational model imposes
some restrictions on the behavior of agents since they are a set of behav-
ioral constraints. This paper presents a method for systematic testing
of multiagent systems specified under the Moise™ organizational model.
First, a mapping is performed on a colored Petri net to measure the
number of test cases needed to verify the system using adequacy criteria
called the state transition path. Then each test case is specified from the
Petri Net model in detail to be used as a guide in a test environment.
The results indicate that the methodology can measure the testability
and generate use cases for a Moise' specification, guaranteeing a cor-
rection degree for a social level of a multiagent system.

Keywords: Testability - Moise + Organization - Petri nets

1 Introduction

Multiagent Systems (MAS) are gaining increasing importance in the most dif-
ferent areas due to the unique characteristics of the agents, such as reactivity,
proactivity, autonomy, and social capacity [18]. However, specific applications
require a minimum of reliability so that the system does not present any risk
to the user, and testing is essential. In summary, software testing consists of
dynamic verification of a program’s behavior in a set of suitably selected test
cases [1]. The problem is that testing a MAS is not a simple task as these sys-
tems are often programmed to be autonomous and deliberative, and operate in
an open world, which makes them sensitive to the context [10].

In general, testing in MAS can be classified in five different levels [17]: (i)
unity: testing codes and modules unity that compose agents such as plans, goals,
© Springer Nature Switzerland AG 2020
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sensors, reasoning mechanisms and others; (ii) agent: testing the different mod-
ules of an agent and testing the agent resources to reach its goals and to detect
the environment; (iii) integration: testing the agent’s interaction, communica-~
tion protocols and semantic, agents interacting with the environment and also
with the shared resources; (iv) system: testing the whole MAS in an opera-
tional environment of destiny; testing for quality properties such as adaptation,
openness, failure tolerance, and performance; (v) acceptance: testing of MAS
in its execution environment and verifying if it reaches the system goals.

In [3] is presented a specific strategy for testing an embedded MAS based on
three primary levels: agent test, collective resources test, and acceptance test. For
each level, it is necessary to define the goals for a well-succeeded test. In [20], it is
proposed a method to evaluate the testability of BDI agents using an adequacy
criterion called all edges, which is satisfied if the set of tests covers all edges in
a control-flow graph. The testability degree indicates the number of test cases
necessary to validate a BDI program. Another contribution in the agent level
was proposed in [16], where an architecture based on signatures simplifies the
MAS project, including also an integration level of the test. On the other hand,
in [15] proposes an approach covering the agent, integration, and system levels
with functional tests using a model based on Petri Nets. In this case, the test
cases are automatically generated using a behavioral system model as input.

One way to restrict the behavior of MAS is to represent them as a group
through organizational models. Such models coordinate agents in groups and
hierarchies in addition to establishing specific behavioral rules. An organizational
structure can reduce the scope of interactions between agents, reduce or explicitly
increase redundancy of a system, or formalize high-level system goals, of which
a single agent may be not aware [19]. From another perspective, an organization
can be seen as a set of behavioral constraints that a group of agents adopts to
control the agent’s autonomy and easily achieve their goals purposes [4].

One of the most referenced organizational models is Moise™, a model that
proposes an organizational modeling language that explicitly decomposes a
specification into structural, functional, and deontic dimensions. The structural
dimension describes organizations using concepts such as roles, groups and links.
The functional dimension describes a system by global collective goals that must
be achieved. The deontic dimension realize the binding between the structural
and functional dimensions, where it defines permissions for each role and o0bli-
gations for missions [11].

To achieve good test coverage it is necessary to choose an appropriate test
adequacy criteria for the system to be tested. Formally, an adequacy criterion
can be defined as a predicate which asserts whether a set of test cases is ade-
quate for testing a program against a specification [21]. According to the test
criteria selected, each technique can reach a certain coverage in a search space
of correctness for a system [2]. Dealing with Petri Nets as a mapping tool for
testing procedures, [22] indicates four different methods, to know: (i) transition-
oriented testing; (ii) state-oriented testing; (iii) flow-oriented testing and; (iv)
specification-oriented testing. In [6], it was proposed the first approach of a
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testing methodology based on flow-oriented technique specific for organization
models under Moise™ specification.

This paper aims to propose an increase in the coverage of testing procedures,
including a state-oriented technique based on Coloured Petri Nets (CPN). Since
the distributed and asynchronous nature of an organizational model, the method
is also based on CPN [13] that can integrate the three dimensions of a Moise™
description. Employing a test adequacy criterion called state transition path, the
proposed method indicates the number of test paths (or test cases) necessary to
verify a Moise™ specification. In the end, test cases are generated individually
for each test path found. We apply the method in a classic example of Moise™
in the literature, demonstrating that it can manage the most common scenarios
for this kind of description.

2 Testing Moiset Using State Transition Path Method

In a global view of the development of a MAS, we propose a test approach
based on a perspective in which a MAS is seen from three dimensions [7]: (i) an
organization, which corresponds to the description of the social level, where the
elements that enable interaction and coordination between agents are formally or
informally structured; (ii) a communication which deals with aspects related to
protocols and information exchanges between agents and; (iii) the agents which
correspond to the specification of the individual level where the demands of the
organization are instantiated based on the individual capacities and skills of each
agent. In this context, this article deals with tests at the level of the organization
of a multiagent system.

In a MAS, an organization is a roles collection, relationships, and author-
ity structures that regulate behaviors. The organization exists, even implicitly
and informally, or by formal organizational models. These regulations influence
authority relations, data flow, resources allocation, coordination standards, or
any other system feature [9].

One of the most referenced organizational models is Moise™. It conceives a
MAS as an organization, i.e., a normative set of rules that constrains the agent’s
behaviors. Three main concepts represent these organizational constraints: roles,
plans, and norms [8]. Its structure has three levels (individual, collective, and
social) and three types of specification (structural, functional, and deontic). The
individual level defines constraints about the possible actions of each agent. The
collective level constrains the set of agents that can cooperate. The social level
imposes constraints about the kind of interactions that the agents can perform.

The choice of Petri Nets for mapping a MAS is due to the following rea-
sons [5]: (i) they provide a graphically and mathematically founded modeling
formalism which is a strong requirement for system development processes that
need graphical as well as algorithmic tools; (ii) they are able to integrate the
different levels and types of the Moise™ specification as a result of its mecha-
nisms for abstraction and hierarchical refinement; (iii) there exists a huge variety
of algorithms for the design and analysis of Petri Nets and powerful tools have
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been developed to aid in these process; (iv) there are different variants of Petri
Net models that are all related by the basic formalism which they build upon.
Besides the basic model, the Ordinary Petri Net, there are extensions such as
timed, stochastic, high-level, and others, meeting the specific needs for almost
every application area.

However, the ordinary Petri Net model is not sufficient to represent a com-
plete Moise™ model, once it integrates different dimensions of representation,
expressed by a Structural Specification (SS), a Functional Specification (FS),
and a Deontic Specification (DS) [8]. Since it demands a more robust represen-
tation resource, our approach has a mapping procedure using a model based on
Coloured Petri Nets [13].

Therefore we propose the Coloured Petri Net for Moise™ (CPN/M) descrip-
tion as a nine-tuple, CPN/M = (P,T, A, X,V,C,G, E,I) where P is a finite set
of places with dimension n which represent goals in a Moise™ organization; T
is a finite set of transitions with dimension m which define plans to achieve the
goals in a organization; A is a set of arcs and A C P xTUT x P, X is a finite
nonempty color set which represents roles in a Moise™ organization; V is a set
of typed variables such that Type[v] € X for all variables v € V| which define
the deontic specification in a Moise™ organization; C : P — X is a set of colors
functions, which assigns color sets to places, defining which roles are responsible
by which goals in a Moise™ organization; G : T'— EX PRy is a guard function
which assigns a guard to each transition ¢ such that Type[G(t)] = Bool; and
E:A— EXPRy is a arc expression function that assigns an arc expression to
each arc a such that Type[E(a)] = C(p)ms, where p is the place connected to
the arc a; and I : P — EXPRy is an initialization function which assigns an
initialization expression to each place p such that Type[I(p)] = C(p) s, defining
an order of execution for goals in a Moise™ organization.

B

MAS with - - -
Mos e Oruanizahon F} Petri Net Mapping —)‘ Test Case Count Test Case Generation

& J

Include
Failure
Transitions

Generate the Model the Inclusion of
Declarations Structure Inscriptions

Fig. 1. Sequence of steps for the proposed approach

Figure 1 shows an overview of the steps contained in the testing methodology
model proposed in this work. The first step is to analyze the Moise™ specification
mapping it in a CPN/M specification. The net mapping consists of the follow-
ing steps: (i) Generate Declarations, (ii) Model the Structure, (iii) Inclusion of
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Inscriptions, (iv) Include Failure Transitions. With the CPN/M generated, the
second step consists of counting the test cases of the network, thus ending the
testability part of Moiset specification. The third and last step is the genera-
tion of test cases related to the paths found, using them to perform tests on the
system.

2.1 The Mapping

The first step in our method is mapping a Moise™ specification in a CPN/M.
Figure 1 describes the mapping steps, consisting of the following: (i) generate
declarations, (ii) model the structure, (iii) include inscriptions, (iv) include fail-
ure transitions. Each of these steps is described in detail below.

Generate Declarations. The declarations are based on the Structural Speci-
fication. For each role of the SS, a specific color must be created. For example, if
in an SS we have a role called writer, we create a color also called writer and then
assign that color to a set of colors. In addition to the colors, it is also necessary
to declare the variables that are used to portray those same colors in the arcs.

Model the Structure. The modeling of the CPN/M structure should be based
on the functional specification of the Moise™ model. Using the list of operators
described in Fig.2, it is possible to transform each plan operator (sequence,
choice, and parallelism) of an FE into a corresponding CPN4M structure.

Sequential A O+O+O
Choice ; : i@g s
Parallel ; ; g "

Fig. 2. A Mapping between FS operators and Petri net structures.

Including Inscriptions. The CPN/M inscriptions must obey the assignment
of roles to each mission, which defines which colors should be assigned to each
place in the net, according to the Deontic Specification. The same logic must
define arc transitions and inscriptions. At this point, it is already possible to
perform some simulations, and the complete relationship between SS and FS is
already defined.
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Goals that do not have a linked mission and therefore do not need a role that
satisfies them, depending only on the completion of other goals to fulfill them,
receive the color type BOOL which represents the Boolean type that accepts
two types of tokens: true and false.

Failure Transitions. The last part of the network mapping is the inclusion of
transitions activated in case of failure that can occur during the execution of a
goal. A goal can fail because the actions needed to complete the plan, which the
agent needs to perform to meet a given goal, may not go as planned. Once the net
specifies the organization, if two or more agents have the same role, the failure
occurs if none of them manage to reach the defined goal. As mentioned in [20],
on a MAS, there is a possibility of failure executing a plan due to environmental
interference. Summarizing, only places that are not BOOL type can receive a
failure path.

2.2 Test Case Counting

After finishing the mapping process, the next step consists of assessing the testa-
bility of the model. Then, test cases are enumerated using test adequacy criteria.
These criteria define how the test cases are extracted from the testing system
mapped in a CPN4M.

In order do cover a different search space of correction than those proposed
on [6], this work proposes an alternative approach using the adequacy criterion
called state transition path [22]. The different markings of a CPN are transformed
into a directed graph called state space. In this graph, the nodes represent the net
markings, and the arcs represent the connecting elements between these mark-
ings. The state transition path criterion takes into account all possible execution
paths for a state space graph in a CPN, so we must identify each of these paths.

Therefore, to count the test cases, it generates a state space graph corre-
sponding to our CPN4M . After, it must perform the path count from the initial
node to all possible final nodes of this graph. Then, the number of paths identified
is the number of test cases, since each test path of the state space corresponds
to a test case.

2.3 Test Case Generation

The system test consists of a test set where each different test path is a sequence
of goals execution. In the test environment, simulations indicate where an agent
with the role x being committed to the goal y must perform actions that satisfy
the individual plan to fulfill the goal y following the sequence of the path of the
goal until the end or until an error occurs.

The accounted test cases must be described individually to be used as a guide
when performing system tests. Each test path properly identified by the method
already presented corresponds to a test case. The test case description is made
through a table containing the respective node number, goal, role, and a brief
description of that goal.
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3 Application Scenario

To demonstrate how the proposed method in the previous section works, we use
a scenario that represents a soccer team whose primary goal is to score a goal,
adapted from [12]. In Fig. 3, we can see the structural specification where we can
identify the roles goalkeeper, back, middle, and attacker that are sub-roles of a
player.

O

A

goalkeeper

| Legend
i inheritance: ———————>
 min..max acq ST —— |
composition: ——— <>

!
I su :

| -groups Scope: e

| = wt

! !
i Abs Role compat @ .o @ o—~—o |

Fig. 3. Structural specification of the Soccer Team

The functional specification defines the coordination between the groups of
agents to achieve their goals, as shown in Fig. 4. Here, a goal decomposition tree
is presented and the reading is done as follows: the goal g6 is done; the choice
g7 or g8; the choice g16 or g17; g18 and g19 in parallel; the goal gl4; the choice
g20 or g21. Table 1 describes all goals for this example.

Table 2 represents the deontic specification for this scenario and defines the
permissions and obligations of the roles that assume the missions. The missions
are defined by ml referring to transfer the defense ball to the midfield, m2
referring to transfer the middle ball to the attack, m3 referring to position the
attackers, and kick the ball on goal.

Now that we present the scenario, it is the moment to implement the method.
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Fig. 4. Functional specification of the Soccer Team

Table 1. Goals descriptions Soccer Team

Goal | Description

a goal was scored

g2

the ball is in the midfield

g3

the ball is in the attack field

g4

the ball was kicked into the goal

g6

a defensive player received the ball

g7

the ball was passed to the left midfielder

g8

the ball was passed to the right midfielder

g9

the ball was passed to the midfield

gll

a middle is with the ball

gl3

an attacker is in a good position

gl4d

a middle passes the ball to an attacker

gl6

a middle receives the ball on the left side

gl7

a middle receives the ball on the right side

g18

an attacker positions himself to receive the ball

gl9

a midfielder prepares to pass the ball

20

an attacker kicks the ball on the left side of the goal

g21

an attacker kicks the ball on the right side of the goal

161
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Table 2. Deontic specification of the Soccer Team

Role Deontic relationship | Mission
goalkeeper | permission ml
back permission ml
middle obligation m2
attacker obligation m3

3.1 The Mapping

The mapping consists of the step where a Moise™ specification becomes a
CPN/M.

Generating Declarations. The roles goalkeeper, back, middle e attacker of
structural specification must be instantiated in a color set list called PLAYFER.

colset players = with goalkeeper | back | attacker | middle ;
colset PLAYER = list players;
var p, pl,p2: PLAYER;

Modeling the Structure. In this step, it is generated the net structure. The
goal decomposition tree in Fig. 4 is used as a reference for the primary CPN4/M
structure. The mapping in Fig. 2 is a guide to generate the corresponding net.
In the end, the net structure shown in Fig. 5, is generated.

Including Inscriptions. This step constitutes the inclusion of inscriptions in
the net, as shown in Fig.5, where places represent the goals and the tokens
(colors) identify the roles. The inscriptions include arc expressions, variables,
place names, color sets, transition names, and the initial marking.

Failure Transitions. For the inclusion of failure paths, all places in the network
that are not of the BOOL type are considered, that is, leaving only the goals
that have a linked mission and, therefore, a role to carry out actions that satisfy
that goal. Figureb presents the complete version of the Soccer Team example
mapping in the CPN/M format, with the place of failure and their respective
paths included.
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Fig. 5. Soccer Team in CPN4M format completed

3.2 Test Case Counting

Now that the net mapping is complete, the test paths are counted using the
adequacy criterion state transition path. The first step is the identification of
all state nodes that make up the state spaces. The CPN Tools, a Petri Net
modeling tool [14], has some functions for helping in this process. The func-
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tion NoOfNodes() returns the number of state space nodes for a Coloured Petri
Net. The function print(NodeDescriptor n) shows the network mark for a given
node n.

The total number of nodes found for this example was 21. Table 3 lists the
markings for each state ignoring empty places and showing only those with
tokens. The state space graph of the CPN/M indicates the relationship between
these states. The generation of this graph is important so that we can visually
identify all the different execution paths.

Table 3. State spaces nodes of the Soccer Team

Node | Place | Token Node | Place Token
1 start |true 12 gl6 middle
2 g6 goalkeeper | 13 gll true
3 g6 back 14 g19, g18 | middle, attacker
4 fail | fail 15 gl3 true
5 g8 goalkeeper | 16 gld middle
6 g7 goalkeeper | 17 g3 true
7 g8 back 18 g21 attacker
8 g7 back 19 g20 attacker
9 g9 true 20 gd true

10 g2 true 21 gl true

11 gl7 | middle

To generate this graph, it must observe the Table 3 starting in the first state
1 that has the place start and, through the CPN4M of the Fig. 5, analyze where
this state leads to, in this case to g6. Again in Table3, the states with the
place g6, which is the case for 2 and 3, it indicates a connection leaving the
node 1 for nodes 2 and 3. The process is repeated for all other nodes until the
graph is completed. Figure 6 contains the complete directed graph for all nodes
representing the 21 states of the state space for the Soccer Team example.

Once the graph is available, it is possible to count the state paths from it.
The graph contains one start node 1, and two end nodes 4 and 21. Therefore, the
number of paths corresponding to all possible systems executions must include
the sum of all paths from node 1 to 4 as well from node 1 to node 21. A back-
tracking algorithm® can be used to perform this count. For our scenario, there
are 62 different paths, 46 correspondings to those that end at node 4 and 16 at
node 21.

! https://www.geeksforgeeks.org/count-possible-paths-two-vertices/.
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3.3 Test Case Generation

After identifying and counting the test cases, the last step is the detailed descrip-
tion of each one. Since the number of paths found is large, it is challenging to
present them all, so we show two examples of these test cases, one for when the
execution is successful and another when it fails. First, we identify what these
paths are in our graph of Fig. 6:

1.1-3—-8—-9—-10—-12—-13—-14 —- 15— 16 —» 17 — 18 — 20 — 21.
2.1—-3—8—4.

Using the Table3 to identify which place and token each node represent,
identifying the goals and roles of our test case, along with Table 1 which describes
these goals, the Table4 is generated with a description of the test case for the
chosen successful path.

Table 4. A test case example for Soccer Team without fail

Node | Goal Role Description
1 start bool start the test
3 g6 back a back gets the ball in the defense field
8 g7 back a back passes the ball to the left midfielder
9 g9 bool the ball was passed to the midfield
10 g2 bool the ball is in the midfield
12 gl6 middle a middle receives the ball on the left side
13 gll bool a middle is with the ball

14 gl9, gl8 | middle, attacker | a middle prepares to pass the ball and an
attacker positions himself to receive the ball

15 gl3 bool an attacker is in a good position

16 gld middle a middle passes the ball to an attacker

17 g3 bool the ball is in the attack field

18 g21 attacker an attacker kicks the ball on the left side of the
goal

20 g4 bool the ball was kicked into the goal

21 gl bool a goal was scored

Repeating the procedure for path 2, where a failure in the network’s execution
occurs, the intention is not to simulate that failure. However, for predicting this
possibility, in case it happens during the execution of the tests. Table 5 contains
the description for this test case.
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Table 5. A test case example for Soccer Team with fail

Node | Goal | Role | Description
1 start | bool | start the test

3 g6 back | a back gets the ball in the defense field
8 g7 back | a back passes the ball to the left midfielder
4 fail |bool | a failure occurs in the execution of goal g7
D—D—()
M
=)
-
AF‘F Q

Ont

Fig. 6. State space graph for Soccer Team.

4 Conclusions

This paper introduces a new approach for testing MAS containing a formal
method for assessing the testability of the model under analysis and for gener-
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ating test cases. Focusing on testing MAS using a specific organizational model
called Moise™, the system was successfully mapped to a CPN model here named
CPN4M, and test cases could be calculated using the state transition path ade-
quacy criterion. In the end, test cases were generated, which can be used to guide
the execution of system tests.

The contributions presented in this paper are: (i) a formal definition for a
Colored Petri Net mapping for Moise™; (ii) a new approach for assessing the
testability of the system using the adequacy criterion state transition path; (iii)
the development of a method to generate and specify test cases.

Future works include the development of a tool to automatically generate
the flow control graph, counting the paths, and automatically generating the
test case tables. Another possibility is to perform simulations on MAS where
there is interference from the environment. We can also mention the realization
of a study on different types of specifications Moise™ identifying the best test
method for each type of specification.

References

1. Abran, A., Moore, J.W., Bourque, P., Dupuis, R., Tripp, L.: Software Engineering
Body of Knowledge. IEEE Computer Society, Angela Burgess (2004)

2. Ammann, P., Offutt, J.: Introduction to Software Testing. Cambridge University
Press, Cambridge (2016)

3. Barnier, C., Mercier, A., Jamont, J.P., et al.: Toward an embedded multi-agent
system methodology and positioning on testing. In: 2017 IEEE International Sym-
posium on Software Reliability Engineering Workshops (ISSREW), pp. 239-244.
IEEE (2017)

4. Dignum, V., Dignum, F.: Modelling agent societies: co-ordination frameworks and
institutions. In: Brazdil, P., Jorge, A. (eds.) EPIA 2001. LNCS (LNAI), vol. 2258,
pp. 191-204. Springer, Heidelberg (2001). https://doi.org/10.1007/3-540-45329-
6-21

5. Girault, C., Valk, R.: Petri Nets for Systems Engineering: A Guide to Modelling,
Verification, and Applications. Springer, Heidelberg (2013). https://doi.org/10.
1007/978-3-662-05324-9

6. Gongalves, E.M., Rodrigues, B.C., Machado, R.A.: Assessment of testability
on multiagent systems developed with organizational model Moise. In: Moura
Oliveira, P., Novais, P., Reis, L.P. (eds.) EPIA 2019. LNCS (LNAI), vol. 11805, pp.
581-592. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-30244-3_48

7. Gongalves, E.M., Quadros, C., Saldanha, J.: Uma andlise comparativa da especi-
ficagao formal em sistemas multi-agente: os desafios e as exigéncias uma década
depois. In: Anais do X Workshop-Escola de Sistemas de Agentes, seus Ambientes
e apliCagoes, Maceio, Brazil, vol. 1 (2016)

8. Hannoun, M., Boissier, O., Sichman, J.S., Sayettat, C.: MOISE: an organiza-
tional model for multi-agent systems. In: Monard, M.C., Sichman, J.S. (eds.)
IBERAMIA/SBIA -2000. LNCS (LNAI), vol. 1952, pp. 156-165. Springer, Hei-
delberg (2000). https://doi.org/10.1007/3-540-44399-1_17

9. Horling, B., Lesser, V.: A survey of multi-agent organizational paradigms. Knowl.
Eng. Rev. 19(4), 281-316 (2004)

10. Houhamdi, Z.: Multi-agent system testing: a survey. Int. J. Adv. Comput. (2011)


https://doi.org/10.1007/3-540-45329-6_21
https://doi.org/10.1007/3-540-45329-6_21
https://doi.org/10.1007/978-3-662-05324-9
https://doi.org/10.1007/978-3-662-05324-9
https://doi.org/10.1007/978-3-030-30244-3_48
https://doi.org/10.1007/3-540-44399-1_17

168

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

R. A. Machado and E. M. Gongalves

Hiibner, J.F., Boissier, O., Kitio, R., Ricci, A.: Instrumenting multi-agent organi-
sations with organisational artifacts and agents. Auton. Agent. Multi-Agent Syst.
20(3), 369-400 (2010). https://doi.org/10.1007/s10458-009-9084-y

Hiibner, J.F., Sichman, J.S., Boissier, O.: A model for the structural, functional,
and deontic specification of organizations in multiagent systems. In: Bittencourt,
G., Ramalho, G.L. (eds.) SBIA 2002. LNCS (LNAI), vol. 2507, pp. 118-128.
Springer, Heidelberg (2002). https://doi.org/10.1007/3-540-36127-8_12

Jensen, K.: Coloured Petri Nets: Basic Concepts, Analysis Methods and Practical
Use, vol. 1. Springer, Heidelberg (2013)

Jensen, K., Kristensen, .M., Wells, L.: Coloured Petri Nets and CPN tools for
modelling and validation of concurrent systems. Int. J. Softw. Tools Technol. Trans-
fer 9(3-4), 213-254 (2007). https://doi.org/10.1007 /s10009-007-0038-x

Kerraoui, S., Kissoum, Y., Redjimi, M., Saker, M.: MATT: multi agents testing
tool based nets within nets. J. Inf. Organ. Sci. 40(2), 165-184 (2016)

do Nascimento, N.M., Viana, C.J.M., von Staa, A., Lucena, C.: A publish-subscribe
based architecture for testing multiagent systems. In: SEKE, pp. 521-526 (2017)

Nguyen, C.D., Perini, A., Bernon, C., Pavén, J., Thangarajah, J.: Testing in multi-
agent systems. In: Gleizes, M.-P., Gomez-Sanz, J.J. (eds.) AOSE 2009. LNCS,
vol. 6038, pp. 180-190. Springer, Heidelberg (2011). https://doi.org/10.1007/978-
3-642-19208-1-13

Padgham, L., Winikoff, M.: Developing Intelligent Agent Systems: A Practical
Guide, vol. 13. Wiley, Chichester (2005)

van den Broek, E.L., Jonker, C.M., Sharpanskykh, A., Treur, J., Yolum, I.: Formal
modeling and analysis of organizations. In: Boissier, O., et al. (eds.) AAMAS 2005.
LNCS (LNAI), vol. 3913, pp. 18-34. Springer, Heidelberg (2006). https://doi.org/
10.1007/11775331-2

Winikoff, M.: BDI agent testability revisited. Auton. Agent. Multi-Agent Syst.
31(5), 1094-1132 (2017). https://doi.org/10.1007/s10458-016-9356-2

Zhu, H.: A formal analysis of the subsume relation between software test adequacy
criteria. IEEE Trans. Softw. Eng. 22(4), 248-255 (1996)

Zhu, H., He, X.: A methodology of testing high-level Petri nets. Inf. Softw. Technol.
44(8), 473-489 (2002)


https://doi.org/10.1007/s10458-009-9084-y
https://doi.org/10.1007/3-540-36127-8_12
https://doi.org/10.1007/s10009-007-0038-x
https://doi.org/10.1007/978-3-642-19208-1_13
https://doi.org/10.1007/978-3-642-19208-1_13
https://doi.org/10.1007/11775331_2
https://doi.org/10.1007/11775331_2
https://doi.org/10.1007/s10458-016-9356-2

Knowledge Representation, Logic
and Fuzzy Systems



®

Check for
updates

A Fuzzy Approach for Classification
and Novelty Detection in Data Streams
Under Intermediate Latency

André Luis Cristiani'®™) | Tiago Pinho da Silva?,
and Heloisa de Arruda Camargo®

! Federal University of Sdo Carlos, Séo Carlos, SP 13565-905, Brazil
andre.cristiani@estudante.ufscar.br, heloisa@dc.ufscar.br
2 University of Sao Paulo, Sao Carlos, SP 13566-590, Brazil
tpinhoQ@usp.br

Abstract. Novelty detection is an important topic in data stream classi-
fication, as it is responsible for identifying the emergence of new concepts,
new patterns, and outliers. It becomes necessary when the true label of
an instance is not available right after its classification. The time between
the classification of an instance and the arrival of its true label is called
latency. This is a common scenario in data streams applications. How-
ever, most classification algorithms do not consider such a problem and
assume that there will be no latency. On the other hand, a few methods
in the literature cope with the existence of infinite latency and novelty
detection in data streams. In this work, however, we focus on the sce-
nario where the true labels will be available to the system after a certain
time, called intermediate latency. Such a scenario is present in the stock
market and weather datasets. Moreover, aiming for more flexible learn-
ing to deal with the uncertainties inherent in data streams, we consider
the use of fuzzy set theory concepts. Therefore, we propose a method for
classification and novelty detection in data streams called Fuzzy Classi-
fier with Novelty Detection for data streams (FuzzCND). Our method
uses an ensemble of fuzzy decision trees to perform the classification
of new instances and applies the concepts of fuzzy set theory to detect
possible novelties. The experiments showed that our approach is promis-
ing in dealing with the emergence of new concepts in data streams and
inaccuracies in the data.

Keywords: Data streams - Classification - Novelty detection : Fuzzy

1 Introduction

Data streams are characterized by a sequence of infinite examples that arrives
in a continuous and high-speed way, making it impossible for storing data in
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memory. Because of this, they must be analyzed and discarded [1]. Moreover,
due to their non-stationary nature, these data may change in their distribution
or present new concepts over time. These characteristics are called concept-drift
and concept evolution [2]. Thus, an important aspect of algorithms that deal
with data streams is to identify such characteristics and adapt their decision
model to eventual changes in the data.

Novelty Detection is a sub-task of classification in data streams whose objec-
tive is to identify new patterns in the examples that arrive from the data stream,
while classifying the examples belonging to known concepts. In this way, we can
identify the emergence of new concepts (concept evolution) and changes in known
concepts (concept-drift) in order to adapt the classification model.

The availability of real labels and the use of external feedback is essential to
define how to update the decision model. The time between the classification of
an example and the arrive of its real label is called latency. According to the
literature, there are three types of latencies: when the label is never available
for the system, called extreme latency; when the label is available right after
the example classification, called null latency; when the real label is only avail-
able after a certain time after the example classification, called intermediate
latency [3]. In this work we focus on the intermediate latency scenario, which is
a more realistic assumption than considering the availability of the real labels
right after the classification. Such scenario, for instance, is presented in stock
market [4] and weather datasets [5].

The changes in the data caused by concept-drifts and concept evolution along
with the intermediate latency scenario can lead to uncertain situations. To cope
with such problem the use of fuzzy set theory is a way to make the learning
process more flexible, enabling the algorithm to adapt better to this situations.
Recently, many methods that apply the concepts of fuzzy set theory have been
developed [6]. Following this same line, looking for a more flexible learning expe-
rience, we propose a method called FuzzCND (Fuzzy Classifier with Novelty
Detection for data streams).

Our proposal is based on an ensemble that uses fuzzy decision trees, called
FuzzyDT [7]. First, FuzzCND trains the initial decision model based on the data
available for training. After, new examples that arrive from the data stream are
classified. The identification of outliers occurs through the limits of decisions that
were traced on the leaves of the trees during training. We applied our method
to synthetic and real data and obtained promising results compared to other
algorithms that deal with the classification and novelty detection tasks.

The rest of this article is organized as follows: Sect. 2 presents related works.
In Sect. 3, we describe the proposed method in detail. In Sect. 4, we present the
experiments and their settings, together with the results. Finally, the conclusions
and future work are presented in Sect. 5.

2 Related Work

Classification in data streams is a growing area of research with many approaches
available [8,11]. Despite this increase in the literature, a not well explored issue in
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the data streams classification is the presence of latency regarding the availability
of true labels. It plays a fundamental role in algorithms that deal with data
streams, especially when it comes to non-stationary data, directly impacting the
results [3]. In data streams classification, most studies consider null latency for
obtaining the true labels [8,11], which can be unrealistic in most applications,
and only a few consider extreme or intermediate latency [12,13].

The existence of latency in a data stream application generates the need
to detect novelty, due to unknown patterns or new concepts that may emerge
through time, that can not be monitored by true label information. To deal
with this scenario the existing approaches usually divide the task into two steps,
offline and online [2,9,10,14]. In the first step, offline, a set of labeled data is
used to train the initial decision model. In the second step, online, new unla-
beled examples from the data stream are classified, new patterns of novelties are
detected and the decision model is updated with the most current data available.

In this scenario, Multiclass Novelty Detector for Data Streams (MINAS) [2] is
one of the most popular. This algorithm does not use real labels and updates its
decision model incrementally. MINAS classifies new instances as known classes,
known patterns or unknown news patterns. Examples are considered unknown
when they are beyond the reach of the decision boundaries of all micro-clusters
that make up the decision model. Unknown examples are stored in a temporary
memory. Whenever this memory has a number of examples, a clustering tech-
nique is applied to find cohesive groups that can represent a novelty pattern, a
known class extension or an extension of a novelty pattern. This method consid-
ers the appearance of multiple novelty patterns. Despite being great at novelty
detection, MINAS does not adapt well to inaccuracies in the data and classifies
many examples as unknown, which can harm the results in several scenarios.

Following a similar idea, however, considering a more flexible learning, the
Possibilistic Fuzzy Novelty Detector (PFuzzND) [9] is an algorithm for multi-
class novelty detection based on the Possibilistic-Fuzzy C-Means (PFCM) [15]
method, which also considers extreme latency. In the offline phase, the algorithm
clusters the training data using the Fuzzy C-Means (FCM) [16] method. Each
cluster is summarized in a data structure called Supervised Possibilistic Fuzzy
Micro-Cluster (SPFMiC). In the online phase, incoming examples are classified
using the same calculation as the typicality of PFCM. Unknown examples are
stored in a temporary memory. Whenever this memory has a certain number of
examples, the FCM algorithm is used to find cohesive groups that represent a
novelty pattern.

In the current data streams classification literature, ensemble of classifiers has
being widely used due to the results achieved [17]. However, few of the ensemble-
based classification techniques can detect novelty. In this context, Enhanced
Classifier for Data Streams with novel class Miner (ECSMiner) [10] is based on
an ensemble of classifiers for classification and novelty detection in data streams
under time constraints. In the same way, Class-based Micro Classifier Ensemble
(CLAM) [14] performs classification and novelty detection in data streams with
recurring classes through a class-based ensemble, where each known class has a
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micro-cluster ensemble. Both methods consider intermediate latency to obtain
the labels.

Finally, motivated by the current results of ensemble methods in the clas-
sification task, and the use of fuzzy set theory to deal with the changes in the
data stream, we propose the FuzzCND method that uses the concepts of fuzzy
set theory and has adaptability to different latency values.

3 A Fuzzy Classifier for Data Streams with Novel Class
Detector

Our proposed method, Fuzzy Classifier for Data Streams with Novel Class Detec-
tor (FuzzCND), uses the FuzzyDT classification algorithm in combination with
the PFCM clustering method, to create models with flexible decision boundaries,
which can help the identification of outliers, and the detection of novel patterns.
Moreover, similarly to most of the novelty detection algorithms in the literature,
our algorithm is divided in two phases, offline and online.

3.1 Offline Phase

The offline phase is responsible for training the initial classification model. Algo-
rithm 1 details this phase, which receives as input parameters the labeled data,
divided into chunks initChunks, which will be used for training, the fuzzification
parameter m and the number of clusters per classifier K.

In Algorithm 1, a Fuzzy Decision Tree (FuzzyDT) [7] is trained for each
available labeled data chunk (step 3), which are built with the examples that
arrive sequentially, in the order they appear. Next, to enable the identification
of outliers, decision boundaries are created on each of their leaf nodes based
on the training data (step 4). This process will be described in detail in the
next sub-section. Finally, each trained tree is incorporated into the ensemble of
classifiers £ (step 5).

Algorithm 1. Offline phase
Input: nitChunks, m, K

Output: &

1:. £<0

2: for all Chunk C; in initChunks do

3 model — TRAINFDT(C})
4: CREATEDECISIONBOUNDARY (model, m, K, C;)
5

6

7

E — £ Umodel
: end for
: return &£
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Creating Decision Boundaries During Training: We assume that instances
of the same class have similar distributions and are independent of instances of
other classes. Therefore, instances that are close to each other, according to a
certain distance measure, belong to the same class.

When an example of a new class arrives, if no mechanism is implemented, the
decision trees will not be able to correctly classify the new instances belonging
to the new class. To prevent this situation, we define decision boundaries for the
known classes, so instances out of these boundaries can be further investigate.

To define the decision boundaries for the decision trees in the ensemble, the
training instances classified by each of the leaf nodes are clustered using the
FCM algorithm and a summary of each resulting cluster is saved. In this way
the clusters obtained from each leaf constitute the decision boundaries for the
known classes.

The number of clusters built on each leaf node i is proportional to the number
of training instances classified by the leaf node i, being defined by:

where t; represents the number of training instances belonging to the leaf
node, T represents the size of the chunk and K the number of clusters per
classifier.

Summary of Cluster Information: The information for each cluster gen-
erated in the training stage is stored in summary structures called Supervised
Possibilistic Fuzzy Micro Cluster (SPFMiC) [9].

An SPFMIC [9] is defined as a vector (M€, T¢, CF15, CF1%, SSD°, N,
t, class_id), where M€ represents a linear sum of the membership of examples
raised to m; T a linear sum of the typicalities of examples raised to n; CF'1f,

is the linear sum of examples weighted by their membership; C'F'1%, is the linear
sum of examples weighted for their tipicalities; S.S D€ the sum of the distances of
the examples for the prototype of the micro-cluster, increases of m and weighted
by the example’s membership; N the number of examples associated to the
micro-cluster and class_id a class associated with the micro-cluster.

An SPFMiC includes statistics from a cluster that makes it possible to cal-
culate its centroid and the membership and typicality of new examples. More
details on how the calculations are performed can be found at [9]. In FuzzCND,
the SFPMiCs are used only to define decision boundaries for the known classes,
they are not incrementally updated as in its original work.

3.2 Online Phase

The online phase receives examples from the data stream and is responsible for
three operations: classifying unlabeled examples, detecting novelties and updat-
ing the decision model through labeled examples. Algorithm 2 presents details
of this phase, which requires as input parameters an initial threshold of clas-
sification init_, a parameter for adapting the classification threshold 0qqqpt,



176 A. L. Cristiani et al.

the fuzzification parameter m, values necessary for the calculation of typicality
(o, B, K and n), the number of clusters for novelty detection k_short, the num-
ber of examples T' to perform novelty detection process, the size of each chunk
C and the maximum size of the ensemble S.

In Algorithm 2, each example that arrives is analyzed to see if it is an instance
for classification or training (step 4). If the instance has no label, the algorithm
checks whether this instance represents a Foutlier (step 6). For this, the typical-
ity of z is calculated for all SPFMiCs belonging to the leaf nodes of all classifiers
in the ensemble. If the maximum typicality value obtained is greater than the
classification threshold init_f subtracted from gqqp¢, it is a sign that = belongs
to one of the SPFMiCs of the leaf nodes and it is submitted to the classifica-
tion process; otherwise, x represents a Foutlier and is stored in the temporary
memory of unknown examples unknown_mem.

Definition 1 (Foutlier). An unlabeled instance represents a Foutlier (i.e. fil-
tered outlier) if it is outside the decision boundaries of all classifiers.

The classification process begins with the fuzzification of the continuous
attributes of = (step 7). After, the instance is classified using the majority vote
of the classifiers belonging to the ensemble (step 8). Whenever an unlabeled
instance is marked as Foutlier and added to the unknown memory, the algo-
rithm checks whether there is a minimum number of examples in the temporary
memory to start the execution of the novelty detection process (step 11).

When a labeled instance arrives, it is added to the temporary memory of
labeled examples labeled_mem (step 16) and the algorithm checks if there is a
minimum number of examples to train a new fuzzy decision tree with more recent
data (step 17). If so, a new FuzzyDT is trained with the instances belonging to
the temporary memory of labeled examples (step 18). Whenever a new classifier
is trained, the algorithm checks whether the ensemble has the maximum number
of classifiers (step 19), if so, the classifier with the worst performance, based on
the most recent labeled data stored in labeled_mem, is removed (step 20) and
the new FuzzyDT is incorporated into the ensemble (step 22).

Novelty Detection: Whenever the temporary memory of unknown examples
(unknown_mem) reaches a predefined number of examples, the novelty detection
process, described in Algorithm 3 is initiated. The algorithm receives as input
parameters the examples marked as unknown (unknown_mem), the fuzzification
parameter m, the number of clusters k_short, the minimum number of examples
for a cluster to be valid min_weight and the ensemble £.

In Algorithm 3, first all SPFMiCs belonging to the leaf nodes are collected
(step 1). After, the instances present in the (unknown_mem) are submitted to
the clustering process through the FCM algorithm, resulting in k_short clusters
(step 2). Each resulting cluster is analyzed to verify if it is valid. For this, the
algorithm evaluates whether the fuzzy silhouette coefficient [18] is greater than
0 and whether the cluster has a representative number of examples (step 4).
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Algorithm 2. Online phase

Input: DS,init 0,0,44pt, m, o, 8,1, K, k_short,T,C, S

1: unknown_mem « ()

2: labeled_-mem «— ()

3: while ISEmpTY(DS) do

4 if ISNULL(z.class) then

5: x — NEXT(DS)

6: if UISFOUTLIER(E, , a, B, n, K, init_0,0,4qp¢) then
7

8

X fyzz < FUZZIFIESATTRIBUTES ()
x.class < MAJORITYVOTING(E, T fyz-)

w.. .o

: else
10: unknown_mem «— unknown_-mem U x
11: if |[unknown_mem| > T then
12: unknown_mem < NOVELTYDETECTION (unknown_-mem, m, k_short, E)
13: end if
14: end if
15: else
16: labeled-mem «— labeled-mem U x
17: if |labeled_mem| > C then
18: model «— TRAINFDT (labeled_-mem)
19: if |€] >= S then
20: REMOVESWORSTCLASSIFIER(E, labeled_-mem)
21: end if
22: E — £ Umodel
23: end if
24: end if

25: end while

To assign a label to a new valid cluster, the algorithm checks the fuzzy
similarity FR [19] between the valid cluster and each of the SPFMiCs belonging
to the leaf nodes (steps 6 and 7). If the maximum FR between the new cluster and
the SPFMiCs belonging to the leaf nodes is greater than a user-defined threshold
o, the new cluster represents an extension of an existing SPFMiC. Therefore, the
new valid cluster receives the same label as the SPFMiC that has the greatest
similarity to it. Otherwise, a temporary label “novelty” is associated with the
new valid cluster. After, each instance belonging to that valid cluster receives the
cluster label (step 14) and is removed from the memory of unknown examples
(step 15). When the labels of these instances are available, a new classifier will
be trained and incorporated into the ensemble of classifiers. Instances belonging
to invalid clusters remain in the temporary memory of unknown examples until
they become part of a valid cluster.

Impact of the Emergence of New Classes on Classifier Performance:
Since new classes can appear and older classes can disappear, classifiers in the
ensemble can recognize different sets of labels, which can negatively impact the
classifier’s performance. There are two situations in which an ensemble of clas-
sifiers facing concept evolution may experience reduced performance [10]:



178 A. L. Cristiani et al.

Algorithm 3. Novelty Detection

Input: unknown_mem,m,k_short, min_weight, €
1: all_clustes_leafs «— GETALLLEAFNODESCLUSTERS(E)
2: temp_clustes — FCM (unknown_mem,m, k_short)

3: for all Cluster temp_ci in temp_clusters do

4 if VALIDATE(temp_ci, min_weight) then

5 for all Cluster cluster_li in all_clusters_leafs do
6: FR < SIMILARITY (temp_ci, cluster_li)

7 all_ FR «— all_ FRUFR

8: end for

9: (labelmaz, maz_fr) «— Max(all_FR)

10: if maz_fr < o then

11: label g < "novelty”

12: end if

13: for all Instance z; in temp_ci do

14: x;.class «— labelmax

15: unknown_mem — REMOVE(xz;, unknown_mem)
16: end for
17: end if
18: end for
19: return £

— Situation 1: Older classifiers have not been trained with data from a new
class that has emerged and will erroneously classify instances belonging to
that new class.

— Situation 2: Newer classifiers have not been trained with data from an older
class and will erroneously classify an instance of that older class.

For both situations, solutions were proposed on the ensemble voting scheme
to improve the adaptation of the algorithm. To mitigate Situation 1, priority was
given to the vote of newer classifiers. If a newer classifier votes for a class that an
older classifier does not recognize, voting priority is given to the newer classifier.
Uniform voting was also used by other researchers [10,20] and demonstrated
good results in our initial observations.

On the other hand, the ensemble dynamics is enough to handle Situation 2.
When a class becomes outdated and its instances stop coming from the stream,
new classifiers will be trained without that class and old classifiers that recognize
it tend to be removed from the ensemble. If this outdated class reappears, it will
be treated as new class and a new classifier will be trained with its data.

A new decision model is always trained when a new T sized data chunk is
filled. As a result, the ensemble is always up to date, as the distribution of data
may change due to the evolution of the concept. Experimental results will be
presented in the next section.
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4 Experiments
In order to verify the advantages of the approach described in this work, we

consider two different metrics and three types of experiments. The datasets and
evaluation metrics used in the experiments will be explained in detail below.

4.1 Datasets

To perform the experiments, two synthetic datasets and two real datasets were
used. Table 1 shows the details of each dataset.

Table 1. Datasets used in experiments.

Identifier #Instances | #Instnaces (offline) | #Attributes | #Classes | #Classes (offline)
MOAS3 [2] 100,000 10,000 4 4 2
RBF [9] 48,588 2,000 2 5 3
Electricity [4] | 45,312 720 9 2 2
NOAA 5] 18,159 80 9 2 2

The synthetic datasets MOA3 and RBF were generated using a function
available in the MOA tool. The MOA3 is formed by hyperspherical clusters
with concept-drift over time. In addition, for each 30,000 examples, new classes
appear and old classes disappear. The RBF is a stationary dataset that shows
disappearance and occurrence of new classes for each 10,000 examples.

The Electricity real dataset contains data collected on the New South Wales
(AUS) electricity market from 7 May 1996 to 5 December 1998, where the
instances represent a collection at each 30 min. In this market, prices are not
fixed and are affected by market demand and supply, they are set every 5 min.

The NOAA real dataset contains data for daily weather measurements, col-
lected by Offutt Air Force Base in Bellevue, Nebraska, over 50 years. According
to the authors, the capture of measurements related to a specific day becomes
available after a few days of collection. Both real datasets present real world
problems in which the intermediate latency applies, being ideal for evaluating
our proposal.

4.2 Experimental Setup

The parameters used in our algorithm during the experiments are described
in Table2. During the experiments, some parameters demonstrated different
sensitivities for each dataset and had their values adapted.
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Table 2. Parameters by dataset.

Dataset init_0 | fadaps | K | kshort | C ST
MOA3 095 /030 |12 /|4 2,000 | 6 | 40
RBF 0.95 1034 |12|4 2,000 6 |40
Electricity | 0.70 |0.50 |12 4 7206 | 40
NOAA 0.70 10.60 |12 /|4 365 |6 | 40

4.3 Evaluation I

Since the ECSMiner and CLAM source code is not available, and as far as we
know, these are the only algorithms that deal with intermediate latency and
novelty detection available in the literature, we compared the performance of
FuzzCND! with four other algorithms, that only deal with classification in the
data stream: Adaptive Random Forest Hoeffding Tree (ARF) [11]; Hoeffding
Adaptative Tree (HAT) [8]; Adaptative Decision Tree Ensemble (ADTE) (See
footnote 1) and C4.5 [21]. This type of comparison allows us to better understand
the impact of the proposed novelty detection method on the accuracy of the
algorithm.

The ARF and HAT algorithms consider null latency and update their decision
models incrementally. As the C4.5 algorithm does not have mechanisms to adapt
to the evolution of concepts, it was trained with the data available for training
and remained so throughout its execution. Finally, for FuzzCND and ADTE,
an intermediate latency was considered. The ADTE algorithm is a version of
FuzzCND using classic decision trees, which only adapts to the concept-drift
over time, without the implementation of the new detection mechanism.

As FuzzCND has mechanisms for detecting novelties, examples that belong to
an unknown class classified as novelties were considered correct. Known concepts
classified as novelty or novelties classified as a known concept were considered
errors. To observe the behavior of the algorithms over time, we present the
evaluation results at each interval, defined by a number of examples, according
to the characteristics of each dataset. For each evaluation moment, the accuracy
of the instances classified during the evaluation moment was calculated.

Figure 1 shows the results of the algorithms. To evaluate the performance of
the algorithm in the synthetic datasets, for both, a latency of 2,000 points and
evaluation moments each 1,000 points were defined. It is possible to see that
the results obtained by FuzzCND in all datasets are comparable to the ARF
and HAT algorithms that consider null latency to obtain the true labels. The
C4.5 algorithm shows in all cases the worst scenario that can happen when the
algorithm is not able to update its decision model.

In Fig. 1a and Fig. 1b, the gray vertical lines represent the moment when a
new class emerged. It is notable the proposed novelty detection mechanism was
effective. In the MOA3 (Fig. 1a), while the ADTE algorithm took around 10,000

1 Available at https://github.com/andrecristiani,/ .
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points to adapt to the emergence of a new class, FuzzCND took less than 1,000
points and effectively recognized most of the examples, marking it as a novelty
and maintaining accuracy above 96%. The same happens for the RBF (Fig. 1b),
when a new class appears, ADTE’s performance drops to around 60%, while
FuzzCND remains above 90%.

For the real datasets, the values of latency, evaluation time and chunk size
were defined according to each scenario presented above. For Electricity (Fig. 1c),
a latency of 48 points was considered, which would be equivalent to a day delay
to obtain the true label, the chunk size of the 720, which would be equivalent to
training a new classifier every 15 days and the evaluation moments every 1,440
points, which would be equivalent to one evaluation per month.

It is possible to notice that FuzzCND managed to adapt better to the concept-
drift than ADTE, mainly at the beginning of the execution, where FuzzCND
presented an accuracy of 80 % while ADTE started below 40 %. It is also possible
to note that in some moments, FuzzCND outperformed HAT.

For NOAA (Fig. 1d), a latency of 60 points was considered, which would be
equivalent to 60 days of delay. The chunk size was defined as 365, which would be
equivalent to one new classifier per year and the moments of evaluation every 730
points, which would be equivalent to an evaluation every two years. It is possible
to note that until the 10th evaluation moment, ADTE had a better performance
than FuzzCND, but from then on, our algorithm was better adapted to the
concept-drift, having better performance than ADTE and HAT and finished
with an accuracy of 65%, while HAT close to 60% and ADTE 50%.

4.4 Evaluation II

In the second experiment, illustrated in Fig.2, we analyzed the accuracy of
FuzzCND for different latency values. It is possible to observe that the latency
value directly impacts the performance of the algorithm, the higher the latency
value, the lower the accuracy. For the synthetic datasets, latency values of 100,
1K, 2K, 5K and 10K were imposed for evaluation criteria.

In Fig. 2a, which represents the performance of the algorithm for the MOA3
dataset, for latency values 100, 1K and 2K the algorithm obtained an average
of 99% in accuracy, while for latency of 5K and 10K, in certain moments of
evaluation, the accuracy was around 90% and 60%, respectively.

Figure 2b represents the performance for the RBF dataset. In this case, for
the latency of 100 points, the algorithm remained accurate between 95% and
99% during a large part of the data stream. In its worst case, the accuracy
dropped to 85%. For the 10K latency, the accuracy was between 90% and 96%.
The worst case was with the 5K latency value, which reached an accuracy of
65%.

Figure 2c represents the performance for the Electricity dataset. Being real
data, the latency values were divided as follows: 24, representing a delay of
12 h; 48, representing 1 day; 240, representing 5 days; 480, representing 10 days
and 1,440, representing 30 days. It is possible to notice in many evaluation
moments, the algorithm obtained similar results in all latency values. The main
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Fig. 1. Comparison of the accuracy of the algorithms.

discrepancy occurs with the highest latency values, 480 and 1,440, which have
their performance about 10% lower, when compared to the others, between the
evaluation moments: from 3 to 5 and from 23 to 27.

Figure 2d represents the performance for the NOAA dataset. Being real data,
the latency values were divided as follows: 10, representing 10 days late; and so
on with 30, 60, 180 and 365. It is possible to notice that the algorithm was
consistent even with higher latency values. The worst case occurred at the time
of evaluation 18, where the latency value 24 was close to 66% while the highest
latency value, 1,440, was close to 64%.

In this experiment, the same parameter initializations were used as described
in Table 2. These values were defined considering the latency value equal to 2,000.
It is important to note that the FuzzCND performance can be superior if the
parameters are adjusted to their respective latency value.

4.5 Evaluation III

In the third and last experiment, we analyzed the rate of unknown examples
classified by the algorithm, using the measure UnkR [2], defined by:

B #UnkR;
Unkr = % Z e (2)
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Fig. 2. Algorithm performance for different latency values.

where #C' represents the total number of classes, #UnkR; the number of
examples belonging to class C; classified as unknown and Ezc; the total number
of examples belonging the class C;. This metric helps to understand the behavior
of the algorithm throughout the data stream. The UnkR increases the presence
of examples of new classes or the presence of a change of concept.

To this metric, it is necessary the algorithms perform the classification with
an unknown label option. Thus, was compared with two other algorithms that
have this same characteristic: MINAS [2] and PFuzzND [9].

To make a fair comparison, for the three algorithms we initialized the param-
eters K = 12 and T = 40; for MINAS and PFuzzND the parameter ts was ini-
tialized with a value of 200. In addition, to avoid the influence of true labels on
the results, we applied extreme latency in the FuzzCND algorithm. Thus, unlike
the other algorithms, FuzzCND did not update its decision model.

For this experiment, we consider only the datasets that have the emergence
of a new class, which would be MOA3 and RBF. As it was considered extreme
latency for FuzzCND, the rate of unknowns was analyzed until the appearance
of the first instance of a new class. Figure 3 shows the results obtained.

For the MOA3 dataset (Fig.3a), it is possible to notice that the concepts
of fuzzy set theory applied in FuzzCND and PFuzzND made it better adapted
to concept drif than MINAS, classifying as unknown a much smaller number
of examples during all moments of evaluation. However, PFuzzND obtained a
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slight advantage over FuzzCND in the first evaluation moment, showing that our
proposal takes a larger amount of time to adapt to the data distribution.

The same happens for the RBF dataset (Fig.3b), with the exception of the
evaluation moment when a new class appears. In this case, when the temporary
memory of unknown is completed (T' = 40), MINAS performs the detection of
news and the examples belonging to the new class form a new novelty pattern
that is incorporated into its decision model. After that, examples that belong to
this new class are no longer marked as unknown and start to receive the label of
the created novelty pattern. As it is a dataset with stationary distribution, there
should be no detections of extension of novelties, which happens with MINAS
throughout the data stream.

40 T 40

0 s 10 15 20 25 0 s 10
Evaluation moments Evaluation moments

[— FUZCND — PFUZZND — MINAS [— FUzZCND — PFUZND — MINAS

MOA3 RBF

Fig. 3. UnkR obtained by the algorithms

The experiments showed that FuzzCND maintained a good performance in
all experiments, with results comparable to algorithms that consider null latency.
It was possible to see that the proposed novelty detection method increased the
accuracy rate of the algorithm. In addition, when analyzing the rate of examples
classified as unknown, our approach showed a performance similar to PFuzzND
and superior to MINAS in both datasets. While MINAS identifies examples as
unknown even in stationary datasets, FuzzCND identifies a smaller amount and
only at the first moment of evaluation.

5 Conclusions

This article proposed FuzzCND, an ensemble fuzzy method for classification and
novelty detection in data streams with labels with intermediate delay.

The results showed that FuzzCND adapts well to the concept-drift and identi-
fies new classes efficiently, maintaining its predictive power. Our method demon-
strated that the use of fuzzy techniques makes the algorithms better adapt
to possible inaccuracies in the data, maintaining a good accuracy in different
latency values in real-world scenarios. In addition, our method maintain a lower
rate of unknowns than algorithms that do not use fuzzy techniques.
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This article opens several perspectives for future work, especially considering

novelty detection and adaptation to different types of latency. As future steps,
we intend to evolve the novelty detection method to detect different patterns
of novelty, and adapt our algorithm to deal with different types of label delay,
including extreme latency. In addition, we intend to compare our approach with
works that consider intermediate latency and perform the novelty detection.
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Abstract. An efficient way to deal with classification problems is by
using Fuzzy Rule-Based Classification Systems. A key point in this kind
of classifier is the Fuzzy Reasoning Method (FRM). This mechanism is
responsible for performing the classification of examples into predefined
classes. There are different generalizations of the Choquet integral in the
literature that are applied in the FRM. This paper presents an initial
study of a new FRM that is ensemble-based, which combines different
generalizations in a more effective final classifier. We have constructed
two distinct ensemble decision-making methods considering the majority
and weighted voting approaches. The experimental results demonstrate
that the performance of the proposed methods is statistically equivalent
compared to the state-of-art generalizations.

Keywords: Classification + Ensemble - Fuzzy Reasoning Method -
Generalizations of the Choquet integral

1 Introduction

Data classification is the process of finding, using supervised machine learning,
a model or function that describes different data classes [18]. The purpose of
classification is to automatically label new examples or observations by applying
the learned model or function. This model is based on the characteristics of the
training data.

The scientific literature presents a broad set of supervised machine learning
algorithms [4], which can be organized according to the characteristics they
use in learning. Multilayer Perception (MLP) Neural Networks [22], k-Nearest
Neighbor (kNN) [1], Naive Bayes [28], Logistic Regression [23], C4.5 [38], and
Support Vector Machines (SVM) [15] are examples of well-known classification
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algorithms. Although some classifiers individually provide solutions which are
very accurate in particular scenarios, they may not effectively recognize data
classes in complex problems, where there are large sets of patterns and/or a
significant number of incomplete data samples or irrelevant features.

In order to improve the classification results, techniques for combining clas-
sifiers have been proposed, aiming to take advantage of several classification
schemes. The outputs of each classifier can be combined in a final decision that
improves the generalization ability. These techniques are called ensemble meth-
ods [37]. For instance, Random Forest [10] consolidates the results of multiple
decision trees. AdaBoost [20] manipulates the examples, training each classifier
sequentially with different samples, trying to label the errors of the previous
classifiers correctly. Stacking [19] combines multiple base classifiers trained by
using different learning algorithms employing a meta-classifier.

Ensembles aggregate different labeling data strategies to make a more robust
classifier, aiming to reach higher accuracy. There should be different solutions
for the problem to be solved, i.e., it is essential to get a diversity among the
results found by these algorithms [30]. Also, ensemble methods can be adapted
to deal with imbalanced class datasets [21].

A more flexible way to deal with complex real-life classification problems is
by using Fuzzy Rule-Based Classification Systems (FRBCSs) [27]. These systems
are tolerant of imprecision, uncertainty, partial truth, and approximations. They
make usage of the interpretability provided by de fuzzy rules to produce a system
intelligible. An FRBCS is composed of an inference mechanism called the Fuzzy
Reasoning Method (FRM) [13,14], that is responsible for predicting the class in
which the examples belong. This FRM uses a database that contains information
about the membership functions associated with the linguistic labels considered
by the fuzzy rules, and a rule base composed by the rules learned. Chi-RW [26],
FURIA [24], and IVTURS [39] are examples of fuzzy rule-based classification
algorithms.

The main FRMs used by FRBCSs are based in the aggregation function [9]
maximum. That is, the class predicted is the one that achieves the maximum
compatibility with the example. This FRM is also known as the Winning Rule
(WR). There is also an FRM that makes usage of the combination of different
rules, by using an Additive Combination (AC). Barrenechea et al. [7] proposed a
FRM that uses the Choquet integral [12] as aggregation operator, achieving sat-
isfactory results. After that, generalizations of the Choquet integral were used as
aggregation operators in the FRM of the fuzzy classifier FARC-HD [2]. Precisely,
introducing the Cr [32], CC [35], CF [34] and Crir2 [31] integrals.

Each generalization of the Choquet integral used in the FRM produces a
different classifier. Having this in mind, in this paper, we intend to produce a
unique FRM that could make the final decision based on the outputs of differ-
ent generalizations. We have selected for building an ensemble functions that
best generalize the Choquet integral in each of the studies presented before.
The experimental results show that the performance of the proposed methods
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is statistically superior to several baselines, and the classification quality was
statistically equivalent compared to the state-of-art generalizations [16].

This paper is organized as follows. In Sect. 2, the preliminaries concepts are
introduced. After that, in Sect. 4, we present the new FRM that is based on the
ensemble technique. The experimental framework is detailed in Sect. 5. Conclu-
sion and some future directions are given in the last section.

2 Preliminaries

This section introduce the basic concepts used in this paper, considering N =
{1,...,n}, for an arbitrary n > 0.

Definition 1 [9]. A function A :[0,1]™ — [0,1] is an aggregation function if:

- (A1) A is increasing in each argument:
Vie{l,...,n}:z; <y= Axy,...,2n) < ATy, o, Tie1, Yy Tit1y - -y Tn);
- (A2) A satisfies boundary conditions: (i) A(0,...,0) =0; (it) A(1,...,1) =1.

An aggregation function A : [0,1]" — [0,1] is said to be averaging if and
only if: (AV) V(z1,...,z,) € [0,1]" : min{xy,...,z,} < A(z1,...,2,) <
max{zi,..., Ty}

Definition 2 [29]. An aggregation function T : [0,1]*> — [0,1] is a t-norm if,
for all z,y,z € [0,1], it satisfies the following properties:

(T1) Commutativity: T(x,y) = T (y,z);
(T2) Associativity: T'(z,T(y,2)) = T(T(x,y), 2);
(T3) Boundary condition: T(x,1) = x.

Definition 3 [8,11]. A function O : [0,1]2 — [0,1] is said to be an overlap
function if it satisfies the following conditions:

(01) O is commutative;

(02) O(z,y) =0 if and only if zy = 0;
(03) O(x,y) =1 if and only if zy = 1;
(04) O is increasing;

(05) O is continuous.

Definition 4 [5]. A bivariate function C : [0,1]> — [0,1] is a copula if it
satisfies the following conditions, for all x,x’,y,y" € [0,1] with x < z’ and
y<y':

(@', y') =2 Cla,y') + C@',y);

Definition 5 [36]. A function m : 2V — [0,1] is said to be a fuzzy measure if,
for all XY C N, the following conditions hold:
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— (m1) Increasingness: if X CY, then m(X) < m(Y);
— (m2) Boundary conditions: m()) =0 and m(N) = 1.

In this paper we consider as fuzzy measure the Power Measure (PM), defined,
for each A C N, by:
Al

m(A) = <n>q with ¢ > 0. (1)

In Barrenechea et al. [7], the exponent g was genetically adapted for each data
class. A study of the performance of different fuzzy measures is presented in [33].

Definition 6. Let m : 2V — [0,1] be a fuzzy measure. The discrete Choquet
integral is the function €y : [0,1]™ — [0,1], defined, for all x = (z1,...,2,) €
[0,1]™, by:

Culz) =Y (2 — 1) -m (Aw) (2)

i=1

where (x(l), R m(n)) 18 an increasing permutation on the input x, that is, 0 <
)y < ... < Xy, where xy = 0 and Ay = {(i),...,(n)} is the subset of
indices corresponding to the n — i+ 1 largest components of x.

Observe that by using the distributivity property of the product, the standard
Choquet integral, Eq. (2), can be also written in its expanded form in Eq. (3).

n

Cu(@) =D (2 m(Am) —za-1)-m(Ap)) - (3)

=1

3 Generalizations of the Choquet Integral

The usage of the Choquet integral as the aggregation function in the FRM of an
FRBCS was proposed in [7]. After that, different generalizations of this integral
were also proposed for applications in FRBCS [16].

Firstly, in [32], it was introduced the concept of pre-aggregation function:
a function that satisfies the boundary conditions but it may be not increasing
in the whole domain, just in some specific directions, showing that a way to
construct such aggregation-like functions is by replacing the product operator of
the standard Choquet integral (Eq.2) by a t-norm, introducing the concept of
Cr-integral, which is defined as follows:

Definition 7 [32]. Let T : [0,1]> — [0,1] be a t-norm. Taking as basis the
Choquet integral, we define the function €% : [0,1]* — [0,n], for all x =
(x1,...,2pn) €10,1]", by

¢h(x) = ZT () = 2-1.m (A@)) - (4)
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Also considering the standard Choquet integral, in [34], the product operator
was replaced by different functions F' satisfying some specific conditions. This
generalization is known as Cp-integral. Observe that these functions can be
either averaging or non-averaging.

Definition 8 [34]. Let F : [0,1]> — [0,1] be a left 0-absorbent function (i.e.,
Yy € [0,1] : F(0,y) = 0) with right neutral element (i.e., Yz € [0,1] : F(z,1) =
z). The Choquet-like integral based on F with respect to m, called Cp-integral,
is the function €& . [0,1]" — [0,1], defined, for all x € [0,1]", by

Qlﬁ( —mln{ ZF T() — T(i—1), M (A(i)))} (5)

The expanded form of the Choquet integral, defined in Eq. (3), where used
as basis of the concept of CC-integrals [35] and Cpypo-integrals [17,31]. We
highlight that the first generalization always presents averaging characteristics,
and the second may not. A CC-integral is a generalization that replaces the
product operator by copulas.

Definition 9 [35]. Let C : [0,1]*> — [0,1] be a bivariate copula. The Choquet-
like copula-based integral (CC-integral) with respect to m is defined as a function
¢C : [0,1]" — [0,1], given, for all x € [0,1]", by

ZC 2@, m (Ap)) = C (2i-1),m (A@m)) - (6)

Finally, considering the Crjpo-integrals [31] this generalization replace the
product operator of the expanded Choquet integral by two functions Fy, Fy :
[0,1]% — [0, 1] satisfying some specific condition, obtaining:

Definition 10. Let m : 2V — [0,1] be a symmetric fuzzy measure and Fy, Fy :
[0,1]% — [0, 1] be two functions fulfilling: (i) Fy-dominance, that is, Fy > Fy; (ii)
Fy is increasing in the direction (1,0). A Cp, p,-integral is defined as a function
et [0,1]™ — [0,1], given, for all x € [0,1]", by

¢ (x) = min {1» vyt > Fr (2, m (Aw)) —Fa (za-1),m (Ag)) } :
1=2
(7)

This paper proposes the usage of all these generalizations in an ensemble
method. Table 1 present some instances of these generalizations that achieved
the best classification results.

4 A New Ensemble-Based FRM

In this section, we describe the new reasoning method that makes usage of an
ensemble approach. To do so, consider a classification problem consisting of m
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Table 1. Generalizations of the Choquet integral that are used in this study.

Generalization Equation
Standard Choquet Integral TP (x) = Yo (@e — zaony)m(Ag))
. 0 itz — i1 = m(A@m) =0
Cr-integral Cﬁ“”(z) = ZLI { L pmi) otherwise
Ty —2(i—1)tmAG) = (@) —2—1))m(Ay)) ”
CC-integral COEM () = Yoiy min(zi, m(Aq))) — min(z—1, m(Ag)))
. . Ty = T(i—1) ifzg) — w1 <m(Ay)
Cp-integral sv ¢ CENA(g) =Y @ = TG
printegraiave (@) = i {min{w, m(A;))} otherwise
0 ifxg —xi_1) =0
. A @ —e A .
Cr-integraly— avea Chvaz(g) =7 | o=y tmde) if0 < 2@ —zi-1) < m(Ay)
min{ "0 m(Ag;))} otherwise.
Crira-integral (Gar, my po) CWMIBre) (@) = S\ fram(A) — zimam(A(;))?
Cry ry-integral Gar, 7y ) COM L) (@) = 377\ fem(An)) — max(0, zi—1 + m(Ag) — 1)

. e J(m(Ag, .
Cry Fry-integral (g 1y, C‘S.FCL‘TM)(m) =>" M —min(z;—1, m(Ag)))

Cry py-integral (g, Fppe) C&.FG’”FBPC)(m) =2, w —zimm(Aw)®
AVG ing; N-AVG = no;
training examples X, = (p1, - .., Tpn, Yp), With p = 1,..., m, where z,;, with i =

1,...,n, is the value of the ith attribute variable and y, € C = {C4,C5, ...,Cn }
is the label of the class of the pth training example.

Moreover, considering z, = (Zp1,...,%pn), & n-dimensional vector of
attribute corresponding to an example x,. The fuzzy rules that are used in
this paper are of the form:

Rule R; : If zp; is Aj; and ... and xp, is Aj, then z, in C'J]-C with RW;, (8)

where R; is the label of the jth rule, A;; is an antecedent fuzzy set shaping
a linguistic term, CJZC is the label of the consequent fuzzy set C* modeling the
class associated to the rule R;, with k € {1,..., M}, and RW; € [0,1] is the rule
weight [25].

Then, considering x, = (Zp1,...,Zpn) as a new example to be classified, L
the number of rules in the rule base, M the number of classes of the problem,
and A = {A,...,Ag} the set of H adopted generalizations of the Choquet
integral. The five following steps form the new FRM ensemble-based:

1. Matching degree: the intensity of the activation of the if-part of the rules with
the example z,. It is calculated using a t-norm, 77 : [0,1]" — [0,1], in our
case, the product.

pa, (@p) =T (pa, (Tp1),- - pa,, (Tpn)), with j =1,..., L. 9)
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. Association degree: it is the association degree of the example x, with the
class of each rule in the rule base, given by:

bf(mp) = pa, () - RWf7 with k= Class(R;),j=1,...,L.  (10)

. Example classification soundness degree for all classes: at this point, for each
class, the positive information given by the fired rules in the previous step is
aggregated:

VA () = Ap (0 (2p), ... b5 (2p)), withk=1,...,M, h=1...H (11)

where A, € A are different generalizations of the Choquet integral (Table 1).
. Classification: This step defines the predicted data class for each classifier.
To do so, we used the label that maximizes the aggregated value.

Fhn(yfn YY) = arg maxM(Y,fh). (12)

. Ensemble decision making (EDM): The final decision is made in this step.
We propose two ensemble decision-making methods:

Majority Voting: By this EDM, the final classification is obtained by using the
Mode [6], which is a statistical operator that returns the element that occurs
most often in the vector composed by the labels of the classes obtaining in
Step 4 for each generalization of the Choquet Integral A; € A. Notice that
the Mode is not a function, in the sense that for the same input vector, it
may occur a tie. In this case, we randomly choose one of those elements that
tied.

Then, for simplicity, denote each class label obtained in Step 4 by:

cAn= Ay Y,

and consider the vector R of ordered pairs composed by such class labels and
their respective winner aggregated fuzzy membership values of Step 4, given
by:

R= [(CAI » Y;:A1>’ ceey (CAHvycAH)] = [(CAhvycAh)} h=1..H "

Now let R[1] be the vector of the first components of the ordered pairs of R,
namely:

R[] = [ ] =[],y

Then, the final classification result is given by:

Crinal = Mode(R[1]). (13)

Weighted Voting: By this EDM, the final classification is given by the max-
imum of the sums of the winner-aggregated fuzzy membership values with
respect of each class obtained in Step 4. In the case, whenever there is a tie,
the result is chosen randomly among the values that produce the tie.
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Table 2. An example of the proposed EDM with two classes and five generalizations
of the Choquet integral.

R = [(cAh’,YcAh)]h [(1,0.5), (2,0.8), (1,0.1), (2,0.7), (1,0.6)]
=1...5
R[] = [CA}LLL:L‘& [1,2,1,2,1]
R[Q}:[YCA’L] 0.5,0.8,0.1,0.7,0.6]
h=1...5
Majority Voting (Mode) | 1
S(Cm)m=1...2 S(Ch) =1.2, S(C2) =1.5
Weighted Voting (max) |2

Then let R[2] be the vector of the second components of the ordered pairs of
R, namely:

R2) = [V Y] = V]
and define R[1][h] the element of R[1] in the position h = 1... H, and similarly
define R[2][h]. The sum of the winner aggregated fuzzy membership values
with respect of each class in {C1,...,Ch}, as obtained in Step 4, is given,
for each m € {1,..., M}, by:

H . -
S(Cn) =Y {3[2] (0] if R[1][A] =

0 otherwise.
h=1

Then, the final classification result is given by:
Cfinal(C1,...,Cy) = arg max S(Cp). (14)
m=1...M

Ezample 1. Consider a fictitious example with two classes and five generaliza-
tions of the Choquet integral. Possible results obtained with EDM Majority and
Weighted Voting are given in Table 2.

5 Experimental Framework

In this section, we describe the experiments we conducted in order to empirically
validate and check the quality of our ensemble-based FRM. Firstly, we describe
the 27 real datasets used in the experiments. Then we present the configuration
of the proposal and the achieved results. The effectiveness of our approach is
compared to the currently state-of-the-art aggregation method Cpjpo-integral
[16], showing statistically equivalent results.

5.1 Datasets

In order to facilitate the comparison of results, we have picked the same 27
datasets used in the first application of the Choquet integral in the litera-
ture [32]. The used datasets are available in KEEL® dataset repository [3]. Table 3

! http:/ /keel.es.
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Table 3. Datasets used in this study

Id. | Dataset #Inst | #Att | #Class | #DataType
App | Appendiciticis 106 | 7 2 R
Bal | Balance 625 | 4 3 R
Ban | Banana 5,300 | 2 2 R
Bnd | Bands 365 |19 2 R, I
Bup | Bupa 345 | 6 2 R
Cle | Cleveland 297 |13 5 R, I
Eco | Ecoli 336 | 7 8 R
Gla | Glass 214 | 9 6 R
Hab | Haberman 306 | 3 2 I
Hay | Hayes-Roth 160 | 4 3 I
Iri | Iris 150 | 4 3 R
Led | Led7digit 500 | 7 10 R
Mag | Magic 1,902 |10 2 R
New | Newthyroid 215 | 5 3 R, I
Pag | Pageblocks 5,472 |10 5 R,
Pho | Phoneme 5,404 | 5 2 R
Pim | Pima 768 | 8 2 R
Rin | Ring 740 |20 2 R
Sah | Saheart 462 | 9 2 R, [ N
Sat | Satimage 6,435 | 36 7 I
Seg | Segment 2,310 |19 7 R
Tit | Titanic 2,201 | 3 2 R
Two | Twonorm 740 |20 2 R
Veh | Vehicle 846 |18 4 R
Win | Wine 178 113 3 R
Wis | Wisconsin 683 | 11 2 1
Yea | Yeast 1,484 | 8 10 R

195

describes each dataset, showing an identifier (Id.), the number of instances
(#Inst), attributes (#Att), classes (#Class) and type of data (#DataType),
which can be Real (R), Integer (I) or Nominal (N).

We used the same evaluation scheme presented in [7,32], that consist in a
5-fold cross-validation. This scheme randomly splits a dataset into five subsets
(folds) with 20% of the examples. Each fold is used as a test set on which a
distinct model is applied, trained using the remaining four folds. The classifi-
cation performance is computed as the average of the accuracy (percentage of
examples classified correctly) in the five folds. We highlight we have used the
5-fold partition available in the dataset repository.
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In order to reduce the size of the training sets and make the results compa-
rable with the baselines, the following datasets were stratified sampled at 10%:
Magic, Pageblocks, Penbased, Ring, Satimage, and Twonorm. Some examples
containing missing information were removed, e.g., in the Wisconsin dataset.

5.2 Configuration of the Proposal

In this subsection we present the configuration of the methods. We stress out that
it is the same used in different generalizations of the Choquet integral presented
in the literature [32,34,35]. We set the following parameters of the FRBCS:

— Conjunction operator = Product t-norm;

— Number of linguistic labels per variable = 5;
— Shape of membership functions = triangular;
— Minimum support = 0.05;

— Threshold for the confidence = 0.8;

— Maximum depth of the search tree = 3.

With respect to the parameters of the genetic algorithm, we consider:

— Number of individuals in the population = 50;
— Number of evaluations = 20,000;
— Bits for gene in the gray codification = 30.

5.3 Results

The classification results are summarized Table 4, which presents the accuracy
for each FRBCS and dataset. The achieved results considering different datasets
are available in the rows, while distinct aggregation functions Choquet, CC-
integral, CT-integral, Fxa, GM—Fgpc, GM-Truk, Far.—Tr, For—Fspc, and
Fn a2, previously introduced in Table 1, are presented per columns. Last two
columns show the performance of the proposed ensemble-based FRMs.

For each dataset, we highlight in boldface the highest accuracy among all
the different methods. Similarly, the lowest value is underlined. Moreover, the
mean result, considering the 27 datasets, is available for each method.

Having into consideration the results obtained in Table4, we notice that
Fgp Ty achieved the best mean accuracy (80.63%), closely followed by our
approach, Weighted (80.36%) and Majority Voting (80.22%). Moreover, both
methods proposed in this paper achieved superior results than the remainder
methods, which ranged from 78.85 up to 80.08%.

Considering the performance of the considered approaches, the Majority Vot-
ing achieved the highest accuracy mean in one dataset, and the Weighted Voting
achieve it twice. Although they do not show the best result in most datasets, our
ensemble-based FRMs can be considered as stable, since they showed the lowest
results only in the dataset Titanic, which have presented a similar behavior in
many different approaches. Moreover, all other FRMs achieved the worst result
on multiple data sets.
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Table 4. Obtained Results in testing by different approaches: accuracy in %

Dataset Choquet CC-integral CT-integral Fxa GM-Fppc GM-Trur Far-Tyv Far-Fspc Fn a2 Majority W-Voting

App  80.13 8584 8299 8299  86.80 8489  84.89 8584 8584 8489 83.94
Bal 8240  81.60 8272 8256  89.12 89.76  87.84 8832  88.64 87.84  88.00
Ban 8632  84.30 8596 8609  84.79 8523  85.00 85.13  84.60 8579  85.42
Bnd 6856  71.06 7213 6940  66.96 66.67 7055 65.80 7048 7021  70.50
Bup 6696 6145 6580 67.83 5622 5857  67.83 5891  64.64 6435 64.64
Cle 5558  54.88 5558 5792  81.86 84.53  58.57 8156 5655 5689  56.89
Eco 7651  77.09 80.07 78.88  72.53 7318 8214 7253 80.08 84.24 8127
Gla 64.02  69.17 63.10 6451  78.66 7943 65.44 7946 6683 64.02  66.82
Hab 7252 74.17 7221 7351 94.00 9467  69.59 94.67 7187 7122 7252
Hay 7949 8174 7949 7872 80.86 80.18  81.00 7997 7943 7875  81.00
Iri 9133 92.67 9333 9333 9525 9598  94.67 9452 9400 94.67  96.00
Led 6820  68.40 68.60 68.60 81.42 8244  69.40 81.74  69.80 69.00  70.00
Mag  78.86  79.81 7976 80.02  75.38 7474 80.97 7513 7970 80.55  80.39
New 9488 9395 9535 9349  78.87 78.87  97.67 78.87 9628 9535 9581
Pag 9416  93.97 9434 9397 9548 96.03  94.52 96.03  94.15 9471  94.89
Pho 8298  82.94 83.83 8286  58.56 5896  81.38 58.02 8144 8235 8237
Pim 7395 7421 7487 7564  70.00 69.60 7551 69.60 7552 74.08 7422
Rin 90.95  87.97 88.78 9027  91.89 90.41 90.95 9135  89.86 9135  89.73
Sah 69.69 7078 7077  68.61  93.29 9286  70.56 9281  70.12 6927  69.48
Sat 7947 79.01 8040 78.54  92.30 9176 80.72 91.89 8041 7978  79.78
Seg 9346 9225 9333 9255  68.20 68.67  93.77 7069 9242 93.68 9333
Tit 78.87  78.87 78.87 78.87  79.47 7947  718.87 7932 78.87 78.87  78.87
Two 8446  85.14 8527 8392 7143 70.56  91.89 7077 9257 91.89  91.89
Veh 6844  69.86 6820 67.97  79.39 80.12  70.93 8126  68.08 69.86  68.91
Win 9379  93.83 96.63  96.03  96.83 9733 97.19 96.14  96.08 97.19  97.17
Wis 9722 95.90 9678 9634  85.15 8323 96.63 8128 9678 96.20  96.93
Yea 5573 57.01 56.53 5640  54.72 5350  58.63 5438  57.08 5890  58.96
Mean  78.85  79.18 7947 7925  79.98 30.06  80.63 7985  80.08 8022  80.36

To check whether our improvements are statistically significant in fact,
we performed several paired Wilcoxon tests [40,41] comparing the proposed
ensemble-based FRMs with the other approaches. We used the non-parametric
Wilcoxon signed-rank test because the samples are not normally distributed.

Table 5 shows the results, where each row is related to our approaches. For
each comparison performed by a distinct column, we present the obtained 1-
tailed p-value and ranks, where R is the rank related with our approach and
R~ the rank related with different FRMs. Moreover, we underline the obtained
p-values lower than 0.1 (level of confidence = 90%).

Analyzing the results presented in Table5, our approaches have a perfor-
mance that is statistically superior or equivalent to all other FRMs. Considering
the Majority Voting, the results are statistically different from standard Cho-
quet, CC-integral, F 4. In addition to these FRMs, Weighted Voting presented
statistically higher accuracy than CT-integral. When a state-of-the-art general-
ization Cpy o is applied, our new approaches are equivalent, reinforcing the idea
that an ensemble-based FRM is a promising path to be followed.
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Table 5. Statistical study comparing our different approaches

FRM Choquet|CC-integral|(CT-integral| Fy 4 | GM—-Fppc|GM-Tr k| FarL.—Tyvm For—Fppc|FN A2

Majority |p |0.01 0.06 0.17 0.02 |0.90 0.88 0.07 0.77 0.62
R1|288.5 267.5 244.5 281.5/194 194.5 116.5 201.5 207.5
R™89.5 110 133.5 96.5 |184 183.5 261.5 176.5 170.5

W-Voting|p |0.00  |0.01 0.03 0.00 |0.76 0.81 0.24 0.70 0.06
Rt[311.5 288.5 276.5 296.5/201.5 199 142 205 263.5
R™66.5 89.5 101.5 81.5 [176.5 179 236 173 114.5

6 Conclusions

Since the Choquet integral was proposed as an aggregation operator to aggre-
gate the information in the Fuzzy Reasoning Method, many generalizations these
functions where proposed in the literature. Each generalization introduces a dif-
ferent FRM and consequently, a different classifier each time. This study aimed
to combine these generalizations in an ensemble-based FRM. Precisely, we pro-
posed using two different ensemble approaches, Majority and Weighted Voting,
to combine the information provided by these different generalizations.

From the obtained results, it is noticeable that our new method achieved
satisfactory results, achieving a superior performance compared to almost all
individuals generalizations. Moreover, the experiments show that this method
can be considered stable since it performs poorly for only one dataset.

Finally, this approach is an effective way to aggregate information on the
FRM. Future work will improve the method by inserting more diversity in the
generalizations, considering different fuzzy measures, and introducing a new level
of classification through the staking algorithm [19,42]. Besides, we intend to
compare this method versus classical ensemble algorithms such as Random For-
est [10].
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Abstract. Ontologies are used in Information Systems to manage and
share knowledge pertaining to different domains, considering it is com-
mon that one particular piece of knowledge is modeled individually into
different ontologies. Alignment processes are carried out towards inter-
operability; however, the results are not effective in most cases, requiring
manual repair and review by domain experts. Thus, this work introduces
a repair and review tool for the alignment of ontologies with the goal
of assisting experts in the alignment repair tasks. Using the technology
acceptance model, a proof of concept was made to analyze the perception
by domain experts regarding the tool’s usefulness, ease, and intention of
use. From statistical analyses in terms of reliability, default path, infer-
ence, and correlation, it has been found that study participants had a
positive perception of the tool’s usefulness and ease in the tasks of ontol-
ogy alignment repair. Therefore, the tool and its functionalities proved to
be useful towards assisting domain experts in their tasks of reducing the
semantic heterogeneity among ontologies pertaining to the same domain
through alignment repair.

Keywords: Ontology matching - Ontology alignment repair - Data
visualization - Technology acceptance model - Proof of concept

1 Introduction

The use of ontologies is frequently associated with Information Systems for
knowledge management and sharing [1]. Overall, they describe a domain of inter-
est or any piece of knowledge related to a specific area. They specify the meanings
of terms and concepts comprising the domain, establishing a relationship among
them, and having as one of its main characteristics the hierarchical organization
among such concepts [2].

Ontologies are used for data integration, search, and analysis from different
information sources. In most cases, it is common that the ontologies of one par-
ticular domain are modeled differently. For example, in the Biomedicine domain
it is easy to find ontologies that address the concepts of one particular disease
modeled in different ways [3].
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In Biomedicine there are recognized laboratories, such as the European Molec-
ular Biology Laboratory (EMBL-EBI)', the Alliance of Genome Resources® and
Monarch Initiative®; which aim at the integration of clinic and research data in
different parts of the world. Such initiatives aim at the collaboration and diffu-
sion of information in the discovery of new diseases and medications, applying
and using ontologies to address real problems [3,4].

The interoperability among such data relies on the fact that different ontolo-
gies can relate to each other. Aiming at decreasing the distance and aligning
the concepts of different ontologies within a particular domain, ontology match-
ing processes are carried out. Such processes consist of highlighting relation-
ships and/or correspondences among entities pertaining to different ontologies,
directed to reduce their semantic heterogeneity [5]. The result is an alignment
comprised of a set of correspondences or mappings among the concepts of two
or more ontologies [6].

Some researches indicate that completely automated alignment methods are
still not very effective [7]. Even when applying automatic strategies, such as text
comparison, linguistic, semantic and structural alignment, as well as other strate-
gies, the concepts among ontologies may not be related to each other correctly
[8,9].

Thus, the ontology alignment processes require manual intervention by the
domain expert (expert of a particular area). The expert’s task is to repair the
alignment created by automatic means, confirming and removing existing corre-
spondences, or including new associations among concepts. Therefore, the align-
ment repair task aims at ensuring higher precision among executed mappings
[10,11].

Researches in the literature investigate strategies of automatic or semiauto-
matic alignment. However, such strategies do not provide the appropriate sup-
port to the domain expert in the alignment repair stage, basically limited to
displayed mappings generated through complex interfaces [11,12].

In such context, this work has the purpose to introduce and analyze the
RAOSystem tool, through a proof of concept using the technology acceptance
model (TAM [13]), investigating its usefulness and usability. This tool has been
developed to give support to the domain expert in the process of ontology align-
ment repair and review, by means of functionalities based on collaboration and
data visualization features, such as chats, comments, graphs, trees, heatmaps,
statistics etc.

The remaining of the article is organized as follows: Sect. 2 shows the theoreti-
cal bases on ontology matching and ontology alignment repair. Section 3 presents
some related works. Section 4 presents the RAOSystem and its main modules.
Section 5 presents the proof of concept and how it was made. Section 6 presents
data analyses based on TAM, with a discussion about the results. Finally, Sect. 7
presents the final considerations.

! https://www.ebi.ac.uk/spot/oxo/search.
2 https://www.alliancegenome.org/.
3 https://monarchinitiative.org.
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2 Theoretical Bases

2.1 Ontology Matching

Even within the same domain or area, it is possible to find different ways of
representing knowledge, in different ontologies, with the purpose to promote
interoperability between representations and the systems that use them, it is
necessary to make an alignment among the concepts of ontologies [5]. Thus, it is
possible that concepts, such as the ontology matching, are processes that relies
on the problem of finding the semantic mappings between two given ontologies,
in the attempt to make association among domain concepts [14].

This alignment process among ontologies can be illustrated in Fig. 1 In this
simple example, two ontologies are relating (aligning) their terms and concepts
towards information interoperability (e.g., Person with Human; Volume with
Book; Id with ISBN etc.). As a result of this process an alignment of ontologies
is generated. Such alignment is comprised of a set of correspondences including
the representation of relationship, equivalence, disjunction or association, and
one value that represents the strength of similarity among concepts [4].

Autobiography

e Literat
e Ry e e
Childrer:\ /

C Albert Camus: La chute

8

Fig. 1. Ontology matching example between two domain ontologies [4].

Different techniques can be applied in the generation of alignments among
ontologies, such as techniques based on the comparisons of strings, linguistic,
structure, and semantic. Techniques based on the comparison of strings take into
consideration the text-similarity among terms from their chains of characters.
However, some words that produce similar spellings can have distinct semantic
(e.g., “Parente” in Portuguese X “Parent” in English) [8]. Linguistic-based tech-
niques use external resources, such as thesaurus and dictionaries in the search



204 M. O. Santos et al.

for synonyms and meaning among terms [8]. As for techniques based on struc-
tural alignment, the analysis is made regarding entity composition among ontolo-
gies (entities, properties, relationships, superclass, etc.) [9]. Semantic-based tech-
niques are built on the inference of terms to confirm correspondences [4].

2.2 Ontology Alignment Repair

Although there are different techniques to run an automatic ontology alignment,
they are neither accurate nor completely effective [7]. Due to the complexity of
the ontology alignment task, we consider that human intervention by domain
experts is necessary to verify and adjust the mappings produced, leading to
more accurate results [15].

Taking the above into consideration, a subsequent process is required, known
as Ontology Alignment Repair (OAR or RAO — Reparagao de Alinhamento de
Ontologias - in Portuguese) [16]. This task consists of refining the alignment
generated, allowing the domain expert to include, remove, or confirm correspon-
dences among terms [4]. The task also allows identifying logical inconsistencies
towards making the final alignment more consistent [16]. The implementation
of alignment repair actions can be made through automated or manual strate-
gies [10].

Although human intervention is indicated as a manual strategy. Falconer
et al. [17] emphasize that several types of research are focused on algorithms to
automatically perform this task, disregarding the cognitive support of users in
the analysis and inclusion of new mappings. On the other hand, Granitzer et al.
[18] indicate that the repair activity performed by the domain expert is the key
to correct and confirm the alignment generated.

3 Related Works

There are initiatives in the literature that, although considered to be referenced
in the use of automatic or semiautomatic strategies, they do not give enough sup-
port to domain experts in the alignment repair task for being limited to show
only the generated mappings. Among the main ones, it is possible to highlight:
COMA (Combination of Schema Matching Approach), providing a platform to
analyze mappings, which are represented by trees of concepts [12]. ASMOV
(Automated Semantic Matching of Ontologies With Semantic Validation), pre-
senting a web page with ontology terms and its respective relationships [10].
And AML (Agreement Maker Light), about which Faria et al. [11] present an
interface representing ontologies as a graph, allowing the visualization by the
expert.

The RAOSystem tool proposed in this work combines the main visualization
functionalities indicated in related works, such as trees, graphs, heatmaps, tables,
etc. However, the main difference among them is the fact that RAOSystem allows
domain experts to work simultaneously in the alignment repair. Moreover, col-
laborative characteristics have been implemented, for example, sending messages
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to other domain experts and the possibility to discuss relationships through chats
and comments. Thus, it makes it possible for experts to discuss and agree on a
particular mapping directly within the system. Finally, the proposed tool makes
it possible to keep a history of ontology alignment repair, producing a collective
memory of the actions performed, through a gradual repair.

4 RAOSystem - A Tool to Support the Ontology
Alignment Repair

RAOSystem is a tool that has the purpose to support domain experts in the task
of ontology alignment repair. The tool architecture (Fig. 2) encompasses its main
modules, and each one has specific characteristics for the task of alignment repair
and review. This tool allows the repair and alignment of ontologies through data
visualization features to facilitate the alignment review, inclusion, and exclusion;
collaboration elements, such as messages, comments and communications among
domain experts, which allow exchanging knowledge and validation of the work
under execution; apart from functionalities, such as graphs and statistics that
allow users to see how their work is progressing.

RAO System

Sbmge Module

Allgnment

Visualization Statstial Communication
Module Module Module

7 ue

Review and Reparation Module

& BER B =

Core Module

Web / Internet

Fig. 2. RAOSystem architecture.

The tool is a web-based system. The core was built with PHP language sup-
ported by native HTML, CSS, and JavaScript. The user interface was developed
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using the Bootstrap framework. The database used was the MySQL 8.0.16. All
of these technologies were run at an Apache server. The main RAOSystem’s
modules detailed in Fig. 2 are presented below:

— Review and Repair Module: this one can be considered the main sys-
tem’s module. The main user interface gives access to all system options.
In this module, expert users can have access to ontology alignments avail-
able in the storage module. Thus, the user can visualize alignments already
mapped (Fig.3A), being able to perform actions, such as: remove, insert,
confirm, comment, disagree, and agree with existing alignments (Fig.3B).
This module gives the user access to visualizations of information on ontolo-
gies (visualization module), statistical information related to the alignment
repair process (statistical module), and the message and communications his-
tory among users (communications module).

— Storage Module: as the name indicates, this module is responsible for stor-
ing system information. Ontology alignment for specific domains are loaded
and pursued by administrator users to make them available to the domain
experts. This module is responsible for storing in the database the informa-
tion related to the alignment of ontologies, alignment repair, the progress of
tasks, and communications by exerts, as well as all other existing concepts of
every ontology involved.

— Visualization Module: this module presents visualization functionalities
to support the domain expert both in repairing and reviewing alignments
(Fig. 3C). The techniques for the representation are in the form of graphs
and heatmaps to support the decision making by users, showing the relation-
ship among aligned terms, while trees and sunburst allow analyzing concepts
through the ontology structure. Each visualization makes it possible to select
options of union and intersection among terms, such as view all concepts, view
mapped concepts, and view visited concepts. Besides, this module allows a
complete visualization of ontologies by users, apart from the complete history
of changes made by users.

— Statistical Module: this module lets the users to have feedback about the
work done (or undone), as well as how much alignment repair still needs
to be made, the review of automatic mappings, the quantity of included,
removed and confirmed elements, the daily work execution, allowing the user
to follow, in terms of quantity, through a Venn diagram, an intersection among
ontologies (Fig.3D).

— Communications Module: this module has been developed to work as a
chat among participants, with the purpose to discuss and exchange knowledge
on alignments. Every alignment on the platform presents its respective chat
(discussions, work distribution, and general comments).

5 Proof of Concept

This section presents a Proof of Concept (evidence that a potential product or
service may be useful and successful [19]), on the RAOSystem associated to how
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domain experts perceive its usefulness and ease of use, evaluated using TAM
Model [13]. This way, the present study can be described, according to GQM
[20], as:

Analyze the RAOSystem tool; with the purpose to assess the perception
related to the ease of use (PEOU), usefulness (PU) and attitude towards using
(ATU); in what regards the technology acceptance model (TAM); from the
perspective of domain experts; in the context of ontology alignment repair.

In this way, based on the model projected by TAM, it is possible to postulate
the following hypotheses (Fig. 4): H1) Perceived ease of use (PEOU) has direct
effects on the perceived usefulness (PU). H2) Perceived usefulness (PU) has
direct effects on the attitude towards using (ATU). H3) Perceived ease of use
(PEOU) has direct effects on the attitude towards using (ATU).

Perceived
uscfulness H2
A
H1 Attitude
Perceived ease of 4’

usc

Fig. 4. TAM Model - Variables and their hypotheses.

5.1 Study Preparation and Instrumentalization

This proof of concept was carried out taking in consideration a scenario of align-
ment repair among ontologies pertaining to biological ecosystems, divided into:
1) the participants received an introductory training on the purpose of the tool;
2) the participants made the repair and review of alignments between ontologies
“Ecosystem” and “Living Beings” by using the RAOSystem (Fig.5); and, 3)
the participants responded the TAM questionnaire on RAOSystem. The TAM
questionnaire (Table 1) was comprised of 28 questions, divided into 15 related to
PEOU, 9 to PU, and 4 to ATU. The questionnaire’s items presented statements
about RAOSystem functionalities and characteristics, using a Likert scale from

1 (totally disagree) to 5 (totally agree) to capture responses*.

5.2 Participants’ Profile

The participants of the proof of concept were selected by convenience, including
students, researchers, and professors of a graduate information systems course
who know about biology and ecosystems. Such public was selected for ontology

4 Questionnaire and Data available at https://bit.ly/RAOSys-TAMData.
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Fig. 5. RAOSystem’s tree visualization example, ontologies “Ecosystem” and “Living
Beings”.

domain reasons, however, any domain experts could have participated, since the
purpose is to verify the tool’s usefulness, ease, and usability.

5.3 Data Collection and Analysis

This proof of concept was carried out in March 2020, involving 11 participants
(according to Nielsen [21], technological usability tests require no more than 5
participants). Data collection took place individually, without communications
among participants. All data were analyzed through the R Statistics (3.2.2)
software and its libraries.

5.4 Threats of Conclusion

The main threat of the conclusion of the study can be attributed to the sta-
tistical power of the analysis methods, due to the existence of different statistical
models and several ways to employ them. To mitigate such threat, normality and
inference tests have been used, according to the behaviors observed in datasets
gained from statistical data analysis.

Highlights of internal validity include the following: threats of the con-
struction, considering the researcher expectations, such threat was carried out
so that researcher had no contact with participants; the threat of the train-
ing, considering that participants had no knowledge about the tool, and this
risk was mitigated through training and explanation about it.
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Table 1. TAM questionnaire items.

Code |Item (Question)
PEOU1 | The information available about RAOSystem are easy to understand.

PEOU2 | It is necessary to frequently refer to tutorials to use the RAOSystem.

PEOU3 | RAOSystem's icons and labels are easy to understand.

PEOU4 | It is easy to remind how to perform the task "Insert Ontology Alignment Repair" in the RAOSystem.
PEOU5 | It is easy to remind how to perform the task "Remove Ontology Alignment Repair" in the RAOSystem.
PEOUS6 | It is easy to remind how to perform the task "Confirm Ontology Alignment Repair" in the RAOSystem.
PEOUT | It is easy to remind how to perform the task "Mapping Annotation" in the RAOSystem.

PEOUS | It is easy to remind how to send a message to another domain expert in the RAOSystem.

It is easy to navigate and to analyze concepts of an ontology from the visual features available in the

PEOU9
RAOSystem.

PEOU10 It is easy to analyze the correspondences between two ontologies through available visual resources in the
RAOSystem.

PEOU11 | I can easily identify who are the other users involved in the project (if they exist).
PEOUI12 | I get confused when using the RAOSystem
PEOU13 | I make many mistakes when I use the RAOSystem
PEOU14 | It is easy to learn how to use the RAOSystem.
PEOU15 | In general, I consider the RAOSystem easy to use.
PU1 The use of the RAOSystem makes it possible to better organize the tasks of the ontology aligning repair.

The use of the RAOSystem makes it possible to improve the results of the tasks of the ontology aligning
repair.
PU3 The use of the RAOSystem makes possible the teamwork.

PU2

PU4 The use of the RAOSystem allows us to save time-related to the tasks of the ontology aligning repair.

The communication features available in the RAOSystem allow users to learn about the domain concepts

PUS based on the messages from other domain experts.

PUG The communication features available in the RAOSystem allow users to take decisions (insert, remove and
confirm ontology alignment) based on the ontology concepts

PUT The RAOSystem provides useful resources to support the collaborative work without depend on the
physical participation of the domain experts.

PUS The RAOSystem provides useful resources to support the collaborative work without depend on the

domain experts who are logged into the system at the same time.

PU9 Overall, I consider the RAOSystem useful to do the ontology aligning repair task.

ATU1l |Iintend to use the RAOSystem in tasks of the ontology aligning repair in case of I have chances.

ATU2 I recommend to the other domain experts the use of the RAOSytem in the ontology aligning repair task.
ATU3 | My attitude is favorable to the use of the RAOSystem in ontology aligning repair projects.

ATU4 | I like the idea of participating in tasks of the ontology aligning repair using the RAOSystem.

6 Results and Discussion

Table 2 presents absolute and relative frequencies (score), descriptive statistics,
correlation of each questionnaire’s item, and the reliability measure for scales,
Cronbach’s alpha. The present study took into consideration positive relation-
ships about user perception of the items with a score above 4. However, it is
possible to notice that some questions, such as PEOU2 (“It is necessary to fre-
quently refer to tutorials to use the RAOSystem.”), PEOU12 (“I get confused
when using the RAOSystem”) and PEOU13 (“I make many mistakes when I
use the RAOSystem”), present most of the answers with perceptions of dis-
agreement. Those are reverse (or negative) questions, which have been analyzed
inversely compared to the others, so that disagreeing with statements represent
positive perceptions.

The measures of corrected item-total correlations (Corr. column) and
Cronbach’s alpha coefficients (Alpha column) were used to measure the
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Table 2. TAM variables and question results (Descriptive statistics, correlation and
reliability)

Answers
Variable | Question Frequency | Tot.| Score | Mode | S.D. | Corr. | Alpha
12|34 5

PEOU1 0|0|0|3| 8 11| 473 5.00| 0.467| 0.392
PEOU?2 7i 102 1 11 2.00 1.00| 1.549| 0.719
PEOU3 o|1{0|7| 3 11 409 400|0.831| 0.456
PEOU4 0|0|22| 7 11 445 500|0.820| 0.334
PEOU5 0| 0|01 10 11 401 5.00| 0.302| 0.645
PEOUS6 0|0[0|2] 9 11 482 5.00| 0.405| 0.377

5 PEOUT 0|0 1|2| 8 11 464 500| 0.674| 0.539

8 PEOUS 0|0 1|3 7 11 455 5.00| 0.688| 0.722 | 0.614

A PEOU9 0|0 1|8] 2 11 4.09 400| 0539 | 0.430
PEOU10 | 0| 0| 2| 5| 4 11 418 400|0.751| 0.263
PEOU1l | 0| 0| 2| 2| 7 11 445 5.00|0.820| 0.281
PEOU12 | 7( 4| 0[{0| O 11 1.36 1.00| 0.505| 0.701
PEOU13 | 6( 3|0 2| O 11 1.82 1.00| 1.168| 0.832
PEOU14 | 1{0|0|1| 9 11 455 500(1.214| 0.245
PEOU15 | 0[ 0| 0| 2| 9 11 482 5.00| 0.405| 0.316
PU1 0|0|0|3| 8 11 473 5.00| 0.467| 0.568
PU2 0|0[0|2] 9 11| 482 5.00| 0.405| 0.435
PU3 0|0[1|2| 8 11| 464 5.00| 0674 | 0.464
PU4 ofo0f0|5 6 11| 455 5.00| 0.522 | 0.467

E PU5 0| 1{0|3]| 7 11| 445 5.00( 0934 0.497| 0.749
PU6 00|13 7 11| 455 5.00| 0.688| 0.783
PU7T 0| 0|0|5| 6 11| 455 5.00| 0.522| 0.866
PUS 0|0[1|4| 6 11| 445 5.00| 0.688| 0.680
PU9 0| 0[0|1]10 11| 491 5.00| 0.302| 0.266
ATU1 0|0|0|3| 8 11| 473 5.00| 0.467| 0.875

E ATU2 0| 0[0|1]10 11| 491 5.00( 0.302| 0.093 0.500

- ATU3 ofofofl2 9 11 482 5.00| 0.405| 0.690
ATU4 0|0[0|2] 9 11 482 5.00| 0.405| 0.690

Total 4.15 0.786

questionnaire’s reliability and correlation among items and variables. The cor-
rected item-total correlation corresponds to the individual correlation of the
questionnaire’s items and variables (sets of answers), calculated through the
Pearson’s correlation coefficient [22]. Tt is important to measure the validity of
every questionnaire’s question as a whole, based on the following values: <0.1,
no correlation; >0.1, low correlation; >0.3, moderate correlation; and,
>0.5, high correlation. Cronbach’s alpha is an instrument towards the ques-
tionnaire’s reliability, considering it is also possible to measure subscales (total
reliability of the questionnaire and PEOU, PU, and ATU variables individually).
In the analysis of alpha coefficient, the following values must be observed [23]:
>0.9, excellent; >0.8, good; >0.7, acceptable; >0.6, questionable; >0.5,
poor; and, <0.5, unacceptable.

In this proof of concept, it was observed values for reliability (alpha)
following the values: PEOU, questionable (alpha=0.614); PU, acceptable
(alpha=0.749); good for ATU (alpha=0.809); and, in general, the total
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questionnaire had acceptable reliability (alpha=0.786). One technique that
makes it possible to improve the questionnaire’s reliability is “scale purification”
[24], which means eliminating the items with the purpose to analyze the value of
the alpha coefficient. If alpha goes up, the removed item is not highly correlated
with scale, becoming irrelevant, otherwise, it must not be removed.

To remove items, this study considered the item removal strategy the items
with item-total correlation in the ranges of low correlation and non-existent cor-
relation, should be eliminated. Thus, questions PEOU10 (“It is easy to analyze
the correspondences between two ontologies through available visual resources
in the RAOSystem”), PEOU11 (“I can easily identify who are the other users
involved in the project (if they exist)”), PEOU14 (“It is easy to learn how to use
the RAOSystem”), PU9 (“Overall, I consider the RAOSystem useful to do the
ontology alignment repair task.”) and ATU2 (“I recommend to the other domain
experts the use of the RAOSytem in the ontology alignment repair task.”) were
removed from analysis for a second round of analysis (Table 3-R1). As a result of
the first purification (R1), there was an increase in the questionnaire’s reliability
(alpha), considering that PEOU recorded acceptable reliability (alpha =0.755),
ATU an excellent reliability (alpha=0.93), and the total questionnaire good
reliability (alpha =0.843). However, when analyzing the item-total correlation,
question PEOU15 (“In general, I consider the RAOSystem easy to use”) had
recorded value alpha = —0.195 (no correlation), thus being removed for another
round of purification (Table3-R2). Although alpha recorded a slight improve-
ment in the second round of purification (R2; PEOU’s alpha=0.782 — still
acceptable; and, total questionnaire alpha =0,855 — still good), it was con-
sidered irrelevant regarding the questionnaire’s reliability.

Table 3. Cronbach’s alpha during the scale purification

Turn PEOU |PU | ATU | Total
Before Purification | 0.614 |0.749 | 0.809 | 0.786
Purification 1 (R1) [ 0.755 | 0.763|0.938 | 0.843
Purification 2 (R2) | 0.782 |0.763|0.938 | 0.855

Upon the analysis of the questionnaire’s reliability, hypotheses H1, H2, and
H3 were analyzed. Table4 and Fig. 6 show the results of hypothesis tests from
the analysis of the default path, which sought to identify the relationship between
variables PEOU, PU, and ATU. The statistical confidence interval adopted in
those tests was 95% (a=0.05). Every hypothesis was analyzed according to
statistical tests that made it possible to assess the model (Fig.4), such as an
analysis of the standard coefficient (), indicating the interference degree of one
variable on another one; the validity of the hypothesis based on T-test and the
effect size (Cohen’s D), thus allowing to refute or accept those hypotheses.
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Table 4. Hypothesis analysis results.
Hypothesis Correlation | 8 T-test p-value | Effect size | Conclusion
H1: (PEOU—PU) |-0.385 —0.249 | 2.12e—06 2.8001 Accept
H2: (PU—ATU) 0.478 0.117 | 0.2559 0.4987 Reject
H3: (PEOU—ATU) | —0.085 0.433 | 1.45e—07 3.3631 Accept
Perceived
uscfulness H2: 0.12
Y
H1: -0.25 Attitude
R2=0.062
Perceived ease of /
R2=0.176

Fig. 6. Default path analysis among TAM variables.

Overall, based on the results, it is possible to accept with at least
95% (a=0.05) certainty that PEOU had significant effects on PU (H1: p-
value = 2.12e—06) with large effect size and that PEOU caused a significant
effect on ATU (H3: p-value = 1.45¢e—07) recording a large effect size as well. In
contrast to H2 (p-value = 0.2559), considering that it is not possible to state
that PU had significant effects on ATU, the hypothesis was rejected.

Upon the analysis of Table 2 it is easy to notice that, in most questions, users
had a positive perception of the RAOSystem concerning PEOU, PU, and ATU.
To confirm this positive perception, the “score” values of every TAM variable
were submitted to statistical tests of inference (Table 5): i) to verify the behavior
of normality regarding data distributions, which could make it possible to, ii)
choose the most appropriate statistical test of hypothesis, comparing all score
data and the score mean of every TAM variable.

Table 5. Inferred statistical analysis of the “score” value from each TAM variable.

TAM variable | Shapiro-Wilk | Normality result | Inferential test | p-value
PU 0.0692 Normal T-test 2.73e—12
PEOU 0.5422 Normal T-test 1.38e—15
ATU 1.37e—05 Not Normal Wilcoxon test |0.0025

Thus, all data samples were submitted to the Shapiro-Wilk test of nor-

mality (indicated to small data samples), considering alpha =0.05. In PU (p-
value =0.0692) and PEOU (p-value =0.5422), the T-test was applied, since a
normal distribution was followed. As for ATU (p-value =1.37e—05), since it not
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followed a normal distribution, the Wilcoxon test was used. After such analysis,
it was possible to state with at least 95% (a=0.05) certainty, that the RAOSys-
tem: was perceived as useful (PU: p-value =2.73e—12), easy to use (PEOU:
p-value = 1.38e—15) and that there is the intention of use by participants
(ATU: p-value =0.0025).

7 Final Remarks and Future Directions

The main purpose of this work was to analyze the RAOSystem tool based on
perceived usefulness, ease, and usability by its users. The tool enables users to
review and repair alignment among ontologies of particular domains from collab-
orative and data visualization elements, towards a correct relationship among
concepts. To so, the tool was submitted to a proof of concept, involving the
analysis through TAM, which allows to assess technologies from the aspects of
perceived ease of use, usefulness, and attitude towards using. As a result, the
tool was perceived by users as useful, easy to use, with those users reporting
their intentions towards using.

This work is part of a bigger project aimed at solutions of ontology alignment
repair. The approach in this study was only related to the tool, however, this
research also seeks models and metrics to enhance coverage (inclusion of new
relationships), improvements in terms of accuracy, success and error rates (based
on [25]) to bring better results to the ontologies alignment repair, as well as
significance and usefulness of the visualization resources used.

In this way, the expectation is to also use the tool in an actual assessment
scenario where domain experts of areas like Biomedicine, for example, can use
the tool for the repair of ontologies that are used in the interoperability among
their systems, ensuring that terms are correctly related.
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Abstract. Aggregation functions are employed to combine inputs that
are typically interpreted as degrees of membership in fuzzy sets, degrees
of preference, strength of evidence or support of a hypothesis. The behav-
ior of each aggregation function can be associated to the area of dis-
tributive justice, which refers to fairness in the way data are distributed.
Two important theories of distributive justice commonly considered are
the utilitarianism and egalitarianism, but some alternative theories, as
the sufficientarianism, has gained attention recently. This paper presents
three different versions of sufficientarianism as aggregation functions: the
weak, axiological and strong sufficientarianism. Additionally, we intro-
duce new logical properties related to the sufficientarianism and show
which of these new aggregation functions satisfy them. In particular, we
prove the axiological aggregation functions introduced here satisfy an
important logical property whereas the weak sufficientarian functions do
not. On the other hand, we also show the strong sufficientarian aggrega-
tion functions may lead to the loss of logical properties.

Keywords: Aggregation functions *+ Decision making -
Sufficientarianism - Utility theory

1 Introduction

Aggregation of information is a basic concern for all kinds of knowledge based
systems, from image processing to decision making, from pattern recognition to
machine learning. From a general point of view we can say that aggregation has
as purpose the simultaneous use of different pieces of information (provided by
several sources) in order to come to a conclusion or a decision [5]. Aggregation
functions (operators) are employed to combine inputs that are typically inter-
preted as degrees of membership in fuzzy sets, degrees of preference, strength
of evidence, or support of a hypothesis, and so on. There exists a large number
of different aggregation functions that differ on the assumptions related to their
© Springer Nature Switzerland AG 2020
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data types and on the properties of their results [1]. An aggregation function
can also consider how the data are distributed, caring more about some kind of
data, or treating every input equally, for example. The way of each aggregation
function behaves can be associated to the area of distributive justice [4,11].

The term distributive justice refers to how fair data are distributed. In mod-
ern society, for instance, this is an important principle, as it is generally expected
that all goods will be distributed throughout society in some manner. In a society
with a limited amount of resources, the question of fair allocation is often a source
of debate and contention. Distributive principles vary in numerous dimensions.
They vary in what is considered relevant to distributive justice (utility, income,
wealth, opportunities, jobs, welfare, etc.); in the nature of the recipients of the
distribution (individuality or groups of people, reference classes, etc); and on
what basis the distribution should be made (equality, maximization, according
to individual characteristics, according to free transactions, etc). In this paper,
the focus is primarily on principles designed to cover the distribution of benefits
and burdens of economic activity among individuals in a society.

Two important theories of distributive justice commonly considered are the
utilitarianism [8,13,15,17] and egalitarianism [9,10]. Utilitarianism is the view
that the moral value of a distribution of utility is the non-weighed sum of each
individual’s utility. The basic Utilitarian approach to justice is to maintain that
when we act to maximize utility, we are also acting justly (and vice versa).
Egalitarianism comes in many different versions. Basically, an egalitarian favors
equality of some sort: People should get the same, or be treated the same, or
be treated as equals in some respect. An alternative view expands on this last-
mentioned option: People should be treated as equals, should treat one another
as equals, should relate as equals, or enjoy an equality of social status. Egalitari-
anism is a versatile doctrine because there are several different types of equality,
or ways in which people might be treated the same, or might relate as equals,
that might be thought desirable. However, all of the egalitarians approaches have
something in common, that is the objective of decreasing inequality.

Besides these two theories of distributive justice, we have the Sufficientari-
anism [6,14], which aims at ensuring that each person has an adequate amount
of benefits. For instance, we recognize the instrumental importance of having
enough sleep, enough money and setting aside enough time. Obviously, this
requires a criterion for how much is adequate. Typically, the criterion of ade-
quacy is something like enough to meet basic needs, avoid poverty, or have a
minimally decent life, which we refer commonly as the poverty line or sufficiency
line. The principle accommodates the concern we normally have for people who
are badly off in absolute terms. According to most versions, Sufficiency rejects
others theories of distributive justice, such as utilitarianism and egalitarianism.

This work aims at exploring the logical properties of sufficientarian aggrega-
tion functions. We will consider three approaches of sufficientarianism: weak [6],
axiological [7] and strong [12]. Weak sufficientarianism states that benefiting indi-
viduals below the poverty line matters more the worse off those people are; and
above the poverty line no priority is to be assigned. Axiological sufficientarianism
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focus on the maximization of well-being of the individuals when two distribu-
tions have the same amount of benefits. Strong sufficientarianism states that
benefits that lift individuals above some poverty line matter more than equally
large benefits that do not.

The paper is structured as follows. In Sect. 2, we will present some basic
notions of the framework of aggregation and the basic logical properties of the
framework. In Sect. 3, we will present two weak sufficientarian aggregation func-
tions, the headcount and shortfall, and their justice relations, together with their
logical properties. In Sect.4, we will introduce the axiological sufficientarian
aggregation functions and justice relations and will prove their logical proper-
ties. In Sect. 5, we will introduce strong sufficientarian aggregation functions and
justice relations and analyze their logical properties. Finally, in Sect.6 we will
conclude the paper.

2 The Framework

2.1 Preliminaries

In this section, we present some fundamental notions about frameworks of aggre-
gation and their logical properties. We assume a fixed population of agents
A ={1,...,n}, and a set of outcomes {2 = {wy,...,wn}, where each outcome
w; € (2 is represented by a n-dimensional utility vector. Each outcome w; can be
viewed as a possible world or an alternative which contains the utility levels of
all agents. For w; = (w},...,w"), we will refer to w! as the utility value of the
agent k in the outcome w;. For any wf, we will assume that w¥ € [0,1]. We will
use the binary relation < to rank these utility levels. We define < as follows:
wk < w}“ iff wk < w}“ and w;? # w¥. Hence, the ranking of the outcomes will only
depend on these utility values contained in each vector.

We assume that <; over {2 is a reflexive and transitive binary relation (ie, a
pre-order), where f : [0,1]™ — [0,1] is an aggregation function. We will refer to
<y as an f justice relation. A pre-order <y is total if Vw;,w; € £2, w; <f wj or
wj <f w;. We define <y as follows: w; <y wj iff w; < w; and w; €5 w;, and ~y
as w; =5 wy iff w; <y w; and w; <y w;. When w; <y wj, we say w; is more just
(or preferable) than w; with respect to f; when w; <; w;, we say w; is at least
as just as w; with respect to f; and w; =~y w; denotes w; is as just as w; with
respect to f. For instance, the arithmetic mean justice relation can be defined
as follows.

Definition 1 (Arithmetic mean Justice Relation [1]). Let A={1,...,n}
be a set of agents, 2 = {w1,...,wn} be a set of outcomes, where each w; =
(wh,...,wl) and wF € [0,1], for k € {1,...,n}. We define <mean over 2 as

2
. 4w Wi gon
fo “’z+n+‘% < 4 i

n

ws gmean wj

Ezample 1. Consider A = {1,2,3} and 2 = {w;,ws,ws,ws,ws}, where w; =
(0.1,0.1,0.1),ws = (0.1,0.1,0.3),ws5 = (0.2,0,0.2),ws = (0.1,0.2,0) and ws =
(0,0.1, 0.1). The arithmetic mean justice relation for (2 is equivalent to ws <mean
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W1 Rmean Wi <mean W3 <mean W2- We can say that wo is more just than each
other outcome with respect to arithmetic mean; ws is more just than wy, which
is as just as wy; and wy is more just than ws.

2.2 Logical Properties

The idea of sufficientarianism is commonly traced back to Harry Frankfurt’s
doctrine of sufficiency [6]. Frankfurt claims that the doctrine of sufficiency aims
at maximizing the number of individuals at or above sufficiency (also denoted as
the poverty line in the literature). In the context of our framework of aggregation,
we translate it as

Definition 2 (Frankfurt Sufficientarianism). An outcome w is at least as
good as another W' if and only if the number of agents at or above sufficiency in
w 1s at least as large as that in w'.

For our framework, we will denote the sufficiency (or sufficiency line) as s,
where s € [0,1]. Sufficientarian justice relations show additional distinguishing
behaviors when compared to other justice relations. These behaviors are viewed
as representative of a humanitarian principle [16], characterized by the following
important property:

Definition 3 (Weak Povertymin for s (