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Abstract. Image Enhancement is one of the most important phases of
the image processing system. Contrast Enhancement plays a key role in
this step. Histogram Equalization (HE) is one of the main tools used
to improve the contrast of an image. However, the use of HE causes an
increase in the natural brightness of the image, which is not desirable
in many types of applications such as consumer electronics products. To
solve these limitations, it is proposed in this paper a variation of the
Differential Evolution metaheuristic algorithm for Contrast Optimiza-
tion called DECO. The results obtained were statistically compared with
other techniques and metaheuristic algorithms. The results showed that
DECO is competitive compared with other techniques.
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1 Introduction

Despite the evolution of photo camera sensors and processing algorithms in cap-
turing the image, it is still a challenge to obtain images that present a good
contrast quality. Image pre-processing is one of the key steps in the image pro-
cessing area. Its main function is to transform the image obtained to present an
improvement for the subsequent processing step, such as detection and identifi-
cation [7].

Image enhancement is a technique widely used in this step. The main objec-
tive of image enhancement is to make changes to the image’s attributes so that its
use in a given task is more appropriate for a specific observer [11]. For example,
image enhancement is essential in medical diagnostics, or iris and fingerprint
enhancement systems for biometric recognition systems. It is usually done by
increasing the contrast or by suppressing the noise [11].

A wide number of algorithms are used to enhance the image quality. His-
togram Equalization (HE) is considered one of the most common techniques
used to enhance the contrast of grayscale images [7]. Its goal is to use an evenly
distributed histogram with a cumulative density function [3]. The HE can cause
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problems related to the image brightness level, mainly in consumer electronics
applications. In this case, preserving the brightness is essential for the success
of the application [3]. Different methodologies based in HE are found to fix the
problem of preservation of brightness. However, these methods fail to produce,
with low cost, natural quality images. CLAHE [16] (Contrast Limited Adaptive
Histogram Equalization) is a well known adaptive method of HE in the litera-
ture. Its improvement allows it to add restrictions to the HE and preserve certain
characteristics of the image.

In recent years, with the emergence of several quality metrics for improv-
ing images, it has been possible to use metaheuristic algorithms to perform this
step. Contrast optimization aims to improve image contrast by defining it as a
restricted nonlinear optimization problem. Several works have been developed
for this purpose. Evolutionary Genetic Algorithms [9,13,18], Particle Swarm
Optimization (PSO) [1] and Ant Colony Optimization (ACO) [10] have good
results for the problem. In [9] a new representation of the solution widely used
in Contrast Optimization is presented. The genetic algorithm proposed obtains
excellent results in improving the contrast of images. However, the defined objec-
tive function can be further improved to maximize its results. The algorithm per-
formance is questionable concerning the execution time, because few iterations
were used in its tests. They also do not implement statistical testing procedures,
which make it difficult to compare the divergent results of experiments between
researchers.

This paper presents a metaheuristic algorithm implementation called DECO
(Differential Evolution for Contrast Optimization). Its implementation has sin-
gularities for the contrast improvement problem, in addition, an objective func-
tion with additional parameters is used, based on in [14] that improves the results
of the final images. The main contribution of contrast optimization algorithm
DECO is related to your high convergence speed for the better solution, besides
its simple structure, versatility, and robustness. Our implementation is based on
Differential Evolution (DE) developed by Storn and Price [20] which is one of
the most superior evolutionary algorithms.

In addition, DECO is evaluated through a comparative analysis between stan-
dard methods of contrast improvement and Contrast Optimization techniques.
In those set of experiments, a statistical comparison based on [5] is performed
between different algorithms. The performance of the algorithms is analyzed
using three different criteria. The adapted fitness function proposed by [9], the
Peak Signal-to-Noise Ratio (PSNR) image quality criterion, and the time that
the algorithm took to find the best solution. The results found demonstrate that
DECO achieves positive results when solving the problem of improving image
quality.

The remainder of the paper is organized in: Sect. 2 details the problem to
be addressed. Section 3 presents the algorithm and its specifications, while the
experiments and results are provided in Sect. 4. The conclusion is reported in
Sect. 5.
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2 Background

2.1 Problem Formulation

Exists two categories of approaches for solving the problem of image enhance-
ment: filtering techniques and contrast enhancement methods. Filtering consists
of replacing the gray level of a given pixel with another calculated through the
neighborhood. The contrast enhancement is the operation that maps the gray
levels of the image creating a new set of gray levels distributing more homo-
geneously. The contrast enhancement can be divided into two types: global or
local. Global techniques are based on mapping all gray levels of the image and
making changes to that mapping to change the contrast of the whole image.
Unlike global techniques, local ones use different functions in different areas of
the image to make local changes [1].

Global techniques are suitable for general image enhancement. However, they
often fail to adapt to local characteristics of the image, such as brightness.
Because gray levels with high frequency often tend to dominate those with low
frequency. Local techniques are able to contour with the problems presented by
global techniques. However, they have a high cost of performance and tend to
bring a high level of improvement in only certain portions of the image and
generally increase the noise in the image.

The contrast enhancement problem can be solved using optimization tech-
niques with approaches to global image processing techniques. The representa-
tion of the solutions is based on the same used in [9] that manipulates it to
represent the chromosome in the Genetic Algorithm. The desired solution can
be seen in the upper part of Fig. 1. An ordered vector of size D of integers values
that vary in the range of [0,255]. The size D represents the number of gray levels
of the input image. Each level of gray found in the image is indicated in an index
of the vector. The first index of the solution means the lowest level of gray found
in the image. The second index is the second smallest, and so on.

To remap the image the value of the first gray level of the generated solution
is used instead of the first gray level value of the original image. In this way, dif-
ferent histograms are generated trough modifications in the solution. Given the
example in Fig. 1 the transformation that will be applied to the input image
has the following description: f (40) = 0, f (88) = 42, f (97) = 79, f (121) = 113,
f (143) = 188 and f (201) = 255.

To convert the solution into an image, it is necessary to use a specific data
structure for the problem. Such structure maintains the coordinates of each gray
level of the original image. Thus it is possible to change the levels of the original
image according to each gray level of the transformed solution. So it is possible
to observe the image generated and perform a qualitative analysis of it.

The objective function, also known as fitness, has the role of evaluating and
measuring the quality of the generated solution. For the contrast enhancement
problem, a grayscale image with good contrast include many intensive edges [18].
The function fitness adopted in [9] is shown in Eq. 1:
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Fig. 1. (a) Histogram of the input image and (b) Histogram of the output image.

fitness(s) = log(log(E(I(s)))) ∗ ne(I(s)) (1)

Where fitness(s) represents the objective function of a solution s and I(s)
represents the image generated after remapping the solution. E(I(s)) is the sum
of the intensities of the generated image edges. This sum is calculated using the
following expression [4]:

E(I(s)) =
∑

x

∑

y

√
h(x, y)2 + v(x, y)2 (2)

On Eq. 2, h(x,y) and v(x,y) represent, respectively, the horizontal and vertical
gradient for the point (x, y) of the image. These values are obtained from the
convolution of the Sobel edge detector [7]. The log(log(E(I(s)))) is used in the
sum of the intensities to prevent the production of unnatural images [9]. The
number of edges detected in the image is represented by ne(I(s)) using the
convolution result and an automatic threshold value [17].

To evaluate the quality of the solution in our algorithm, a new value will
be used that improves the Eq. 1 by adding the entropy of the image. The for-
mula demonstrated in Eq. 3, used by [1,6,8,14,19], has the entropy of the image
H(I(s)) as more one component of the calculation. The higher the entropy value
of the image, the more quality it has.

fitness(s) = log(log(E(I(s)))) ∗ ne(I(s))
PH ∗ PV

∗ H(I(s)) (3)

In addition to entropy, two new values appear in the equation: PH and PV.
These values represent respectively the number of horizontal and vertical pixels
in the image.

2.2 Related Work

Different approaches for improving contrast using metaheuristics are found in the
literature. The first methods that provided the basis for contrast optimization
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used evolutionary strategies and genetic algorithms as an example in [12,15]. In
those works, the standard selection approaches in the genetic algorithm were not
performed. Instead, a technique based on user experience was implemented to
select the best individuals. The tests in [15] obtained good results on magnetic
resonance images and in [12] on satellite images. The work on [18] is one of the
pioneers to completely automate the optimization process by metaheuristics. The
proposed solution removes the human need by declaring an automatic objective
function. The function is performed based on the sum of the edges intensities.
Their implementation based on a genetic algorithm uses a Prewitt operator [7]
to calculate the objective function. The method proved to be effective in the
experiments as it presented results that improved and kept natural the contrast
of the tested images.

Modern approaches have come to address the use of different optimization
algorithms to solve the problem of image contrast. Different ways of measuring
the objective function are adopted, such as entropy, the number of pixels in the
image, and the intensity of these pixels. In [19] the Differential Evolution (DE)
algorithm with different chaotic sequence approaches is proposed to solve the
problem of contrast optimization. Their results prove to be satisfactory when
comparing to the different DE approaches proposed. A hybrid algorithm that
uses the join of Ant Colony (ACO), Simulated Annealing (SA), and a genetic
algorithm is proposed in [10]. The results are compared with the algorithms
of [1,13] and it shows to be superior.

The work on [9] proposes a spatial approach to represent the solution of the
problem. This methodology is used as a reference by several articles in the lit-
erature. Both for its behavior in mapping the solution, and in the comparison
of its results. His approach, previously discussed, is the same used in this paper
described in the previous section. Their genetic algorithm has specific selec-
tion, crossover and mutation operations that lead to excellent results in image
contrast and PSNR in the most divergent types of images. The results com-
pared to other optimization algorithms and contrast improvement techniques of
the epoch demonstrated superiority. In [6] an algorithm based on Artificial Bee
Colony (ABC) is proposed. This proposal uses the concept of [9] to represent the
solution, however, it uses a more robust fitness function. Their results surpass
the genetic algorithm of [9] in 4 out of 5 cases.

The proposal in [2] diverges from the previous works because it does not
represent the solution for optimization. It uses the Artificial Bee Colony to find
the best parameters for the Incomplete Beta Function (IBF), which has proven to
be effective in enhancing image contrast. Most related works present qualitative
and quantitative tests to validate their results. However, as verified in the tests
presented in [2,6,9], no statistical methodologies are used to validate the results
found. Some works [6,9] has a small number of iterations and is not reported the
number of times that the algorithms were executed in order to obtain a diversity
of cases for analysis.
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3 Differential Evolution for Contrast Optimization -
DECO

The algorithm proposed in this paper called DECO (Differential Evolution for
Contrast Optimization) is based on the Differential Evolution (DE) algorithm
proposed by [21]. The main motivation for choosing this algorithm as a base is
that it is one of the evolutionary algorithms that present high consistency and a
high degree of performance when compared to other evolutionary algorithms. Its
global search capability, effective handling of restrictions, reliable performance,
and low need for information mean that the algorithm has a high potential to
solve several problems in image processing [19].

3.1 Differential Evolution (DE)

The standard approach of the DE algorithm needs four different parameters for
its initialization. A maximum value tmax representing the number of iterations
performed or the number of generations. The size of the population to be used:
popsize. The mutation rate factor F used to create the differential vector and
CR the probability of performing the crossover.

Mutation Operation (or Differential Operation). DE has variations in
its implementation forms. The general convention for the nomenclature of these
variations is given by DE/α/β/γ. The α represents how the differential vector
will be disturbed. The β is the number of differential vectors used in the perturba-
tion and the γ represents the type of crossover. In this paper, was implemented
the standard form of DE, also known as DE/rand/1/bin [21] represented by
Eq. 4:

vi,G+1 = xr1,G + F · (xr2,G − xr3,G) (4)

The rand means that the vector will be randomly selected and the bin means
that the crossover is performed in “Binomial” scheme. A variation of the algo-
rithm was also implemented, which was called DECO-BEST. The proposed algo-
rithm has the form DE/best/2/bin as base. The best means that the best vector
will be selected. This form is a high benefit method that deserves special atten-
tion [20]. It mutate individuals according to the following Eq. 5:

vi,G+1 = xbest,G + F · (xr1,G + xr2,G − xr3,G − xr4,G) (5)

In the above equations, the value xi represents an individual from the popu-
lation of size NP. The elements r1, r2, r3,and r4 are random individuals selected
from the population. G represents the generation which that individual belongs.
The mutation factor is described by F ∈ [0,2] and vi,G+1 represents the dif-
ferential vector generated to perform the crossover operation with the selected
individual. In Eq. 5 the value described by xbest,G represents the best fitness
solution of that generation.
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Crossover Operation. The crossover is applied after the mutation operation
to mix individuals with the differential vectors resulting from the operation,
increasing the diversity of individuals. The resulting individual is generated by:

uji,G+1 =

{
vji,G+1 if ( randb(j) ≤ CR) or j = rnbr(i),
xji,G if ( randb(j) > CR) and j �= rnbr(i).

(6)

On Eq. 6, j represents each position of the individual’s vector. The value of
randb(j) is the jth random value generated in the range of [0,1]. rnbr(i) is also a
random value of i ∈ [1,D ] it guarantees that at least one position of the vector
will be changed.

Selection Operation. The selection step has as main objective to select which
individual will be chosen for the next generation, G + 1. Among the choices
are the individual from that iteration xi,G and the individual generated by the
mutation and crossover ui,G+1. The choice is based on the fitness value of the
individuals. The one with the highest fitness value will be chosen for the next
generation.

3.2 DECO Implementation

The pseudocode in Algorithm 1 describes the main steps that have been imple-
mented for the proposed contrast enhancement algorithm. First, the algorithm
receives an image and the same parameters of the DE. Through the input image
it is possible to extract basic structures that will serve as support for the rest
of the algorithm. After that the steps follow the same structure as the standard
implementation of the DE algorithm [21].

An initial population of size NP is created with random values. From tmax

iterations, changes are made to the populations to improve the objective func-
tion. The change is based on, for each p of the population a new individual q
is generated by adding and subtracting vector from p with 3 other individuals
in the population: a, b, and c. The new son q will be compared with the father
p and it will be added to the population if it has a greater fitness value, other-
wise it will be discarded. Because we are dealing with a maximization problem,
higher values of the objective function indicate optimization in the final result.
The best individual found is maintained and updated in each generation. Thus,
at the end of the optimization, the data for the experiments will be extracted
from the best solution and the image generated through it.

ExtractMapper Function. This function, referenced on line 2, is responsible
for generating the M structure that will be used to maintain the data from the
original input image and perform the solution conversion. A scan of the original
image is performed to extract the standard solution and the size of this solution
D which represents the number of gray levels of the individuals that will be gen-
erated. It is important to note that this value must be ordered so that there is
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Algorithm 1: DECO
input : An image I and the DE parameters: tmax, popsize, F, CR
output: The optimized image O

1 begin
2 M ←− ExtractMapper(I);
3 P ←− InitializePopulation(M, popsize);
4 repeat
5 Q ←− ∅;
6 for p ∈ P do
7 a ←−a copy of an individual other than p, randomly chosen;
8 b ←−a copy of an individual other than p and a, randomly chosen;
9 c ←−a copy of an individual other than p, a and b, randomly chosen;

10 d ←− GenerateDifferential(a, b, c, F );
11 q ←− CrossOver(d, p, CR);
12 if Fitness(q, M) < Fitness(p, M) then
13 q ←− Copy(p)

14 if Fitness(best, M) < Fitness(q, M) then
15 best ←− Copy(q)

16 Q.add(q);

17 P ←− Copy(Q);

18 until reach the maximum number of iterations: tmax;
19 O ←− GenerateImage(M, best);

a reference between the original solution and the new individuals. Also, a coor-
dinate map of the original solution is kept in memory. Such map is responsible
for transform individuals into images. Each gray level of the original image is
changed in its different coordinates, for each gray level position changed in the
new individual.

InitializePopulation Function. With the solution size D found in the previ-
ous step, it is possible to initialize, line 3, a population of size NP of individuals
through a random process. An individual in the population is represented by a
vector of size D with values in the range of [0,255]. To maximize the range of
gray levels, a value of 0 is assigned to the first element of the vector and a value
of 255 to the last one [9]. The vector created is increasingly ordered in order to
comply with the requirements of the proposed solution.

GenerateDifferential Function. Also known as the Mutation Operation (or
Differential Operation), this function is demonstrated in line 10. Its task is to
generate the individual d through the operation defined in the Eq. 4, in the case
of DECO-BEST the Eq. 5. It is important to note that the values generated
in this operation can escape the domain of the integers in the range of [0,255].
Therefore, it is important to perform rounding and apply the range limits. If
a value generated is not within the bounds, a new random value that does not
belong to the individual is generated.

Crossover Function. In this function, referenced on line 11, the individual
q is generated by mixing the individual from the differential operation d and
the individual p from the current iteration. The function implementation follows



A Differential Evolution Algorithm for Contrast Optimization 187

the steps of the Eq. 6 where there will be at least one change in values between
individuals. At the end of the process, it is necessary to reorder the vector of
the individual q because the exchange of values in the crossover can generate
anomalies in the resulting image for that individual.

Fitness Function. It is necessary to transform the solution into an image to
calculate the objective function based on Eq. 3. The structure in M must be used
to perform the conversion. With the resulting image it is possible to apply the
Sobel edge detector to extract the gradient according to Eq. 2 and extract the
remaining values that result in fitness. The fitness calculation of each individual
is stored in memory internally in the individual’s object to avoid excessive-
performance expenses. Because the steps taken to reach fitness proved to be
costly in large size images.

GenerateImage Function. After performing the optimization step, the best
fitness individual named best is chosen. It will be possible to obtain a final image
of this individual, on line 19, by remapping best with the data kept in M for the
entry image I and the initial solution that is kept in memory.

4 Experimental Results

In this section the two DECO and DECO-BEST implementations are applied
to a validation process. Different types of grayscale images were used that cover
different levels of contrast indicating different scenarios of use of the algorithms.
Several algorithms and metrics are used, through a statistical comparison, to
obtain validity in the tests performed.

4.1 Algorithms and Parameters

The experiments were performed with algorithms widely used in the literature to
improve the contrast, such as Histogram Equalization [7] and CLAHE [16]. Also
were included methods of contrast optimization based on metaheuristics, such
as the genetic algorithm proposed in [9] and the ABC demonstrated in [6], which
use the same representation of the solution and obtained good results in their
experiments. First, it is necessary to carry out initial isolated tests on DECO
and DECO-BEST to find initial parameters that would bring relevant results to
the work.

For DECO, DECO-BEST algorithms, and the genetic proposed by [9] the
tmax value for the number of iterations it was set to 1, 000, and the value NP
for the population size is set to 20. In DECO and DECO-BEST algorithms,
the following parameter values were used: F = 1, and CR = 0.9. Such values
obtained good results in initial isolated tests with different types of images. In the
genetic algorithm, the crossover rate and mutation rate values were respectively
0.8 and 0.1. As indicated in the tests carried out in [9]. In the ABC algorithm [6]
were used the same parameters proposed in the paper: number of solutions 25,
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both for the number of employed bees and onlookers. And the threshold of
activation of the scouts limit is set to 5. Only the number of iterations tmax has
been changed to the value of 400 to balance the number of executions of the
objective function with the other algorithms.

4.2 Images and Metrics

A set of 5 images in grayscale with different sizes, taken from the literature and
related works, were used for the experiments. The images are named by: Airplane
(size: 512×512), Cameraman (size: 256×256), Crowd (size: 512×512), Messier83
(size: 640 × 640), and Chest X-Ray (size: 482 × 551). Airplane and Cameraman
presents a good variation of pixel intensities and frequencies. The Messier83
and Chest X-Ray images have many pixels with low intensity. Messier83 also
has a high region with low frequency of pixels intensity. The Crowd presents the
highest variation of pixels intensity between the images, which results in a more
equalized image. These images will make it possible to evaluate differences in
the execution of the algorithms in different image sizes and characteristics.

The performance of the algorithms is analyzed using three different criteria.
The fitness value of the best individual in each algorithm is used to analyze
which optimization achieved the best performance. With this comparison it is
possible to evaluate which algorithm can reach a higher number of intensive
edges. The Peak Signal-to-Noise Ratio (PSNR) image quality criterion, which
measures the noise ratio between the original image and the enhanced images.
And the execution time that the algorithm took to find the best solution.

Metrics evaluation will be performed using non-parametric tests with multi-
ple comparisons [5]. Each algorithm was executed 20 times and its values of μ
(mean) and σ (standard deviation) for each metric are counted for each algo-
rithm. It is necessary to apply a multiple comparison between the algorithms
to know if they are equivalent or not. In this paper the Kruskal–Wallis test was
used to verify if one algorithm is significantly different from the other. It is nec-
essary to reach a p-value < 0.05 for a α = 0.05. This value indicates the lowest
level of significance that results in the rejection of the null hypothesis [5].

4.3 Results

In the first step, the algorithms were statistically evaluated for their perfor-
mance over the fitness value of the best solution. Only metaheuristic algorithms
participate in this phase because they are directly influenced by the value of
fitness. The values of μ (mean) and σ (standard deviation) for each algorithm
are shown in Table 1. It is shown in Table 2 the values of p-value resulting from
the Kruskal–Wallis test to compare the results of fitness in the algorithms. The
values in bold in this table represent that the algorithms are comparable to each
other. It is possible to notice that the DECO and DECO-BEST algorithms had
comparable results in all images. The Kruskal-Wallis test of these two algorithms
results in a p-value > 0.05.
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Table 1. Fitness mean and standard deviation.

Test image [9] [6] DECO DECO-BEST

Airplane μ = 19.79 μ = 20.46 μ = 19.98 μ = 19.99

σ = 0.16 σ = 0.10 σ = 0.06 σ = 0.05

Cameraman μ = 17.40 μ = 17.79 μ = 17.45 μ = 17.44

σ = 0.20 σ = 0.09 σ = 0.03 σ = 0.04

Crowd μ = 21.22 μ = 21.75 μ = 21.37 μ = 21.40

σ = 0.10 σ = 0.09 σ = 0.02 σ = 0.03

Messier83 μ = 5.51 μ = 5.59 μ = 5.56 μ = 5.56

σ = 0.03 σ = 0.09 σ = 0.01 σ = 0.01

Chest X-Ray μ = 16.89 μ = 16.19 μ = 16.29 μ = 16.28

σ = 0.28 σ = 0.15 σ = 0.03 σ = 0.03

Table 2. Kruskal-Wallis test on fitness.

Comparison Airplane Cameraman Crowd Messier83 Chest X-Ray

[9] versus [6] 5e−14 5.3e−07 1.0e−13 0.0014 4.6e−09

[9] versus DECO 0.00049 0.99 0.02987 0.0019 0.00044

[9] versus DECO-BEST 0.00014 1.00 0.00034 0.0027 3.0e−05

[6] versus DECO 0.00014 3.0e−06 5e−06 0.9998 0.12570

[6] versus DECO-BEST 0.00049 3.3e−07 0.00133 0.9980 0.38305

DECO versus DECO-BEST 0.99068 0.98 0.58495 0.9996 0.93247

α = 0.05

In the images Airplane and Crowd it is possible to observe a better result
of algorithm [6] despite its high standard deviation value. At Cameraman the
results are very similar, but for Kruskal-Wallis, algorithm [6] differs from the
others. In Messier83 only the algorithm [9] obtained a lower result than the rest
of the algorithms, differently from Chest X-Ray where it obtained the best result.
It is notable in all images that the standard deviation of DECO and DECO-
BEST are lower than their competitors, demonstrating a standard of reliability
in the execution of the algorithm. And despite some draws, the algorithm [6]
was more successful in maximizing the objective function.

In the second step, the algorithms are compared using the PSNR. The pur-
pose of this test is to analyze the noise ratio of the generated image compared to
the original image. The HE and CLAHE techniques participate in these experi-
ments, but the mean value and standard deviation for these algorithms are not
shown because several executions of these techniques arrive at the same result.
The test data can be found in Table 3. The results of PSNR shows that the HE
and CLAHE algorithms add less noise to the images, only in Messier83 that
their results are worse than the metaheuristic algorithms, mainly the HE result.
Among the metaheuristic algorithms it is possible to see in Table 4 that there
were several equivalences between them. The algorithm in [9] added less noise to
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the image only in the Airplane and in Cameraman, where there was equivalence
with all the other algorithms. [6] was superior in isolation in the image Crowd
and the Cameraman, in Messier83 it was equivalent to the others. DECO and
DECO-BEST were superior in the image Chest X-Ray and equivalent in Camera-
man and Messier83. When matching the data of these two tests, it is interesting
to note, for example, that in the imageChest X-Ray the algorithms DECO and
DECO-BEST despite being comparable with [6] in fitness, maintain a better
quality in the final image. In the image Crowd the algorithm [6] is superior in
isolation in both metrics.

Table 3. PSNR mean and standard deviation.

Test image HE CLAHE [9] [6] DECO DECO-BEST

Airplane 21.87 23.64 μ = 20.70 μ = 19.43 μ = 19.70 μ = 19.49

σ = 0.51 σ = 0.89 σ = 0.43 σ = 0.47

Cameraman 21.58 22.86 μ = 18.33 μ = 18.19 μ = 18.06 μ = 18.46

σ = 0.56 σ = 0.72 σ = 0.69 σ = 0.35

Crowd 15.39 21.38 μ = 11.26 μ = 12.60 μ = 11.74 μ = 11.92

σ = 0.28 σ = 0.48 σ = 0.27 σ = 0.34

Messier83 3.68 19.78 μ = 20.60 μ = 21.69 μ = 21.67 μ = 21.54

σ = 0.45 σ = 1.32 σ = 0.36 σ = 0.38

Chest X-Ray 14.36 18.54 μ = 16.82 μ = 16.98 μ = 17.54 μ = 17.50

σ = 0.41 σ = 0.80 σ = 0.59 σ = 0.47

Table 4. Kruskal-Wallis test on PSNR.

Comparison Airplane Cameraman Crowd Messier83 Chest X-Ray

[9] versus [6] 5.5e−06 0.875 5.3e−11 0.00129 0.8994

[9] versus DECO 0.00047 0.66 0.01403 6.4e−06 0.0051

[9] versus DECO-BEST 3.8e−06 0.75 0.00030 0.00014 0.0046

[6] versus DECO 0.76870 0.98 0.00078 0.63272 0.0437

[6] versus DECO-BEST 0.99985 0.28 0.02817 0.94988 0.0405

DECO versus DECO-BEST 0.72528 0.14 0.72528 0.91446 1.0000

α = 0.05

The third step is characterized by accounting for the total execution time
of the algorithms, demonstrated in Table 5. As expected, the HE and CLAHE
techniques obtain execution time values in milliseconds, due to the algorithm
technique, so only the results of the metaheuristic algorithms will be demon-
strated. DECO and DECO-BEST had better results compared to other algo-
rithms, reaching execution times well below expectations, demonstrating the
performance power that DE carries.
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Table 5. Execution time mean and standard deviation.

Test Image [9] [6] DECO DECO-BEST

Airplane μ = 46.67s μ = 177.59s μ = 28.66s μ = 29.27s

σ = 1.16s σ = 8.59s σ = 2.49s σ = 0.03s

Cameraman μ = 11.34s μ = 30.21s μ = 6.92s μ = 7.07s

σ = 0.25s σ = 0.82s σ = 0.60s σ = 0.04s

Crowd μ = 51.54s μ = 208.24s μ = 31.63s μ = 32.39s

σ = 1.65s σ = 13.11s σ = 2.65s σ = 0.84s

Messier83 μ = 69.87s μ = 213.72s μ = 42.49s μ = 44.49s

σ = 1.79s σ = 11.22s σ = 3.73s σ = 0.58s

Chest X-Ray μ = 44.28s μ = 190.63s μ = 27.55s μ = 27.87s

σ = 1.04s σ = 136.64s σ = 2.57s σ = 0.03s

Fig. 2. Visual quality comparison: (a) Original Image, (b) HE, (c) CLAHE, (d) [9],
(e) [6], (f) DECO and (g) DECO-BEST. From top to bottom are the respective images:
Airplane, Cameraman, Crowd, Messier83 and Chest X-Ray

The last step of the experimental process is characterized by performing a
visual analysis of the images generated by the algorithms. Figure 2 shows the
comparison of all final solutions taken from the tests of each algorithm for each
image. It is noticed that the HE and CLAHE algorithms, despite having obtained
excellent results in the PSNR and runtime tests, change the characteristics of the
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images. Brightness is the most affected feature in these algorithms, the biggest
effect of this loss is seen in Messier83. That image has a high concentration of
pixel frequency in low-level intensities, which caused HE to have difficulties in
improving the contrast. Therefore, the use of optimization algorithms is validated
to obtain images as close as possible to the original, with enhancement only in
contrast levels. It is visually noticeable that there is a lower loss in the natural
brightness of the images in the results of the metaheuristic algorithms. The visual
differences between the metaheuristic algorithms themselves are difficult to be
noticed, but in certain cases there are greater amplitudes of contrasts in certain
specific locations of the images. The noise is also little perceived visually, despite
the obtained values of PSNR which was lower than HE and CLAHE in some
cases.

5 Conclusions

In this work, an image contrast improvement based on metaheuristics was imple-
mented using two well-known strategies of the Differential Evolution algorithm
which resulted in the DECO and DECO-BEST algorithms. The representation
of the optimization problem was based on [9]. The algorithms were compared
qualitatively and statistically with other contrast improvement algorithms and
techniques: Histogram Equalization (HE), CLAHE, the genetic algorithm pro-
posed in [9], and the ABC proposed in [6].

The results found were promising, the resulting images showed to have a
good quality standard, with low noise level, and a visual contrast improve-
ment. Regarding the objective function, the DECO and DECO-BEST algorithms
achieved similar results. They demonstrated to be competitive in comparison to
the other algorithms and their standard deviation of the obtained fitness values
was much smaller than the others which demonstrates a high convergence in the
search for the solution. The results obtained in PSNR were equivalent between
the metaheuristic algorithms which indicates a small deformation of the image
caused by the use of this solution representation. In terms of execution time,
DECO and DECO-BEST resulted in much shorter times than the metaheuristic
algorithms.

For future works, it is proposed the use of more recent variations of the
differential evolution algorithm that obtain excellent results in solving optimiza-
tion problems. A greater variety of contrast improvement techniques can also
be compared in the experiments to improve the results found. Another path to
be explored is to change the representation of the problem by mapping it as a
multi-objective problem. The motivation is to improve not only edge strength
but also PSNR and other combined quality criteria, such as SSIM and IFC. In
this way, the final result of the image quality will be improved.
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