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Preface

The Business Information Systems (BIS) workshops give researchers the possibility to
share preliminary ideas, first experimental results, and to discuss research hypotheses.
It is our great pleasure to contribute to the international discourse on the broader
research area of BIS, by enabling the organization of specialized workshops on
emerging research themes in parallel to BIS conference sessions. Discussions held
during presentations allow for improving the paper and preparing it for publication.
From our experience, workshops are also a perfect instrument to create a community
around very specific research topics, thus offering the opportunity to promote it. Due to
the global travel restrictions, BIS 2020 was held as a virtual conference. In order to
allow participants from all around the world to participate in the sessions, we decided
to organize recording sessions for workshops prior to the conference. At the time of the
actual conference, all presentations were available online. However, live workshop
sessions gathered a wide and very active audience. The discussion of presented
scholarly work was constructive and provided authors with new perspectives and
directions for further research. Based on the feedback received, authors had the
opportunity to edit the workshops articles into the current publications. This year, five
workshops were organized inconjunction with BIS: BITA (11th edition), BSCT (3rd
edition), DigEx (2nd edition), iCRM (5th edition), and QOD (3rd edition). A total of 26
articles were accepted for publication and are included in this volume. We sincerely
thank everyone who contributed to the success of the BIS workshops. Most of all, we
wish to thank the workshops’ chairs, Program Committees, authors, and invited
speakers. We acknowledge the contribution of workshops’ participants who provided
comments and insightful suggestions for the advancement of presented work.

June 2020 Witold Abramowicz
Gary Klein
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BITA 2020 Workshop Chairs’ Message

Preface

A contemporary challenge for enterprises is to keep up with the pace of changing
business demands imposed on them in different ways. Today, there is an obvious
demand for continuous improvement and alignment in enterprises, but unfortunately
many organizations don’t have the proper instruments (methods, tools, patterns, best
practices, etc.) to achieve this. Enterprise modeling, enterprise architecture, and busi-
ness process management are three areas belonging to traditions where the mission is to
improve business practice and business and IT alignment (BITA). BITA is manifested
through the transition of taking an enterprise from one state (AS-IS) into another
improved state (TO-BE), i.e., a transformation of the enterprise and it’s supporting IT
into something that is regarded as better. Recent development within digitalization,
digital transformation, and artificial intelligence (AI) has brought new dimensions to
BITA, where BITA becomes an important part of smart business ecosystems. A con-
tinuous challenge with BITA is to move beyond a narrow focus on one tradition or
technology. There is a need to be able to deal with multi-dimensions of the enterprise in
order to create alignment. Examples of such dimensions are organizational structures,
strategies, architectures, business models, work practices, processes, and IS/IT struc-
tures. IT governance is also a dimension that traditionally has had a strong impact on
BITA. There are ordinarily three governance mechanisms that an enterprise needs to
have in place: 1) decision-making structures, 2) alignment process, and 3) formal
communications.

This workshop aimed to bring together people who have an interest in BITA. We
invited researchers and practitioners from both industry and academia to submit
original results of their completed or ongoing projects. We encouraged a broad
understanding of possible approaches and solutions for BITA. Specific focus was on
practices of business and IT alignment, i.e., we encouraged the submission of case
studies and experience papers.

The workshop received 10 submissions, and the Program Committee selected 4
submissions for presentation at the workshop. We thank all members of the Program
Committee, authors, and local organizers for their efforts and support.

August 2020 Ulf Seigerroth
Kurt Sandkuhl
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Data Quality Assessment – A Use Case
from the Maritime Domain

Milena Stróżyna(B) , Dominik Filipiak , and Krzysztof W ↪ecel

Poznań University of Economics and Business, al. Niepodleg�lości 10,
61-875 Poznań, Poland

milena.strozyna@ue.poznan.pl

Abstract. Maritime transport plays nowadays a key role in the global
economy. In this context, assurance of safety and security at sea is of
prime importance. To this end, in the maritime domain there exists num-
ber of information systems that improve safety, identify hazardous areas
and suspicious ships. These systems generate large amounts of data that
are characterised with a different, often not sufficient, quality. Assur-
ance of maritime data quality is an important aspect that determines
if the data can be used to take informed decision. This paper presents
the quantitative assessment of maritime data quality, investigates if the
real data meets data quality standards and detects what are the most
common quality issues. The presented analysis is conducted on one of
the most popular maritime data source – Automatic Identification Sys-
tem (AIS). The paper shows also a potential stemming from utilization
of Big Data technologies in a process of data quality assessment.

Keywords: Data quality · Quality assessment · AIS · Maritime
awareness

1 Introduction

Nowadays, maritime transport plays a key role in logistics. Around 80% of the
global trade volume (70% by value) is carried out by sea [10]. In this context,
assurance of safety and security at sea is of prime importance. Therefore, various
surveillance systems in the maritime domain were developed and deployed to
improve safety, as well as identify hazardous areas and suspicious ships. These
systems provide not only the information necessary to take informed decisions
by maritime actors, but they also generate large amounts of various data that
then needs to be processed, stored, and analysed. In addition to an increased
quantity of data, its quality is the most important aspect that determines the
potential use. Low-quality data may lead to wrong decision, causing financial
losses and posing danger to people and the environment [6].

One of the most commonly used systems in the maritime domain is Auto-
matic Identification System (AIS) – for location and identification of nearby
vessels in real time (a tracking system). It has been created as a tool for the
c© Springer Nature Switzerland AG 2020
W. Abramowicz and G. Klein (Eds.): BIS 2020 Workshops, LNBIP 394, pp. 5–20, 2020.
https://doi.org/10.1007/978-3-030-61146-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61146-0_1&domain=pdf
http://orcid.org/0000-0001-7603-7369
http://orcid.org/0000-0002-4927-9992
http://orcid.org/0000-0001-5641-3160
https://doi.org/10.1007/978-3-030-61146-0_1
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collision avoidance at sea. AIS is based on automatic exchange of data about
a ship and its position with other nearby vessels and AIS base stations. Since
2008, AIS signals from ships can also be received by satellites. Thanks to this,
the system has a global coverage and creates the possibility to track ships on
a worldwide scale. Currently, AIS is mandatory for all vessels above 300 GRT
(Gross Register Tonnage).

AIS is very often used in maritime surveillance due to its high update fre-
quency. Depending on the ship speed over ground, the dynamic data should
be sent every 2 to 10 s, while the static data every 6 min. Compared to other
maritime systems, AIS provides a significant amount of data about the move-
ment of vessels. The exchanged information includes static data (identification
numbers MMSI - Maritime Mobile Service Identity and IMO - International Mar-
itime Organization, type, name, callsign, dimensions), dynamic data (location,
course, speed, navigational status, heading, draught), and voyage data (desti-
nation port, estimated time of arrival). One of the main issue with AIS is the
fact that, although it is required to be used by all vessels above 300 GT, the
actual use of AIS is at crew’s discretion. The ship’s captain may decide if an AIS
transponder is switched on or off and is responsible for providing and updating
some of the actual data being sent by AIS. Therefore, some AIS messages are
falsified, sometimes the signal is spoofed, and in some cases errors are committed
during the typing [4]. All these issues negatively influence the data quality.

Data quality covers a broad range of concepts and has multiple dimensions
[5]. It is often defined as fitness for use with respect to a particular application
[6]. In case of AIS data, the quality assessment can bring information on the
reliability and integrity. Thanks to that, users responsible for surveillance of
maritime traffic or crew of other ships may take more informed decisions. The
knowledge of the quality of information provided by ships is of prime importance
in the situation awareness in the maritime domain [8]. Iphar et al. [4] noticed
that although most of the AIS users do not falsify their data, a certain amount of
AIS messages is false and vessels emit or receive messages that are not true. This,
in turn, may lead to lack of trust in the AIS system or wrong decisions of various
maritime actors. Therefore, the maritime society emphasizes the importance of
the assessment of the quality of the AIS data.

The aim of this article is to conduct the quantitative assessment of AIS data
quality – to investigate which data quality standards are met and detect what are
the most common quality issues. This research is also about assessing the scale of
the phenomenon that ships do not provide data of a proper quality. The research
is conducted on a large amount of data, covering all AIS data generated over a
period of one year, and using the state-of-the-art data processing technology –
Apache Spark that allows to conduct the quality analysis fast and in real-time.
This is a novelty in comparison to other research that so far were conducted on a
relatively small samples of data and used traditional technologies, what resulted
in a longer processing time.

The rest of the paper is organized as follow. Section 2 presents related research
in the area of AIS data quality. Then, in Sect. 3 our approach to data quality
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assessment is presented, followed by the obtained results (Sect. 4). The paper
ends with a discussion of the results and summary of the study.

2 Related Work

Due to its basic characteristics, AIS system is vulnerable to various quality
problems. These problems may results firstly from the improper installation of
AIS device. The static information, which is entered manually, are not controlled
by any authority and thus may be not true. The dynamic information in turn,
depends on a proper communication between AIS device and other sensors on
board (e.g. GPS antenna). Other problems may arise due to human errors and
behaviour of ship’s crew. Since AIS is a self-reporting system, some actors may
intentionally provide erroneous data in order to hide their activities or may spoof
the AIS signal to mislead other actors [4]. Yet another group of quality issues
is related to the AIS system itself, namely a limited coverage of AIS system in
some areas due to a low reception of satellite AIS in a high vessel density areas,
such as the German Bight or English Channel. Moreover, also AIS reception on
open sea (outside the terrestrial coverage) is limited due to access gaps, i.e. time
periods, when a ship is not in view of any AIS satellite and consequently no
vessel position can be acquired. Such gaps can last even a couple of hours.

The existing studies show that the quality issue in AIS data is a common
problem in all three mentioned aspects. The analysis conducted by [3] indicated
that most often errors concerning the unique identification number (MMSI),
defined vessel type (undeclared or default type), ship’s name and call sign (no
name provided, abbreviations), navigational status (incorrect status), incorrect
vessel length, reported draught (non-availability, draught greater then length,
inaccurate value), destination and ETA (vague or incorrect entries). Iphar et al
[4] paid attention to intentional falsification of AIS signal, identity theft (duplica-
tion of MMSI number) and destination masking. They also indicated the problem
of switching off the AIS transponder in order to hide some activities.

The quality analysis conducted by [9] focused on completeness and res-
olution of AIS data. They focused on four aspects: position precision, time
interval between two consecutive AIS messages, data completeness and erro-
neous/corrupted entries. Their results indicated that ships position are rarely
invalid but errors in heading and status are quite often. Speed and course over
ground data are also sometimes wrong. With regard to completeness of dynamic
information, most data contain the necessary kinematic information (i.e. posi-
tion, time, speed, and course) but the rest of dynamic information is very often
missing. They also identified three types of errors: 1) infeasibly large speed val-
ues; 2) duplicated AIS messages; 3) missing AIS messages due to errors in data
broadcasting. Another problem is AIS spoofing, where three types are usually
indicated [1]: falsification of closest point of approach alert, imitation of a fake
ship which follows a given path, and simulation of search and rescue alert.
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3 Methodology

Our approach to evaluate the AIS data quality is essentially based on statisti-
cal analysis of data and assessment of its reliability based on a set of quality
attributes. To this end, a sample of real AIS data was retrieved and analysed.
The analysed quality attributes included [7]:

– completeness – extent to which data is complete and sufficient for the task at
hand,

– free-of-error – extent to which data is correct and reliable,
– ease of manipulation – extent to which data is easy to manipulate,
– timeliness – extent to which data is sufficiently up-to-date for the task at

hand,
– reliability – extent to which data is regarded as true and credible.

In order to assess the quality of available AIS data with regard to the above
attributes, an analysis of AIS data from two data sources was conducted:

– AIS data received in January-December 2015 from Orbcomm satellites (for
the whole globe). The analysed dataset contained 1,390,219,742 messages
from 425,166 unique MMSI transponders and the analysis was focused on
vessel type, draught, dimensions, and destination.

– AIS data set covering weeks 33–35 of 2018 from the whole globe. The analysed
dataset contained 65,896,367 messages. It was used to analyse the following
AIS attributes: navigational status, speed over ground, course over ground,
true heading, IMO number, call sign, and name.

The aim of these analyses was to assess data quality and thus discover the
quality problems that are observed in AIS system. In order to process such a vast
dataset, we used Apache Spark, a popular big data processing engine, which can
take advantage of in-memory computation. For visualisations, we used R with
ggplot library.

4 Data Quality Assessment – Use Case

In this section the results of analysis are presented, aiming at checking the qual-
ity of data provided in AIS with regard to different static and dynamic AIS
parameters.

4.1 Static AIS Parameters

Among the static AIS parameters, vessel identification data (IMO number, call
sign, and name), vessel dimensions, and vessel type were analysed.

Vessel Identification. There are several ways of identifying ships: MMSI, IMO,
call sign, and name, whereas the last is not unique. The results of the analysis is
presented in Table 1. It can be seen that ship identification number (IMO) has a



Data Quality Assessment – A Use Case from the Maritime Domain 9

Table 1. IMOs

IMO Count

0 36745367

1 50994

303174162 16301

100000000 12717

1048576 12222

999999999 11074

9999999 7183

101 5688

123456789 5574

356515840 5429

111111111 5345

2 5320

1234567 4087

987654321 3951

113 3732

108 3702

30 3467

1000000000 3313

9371531 3188

8888888 3044

103 2876

118 2850

4063232 2831

116 2791

32 2735

139 2735

200000000 2619

11 2602

888888888 2596

11111111 2579

Table 2. Call signs

Call sign Count

700 36122

300 27028

0 22471

200 22128

600 19345

701 18125

301 13773

------- 12245

NONE 10561

601 9905

0000000 9561

201 8920

305 8491

---- 7283

WCZ5857 7223

CH.16 6855

210 6777

617 6689

6666 6350

303 6029

702 5866

703 5768

226 5615

302 5573

603 5546

307 4790

TEST 4779

Table 3. Vessel types

Type Number of

AIS

messages

[%]

Number

of vessels

Number

of

vessels

[%]

Anti-pollution

equipment

0.16 615 0.14

Cargo 36.83 141, 580 33.30

Diving ops 0.16 417 0.10

Dredging or

underwater op

1.66 2, 383 0.56

Fishing 6.58 79, 783 18.77

High speed

craft (HSC)

1.15 2503 0.59

Law

enforce-ment

0.76 2, 029 0.48

Medical

transport

0.02 179 0.04

Military ops 0.37 1, 456 0.34

Non-

combatant

ship

0.02 132 0.03

Not available

(default)

7.59 98, 101 23.07

Other type 6.43 13, 817 3.25

Passenger 7.16 10, 743 2.53

Pilot Vessel 1.07 1, 709 0.40

Pleasure Craft 2.25 5, 564 1.31

Port Tender 0.23 881 0.21

Reserved 0.27 2, 948 0.69

Sailing 0.70 3, 490 0.82

Search and

Rescue Vessel

0.86 2, 322 0.55

Spare – Local

Vessel

0.06 343 0.08

Tanker 13.99 24, 389 5.74

Towing 2.33 5, 229 1.23

Tug 7.97 11, 663 2.74

Undefined or

empty

0.94 10, 588 2.49

Wing in

ground (WIG)

0.41 2, 302 0.54

lot of incorrect values. According to analysed data, there are 47,791 unique IMO
numbers, out of which only 45,598 values are 7-digit numbers (as the standard
requires). The rest – almost 2200 identifiers – are definitely incorrect. More-
over, the value zero is suspiciously frequent. Regarding the call sign, there were
103,268 unique values. Call signs are missing in 9,463,167 (14.4%) messages. The
most popular call signs are presented in Table 2. Normally, call signs for larger
vessels should consist of the national prefix plus three letters. Among the most
popular ones, there is none that meets this requirement. Instead, there are val-
ues obviously wrong which include e.g. dashes, NONE, CH.16. The last row is
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particularly interesting – “TEST”. Name of the vessel, similarly to call sign, is
not unique value. We identified 152,473 various names. The name is more often
provided than call sign – almost 4 million messages did not contain a vessel
name, which represents 6.1% of all messages.

Vessel Type. The next analysed attribute is type of a ship. There are several
classes agreed to be used in AIS messages (two-digit value). Nevertheless, in the

Table 4. Default vessel dimensions

Type Vessels
with
default A
[%]

Vessels
with
default B
[%]

Vessels
with
default C
[%]

Vessels
with
default D
[%]

Anti-pollution
equipment

10.79 10.92 11.52 12.73

Cargo 2.32 2.78 2.67 2.30

Diving ops 7.40 3.03 7.71 3.61

Dredging or
underwater ops

3.67 4.28 4.65 4.74

Fishing 9.04 9.27 9.80 9.71

High speed craft (HSC) 5.83 5.66 6.19 6.09

Law enforcement 5.45 5.81 5.68 5.89

Medical transport 10.35 10.17 10.30 10.15

Military ops 16.77 14.83 16.87 15.23

Non-combatant ship 21.41 13.71 21.38 22.00

Not available (default) 22.06 24.35 23.73 23.91

Other type 6.77 7.98 7.44 6.96

Passenger 5.46 6.42 6.33 5.19

Pilot Vessel 9.13 9.10 9.43 9.37

Pleasure Craft 7.18 8.44 7.57 8.18

Port Tender 8.60 7.86 7.82 7.80

Reserved 4.71 4.71 5.37 5.54

Sailing 7.44 13.54 9.85 8.12

Search and Rescue
Vessel

7.91 7.75 7.73 7.85

Spare – Local Vessel 11.52 11.57 11.54 11.54

Tanker 2.50 3.99 3.00 2.59

Towing 10.88 10.96 11.36 11.07

Tug 6.18 5.60 6.32 5.56

Undefined or empty 18.37 20.31 19.59 20.66

Wing in ground (WIG) 11.10 15.00 14.07 13.85
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(a) Distribution of vessel length - all types (b) Distribution of vessel width - all types

(c) Distribution of vessel length - tankers (d) Distribution of vessel width - tankers

(e) Distribution of vessel length - cargo (f) Distribution of vessel width - cargo

Fig. 1. Distributions of vessels length and width

sample data we identified 211 different values for type of ship. There were no
missing rows – even if there is no IMO or call sign, the type of ship is always filled
in. Apart from the types agreed for the AIS standard, there are also unknown
three-digit types.

Moreover, almost one fourth of ships (23.07%) provide a default value of ship
type, making it is impossible to specify what kind of ship it is. The overall vessel
types distribution, calculated for all vessels that sent AIS in 2015, is presented in
Table 3. If we analyse the number of vessels, cargo vessels dominate the ranking
(33.83% vessels), followed by fishing vessels (18.77%) and tankers (5.74%).

Vessel Dimensions. Vessel dimensions (length and width) are another static
parameters that should be provided in AIS. There are four vessel dimensions
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Fig. 2. Frequency of messages visualised on the map of the whole world – logarithmic
scale

available in AIS data: to bow (A), to stern (B), to port (C), and to stardom (D).
The default value for all of them is 0. Vessel length can be calculated as A+B,
whereas vessel as C+D. The conducted analysis showed that only 70% of vessels
provided their dimensions. For the rest, the values are missing. The default value
is 0, which means it has not been set by the operator. Counter-intuitively, some
operators set only some of these values, leaving the rest as default, what is
shown in Table 4. It might be observed that tankers and cargo vessels provide
the most reliable results. Further on, distribution of vessel dimensions has been
calculated. Figure 1 presents the results for all vessels types as well as tankers
and cargo vessels.

4.2 Dynamic AIS Parameters

Among the dynamic AIS parameters, vessel draught, navigational status, speed
over ground (SOG), course over ground (COG), destination, and location were
analysed.

Location. Ship location is an information that should be reported regularly
in AIS. In our study, vessels’ locations were analysed based on geographical
coordinates. Basically, as expected, the coverage of the analysed data is world-
wide (see Fig. 2 that presents vessel traffic in weeks 33–35 of 2018). Data covers
almost every point on the globe; however such distribution might be suspicious
as not every point on the earth is reachable by vessels, especially terrains close
to the North or the South Pole. This might results from phenomenon called AIS
spoofing or a wrong configuration of GPS device on board [4].

Vessel Draught. Information about a current draught should be regularly
updated by a captain. However, due to the fact that this information is often
entered manually (set up statically) it is of low quality. This was confirmed
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Table 5. Draught statistics for different vessel types

Type Draught in

metres

(mean)

Draught in

metres (std.

dev.)

Total distinct

values of

draught (mean)

Days to

draught change

(mean)

Anti-pollution

equipment

3.46 3.99 1.62 45.91

Cargo 7.09 3.98 6.38 13.29

Diving ops 4.28 3.70 2.33 56.53

Dredging or

underwater ops

4.21 3.91 3.12 47.28

Fishing 0.90 2.43 1.13 57.88

High speed craft

(HSC)

3.49 4.61 1.93 69.56

Law enforcement 2.56 3.62 1.81 56.69

Medical transport 8.05 7.32 1.33 36.56

Military ops 4.09 4.38 1.84 52.11

Non-combatant ship 6.70 7.04 1.77 37.03

Not available

(default)

1.25 3.07 1.28 24.58

Other type 4.92 4.08 3.48 34.45

Passenger 4.52 4.13 2.82 33.24

Pilot Vessel 3.34 4.42 2.10 30.34

Pleasure Craft 2.41 3.13 1.83 64.03

Port Tender 4.03 4.60 1.80 29.55

Reserved 1.93 3.03 1.49 47.30

Sailing 2.44 2.98 1.47 58.15

Search and Rescue

Vessel

3.06 3.49 1.71 56.46

Spare – Local Vessel 6.12 5.99 1.85 45.08

Tanker 7.84 3.84 13.05 14.06

Towing 3.94 3.85 1.83 53.70

Tug 5.01 3.50 3.40 32.93

Undefined or empty 5.76 6.98 1.79 28.66

Wing in ground

(WIG)

4.22 5.08 1.87 32.71

by our analysis. The vast majority of vessels (79.13%) have reported only one
draught value in 2015, what can be interpreted that this value has not been
updated. The rest of vessels (20.87%) updated this value more or less regularly.
The average value of draught for these vessels is 14.68 m (with a standard devi-
ation equals to 15.87 m) – see Table 4 for different vessel types. A quick glance
at the results reveals that an average reported draught can vary significantly
between different vessel types. Minimum and maximum values were omitted in
the table, since virtually for all types they range between 0 and 25.5 m.

Table 5 highlights also some basic statistics about a total number of updates
of a draught value, with regard to vessel types. There was a significant difference
across vessels’ types. Tankers reported around 13 draught values in 2015 on the



14 M. Stróżyna et al.

(a) Distribution of vessel draught - all types (b) Distribution of vessel draught - cargo

(c) Distribution of vessel draught - passenger (d) Distribution of vessel draught - tankers

Fig. 3. Distributions of vessels draught

average, cargo vessels – 6. It means that for these two types the draught value
is updated more often, whereas for fishing vessels update of a draught value is
much rarer. This means that a typical cargo vessel or tanker update this value
accordingly once in 13 or 14 days, which is the best result in comparison to
other types, while High speed craft (HSC) and pleasure crafts update it only
once every 69 and 64 days accordingly. However, for the latter vessel types this
might result from the fact that their draught actually does not change.

Figure 3 presents distribution of draught values for all vessel types as well as
for tankers, cargo, and passenger vessels. These distributions give first informa-
tion about minimum and maximum draught values reported for a given type.
Secondly, they might be used to define a minimum value of draught that a ship
should declare in AIS to assess whether the draught is reliable information or
not (a limit value).

Navigational Status. The next analysed attribute was navigational status of a
ship. As can be seen in Fig. 4, its distribution seems reliable and there is no issue
with this attribute in the analysed data. The vast majority of ships travel with
status ‘under way using engine’ (status 0). Other popular statuses are: ‘moored’
(5), ‘at anchor’ (1), ‘engaged in fishing’ (7). However, there are some vessels that
sent ‘default’ status (15).
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Fig. 4. Navigational status

(a) Speed over ground (logarithmic scale) (b) Course over ground (log scale)

Fig. 5. Distributions of SOG and COG

SOG and COG. The next analysed dynamic attribute was speed over ground
(SOG). Its logarithmic distribution is presented in Fig. 5a. We can observe several
values that probably are used as a default for missing values (peaks in the chart).

For course over ground (COG), several outliers were identified as can be seen
in Fig. 5b, also presented on logarithmic scale. Moreover, 0 and 360 were the
most common values, 10x more frequent than any other value (please note the
log scale). This may mean that default values have not been replaced. There are
also values greater than 360.

Destination. Similarly to draught value, destination should be set up manually
and updated regularly by a captain. An initial statistical analysis was conducted
to verify whether the provided values of destinations are valid. To explore the
declared destinations, firstly the data was cleansed by removing a special char-
acter “@” and trimming it (removing leading and trailing spaces). The most
popular destinations are presented in Table 6. Notice that a more sophisticated
method is needed to obtain more robust results. For instance, “ANTWERP”
and “ANTWERPEN” means the same port. The analysis concerned values of a
destination and how often this parameter was updated. Unfortunately, the com-
pleteness and hence the quality of this variable is not satisfactory. Even such
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Table 6. Most popular destinations in AIS data

Destination Number of AIS msg Number of AIS msg [%]

(empty) 275, 338, 472 20.32

ROTTERDAM 20, 000, 984 1.48

AMSTERDAM 10, 167, 975 0.75

ANTWERPEN 6, 694, 372 0.49

SINGAPORE 6, 578, 468 0.49

HAMBURG 6, 182, 447 0.46

ANTWERP 5, 335, 668 0.39

SHANGHAI 4, 510, 860 0.33

NOVOROSSIYSK 4, 046, 389 0.30

TIAN JIN 3, 921, 142 0.29

TIANJIN 3, 610, 640 0.27

CONSTANTA 3, 410, 220 0.25

SHANG HAI 3, 374, 164 0.25

BREMERHAVEN 3, 286, 316 0.24

HARLINGEN 3, 222, 434 0.24

initial analysis shows that an empty destination has been found in 275,338,472
messages, which is over 20% of messages, whereas 0 was set in 1,796,596 mes-
sages. Interestingly, ‘HOME’ was declared in 1,815,822 messages.

To explain variability in updating a destination value by a captain, we fol-
lowed a similar approach as in the case of draught values – we calculated a mean
number of unique destinations and total number of destination provided by each
ship type as well as average time between destination update in days. The results
are presented in Table 7. The obtained mean values show that in case of popular
vessel types such as cargo or tankers, these vessels travel on the average to a
relatively small number of unique ports (between 3 and 4). In case of passen-
ger vessels and HSC these values are slightly higher. Moreover, destination is
updated relatively often (several times a day).

4.3 Comparison of AIS with the Lloyd’s Ship Catalog

In the last step of analysis of AIS data quality, ship dimensions provided by a
ship were compared with data in an official vessel registry – the Lloyd’s database
(IHS)1. This comparative analysis concerned vessels travelling in three maritime
areas: the German Bight, the Baltic Sea, and the North Sea. The aim of this
analysis was to assess if values of dimensions provided by vessels in AIS are reli-
able. In case of the vessels traveling in the German Bight (1,142 vessels in total),
the comparison of the overall length and width of vessels provided in AIS with
1 The database provided by “IHS Markit” https://ihsmarkit.com/products/maritime-

ships-register.html (accessed in October 2018).

https://ihsmarkit.com/products/maritime-ships-register.html
https://ihsmarkit.com/products/maritime-ships-register.html
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information from IHS fairplay database revealed no significant differences with
regard to the mean (see Table 8). However, a relatively high standard deviation
in case of length may suggest that there are vessels that do not provide correct
values in AIS. The difference was calculated as:

Difference = valueIHS − valueAIS.

Thus, it might be concluded that data sent by vessels in AIS (where it was
provided) does not differ significantly from the data in the official register of
ships.

5 Discussion and Summary

The aim of this study was to assess the quality of data provided by vessels in
AIS system. The conducted quality assessment concerned both the static and
dynamic attributes of AIS messages. The obtained results show that actually
for each analysed attribute some problems can be noted, what in turn nega-
tively influences the quality analyses conducted on AIS data. These problems
are observed both for the static AIS parameters (vessel identification, vessel type,
dimensions) and dynamic attributes (location, draught, destination).

The most common quality issues with AIS data revealed in this study are
(Sect. 4):

– Duplicated identification numbers (MMSI). Usually, one can find a number
of vessels with the same MMSI number and different types declared. For
instance, for MMSI 123456789 there were 22 types assigned, while a vessel
with MMSI 2443870000 declared 5 different types during 2015.

– No change of the default values in AIS transponder. This concerns for example
value of draught, dimensions, navigational status.

– No update or a relatively rare update of dynamic values during the ship
operation (e.g. draught, destination).

– Empty field or providing a wrong value (not meeting the standard require-
ments) in case of destination or vessel identification attributes.

– Location spoofing or wrong configuration of GPS device, resulting in incorrect
positions of ships.

Summarising, there are two main sources of problems with AIS quality: wrong
(purposeful or not) configuration of AIS transponder (not changing the default
values while installing the transponder on board) or lack of updates of dynamic
AIS attributes by a ship captain (intentional or not). Such a situation may result
also from a cooperative nature of AIS system – although ships are required to
use AIS there is no means to actually control if ships provide correct values.
This hampers the situation awareness of various maritime actors and negatively
influences the analysis of the situation of decision-makers. The results of this
study may thus help maritime actors in anomaly detection and identification
of potentially dangerous ships that do not provide correct information while
reporting its current status and position.
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Table 7. Basic statistics about declared destinations for vessel types

Type Unique
destinations
(mean)

Total number of
destinations
(mean)

Time between
destination
change in days
(mean)

Anti-pollution
equip

4.04 60.18 0.55

Cargo 3.62 160.16 0.21

Diving ops 5.37 148.56 0.24

Dredging or
underwater

5.55 179.71 0.09

Fishing 3.56 29.92 0.25

High speed craft 6.14 230.97 0.16

Law enforcement 5.03 108.19 0.14

Medical transport 4.37 65.89 0.19

Military ops 5.91 76.65 0.25

Non-combatant
ship

8.69 126.62 0.22

Not available
(default)

3.84 33.59 0.23

Other type 4.78 129.09 0.23

Passenger 7.28 263.63 0.09

Pilot Vessel 4.97 121.01 0.08

Pleasure Craft 4.27 118.42 0.19

Port Tender 8.54 145.79 0.15

Reserved 3.53 59.24 0.63

Sailing 3.10 59.40 0.35

SAR Vessel 3.84 76.74 0.29

Spare – Local
Vessel

6.71 83.99 0.29

Tanker 3.31 234.40 0.25

Towing 4.18 85.69 0.23

Tug 5.12 183.64 0.13

Undefined or
empty

5.33 57.49 0.57

Wing in ground 4.15 56.12 0.36

Table 8. Observed differences in vessels’ length and width for the German Bight

Parameter Mean Median Std. Dev.

Difference in length [m] −0.175 0 31.868

Difference in width [m] 0.257 0 2.708
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Table 9. The differences between the ship’s length in the AIS and in the Lloyd’s
database for the whole analysed area

Percentage deviation Length Width

vessels [%] vessels [%]

Up to 3% 38917 86.70% 18595 73.80%

From 3% to 5% 1324 3.00% 2602 10.30%

From 5% to 10% 1981 4.40% 2182 8.70%

From 10% to 20% 1270 2.80% 1003 4.00%

From 20% to 30% 365 0.80% 273 1.10%

From 30% to 40% 206 0.50% 139 0.60%

From 40% to 50% 152 0.30% 83 0.30%

From 50% to 60% 133 0.30% 46 0.20%

From 60% to 70% 98 0.20% 28 0.10%

From 70% to 80% 79 0.20% 25 0.10%

From 80% to 90% 46 0.10% 22 0.10%

From 90% do 100% 36 0.10% 23 0.10%

More than 100% 258 0.60% 178 0.70%

Total 44 865 25 199

Data quality issues on the low level can be linked to real-world application
cases of AIS. Businesses that base on reliability of AIS messages need to be able
to understand basic caveats of this IT system. Particularly sensitive to errors
are applications that aggregate data to identify meaningful patterns. One of the
examples is reconstruction of maritime traffic networks [2]. For this task only
correct data should be used. Once traffic networks are identified we can more
precisely identify risks and more reliably predict time of arrival at destination
port (ETA).
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5. Lewoniewski, W., Wȩcel, K., Abramowicz, W.: Multilingual ranking of wikipedia
articles with quality and popularity assessment in different topics. Computers
8(3), 60 (2019). https://doi.org/10.3390/computers8030060. https://www.mdpi.
com/2073-431X/8/3/60

6. Nahari, M.K., Ghadiri, N., Jafarifard, Z., Dastjerdi, A.B., Sack, J.R.: A framework
for linked data fusion and quality assessment. In: 2017 3th International Conference
on Web Research (ICWR), pp. 67–72. IEEE (2017)

7. Pipino, L.L., Lee, Y.W., Wang, R.Y.: Data quality assessment. Commun. ACM
45(4), 211–218 (2002). https://doi.org/10.1145/505248.506010
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Abstract. This paper gives an overview of the existing research topics in the field
of SME digitalization. Digitalization commonly causes severe changes in both,
organizational structures, business models and the IT landscape of an enterprise,
i.e., there is a need for business and IT-alignment. Bymeans of a literature analysis
and a subsequent systematic mapping study the paper examines on which areas
current research work in the field is focused and where potential research gaps
exist. The literature analysis has its focus on already existing literature analyses
in order to get a comprehensive overview. All identified papers are subsequently
classified and visually represented in a diagram. The classification is done in
two dimensions. Dimension 1 shows to which step of the digital transformation
process the papers refer, dimension 2 refers to the success factors of the digital
transformation. The result shows that the focus of recent research mainly was
on the analysis of the current situation in companies and that the other steps
of the digital transformation are largely ignored. The paper also concludes that
there is no step-by-step guide for SMEs that shows how to go through the digital
transformation.

Keywords: Digitalization · Digital transformation · SME · Literature analysis ·
Systematic mapping

1 Introduction

More than 99% of all companies in Europe [11] are small and medium-sized enterprises
(SMEs). Research in digital transformation indicates that SMEs consider digitalization
and digital transformation as major challenges, in particular due to the effects on both,
business and IT. In order to remain competitive and open up newfields of business, the use
of digital technologies is often unavoidable. Digital transformation often causes severe
changes in business models, forms of organization and work, products and processes
[9]. This transformation requires both the use of innovative technologies, such as those
emerging in the field of artificial intelligence (AI), and the management and social
shaping of organizational change processes [8]. In this context, the present article aims
to determine the current state of research on this topic. For this purpose three research
questions were formulated.
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RQ1: Which areas of digitalization in connection with SMEs did previous research
address in literature analyses? The areas of digital transformation can be very diverse.
The aim is to find out which ones the researchers focus on. Examples include new
technologies, such as the Internet of Things or virtual reality, or the changes in the
company brought about by digitalization, such as the new corporate culture or digital
leadership.
RQ2: What steps in the process of digital transformation are researchers focusing on?
There are various approaches that structure the process of digital transformation step by
step. In this paper the process of Klasen [Kl19] is used. The paper aims to determine
which of the steps in the process the researchers are concentrating on.
RQ3: Which weaknesses or gaps in research on the digitalization of SMEs can be iden-
tified? The weaknesses or gaps can be, among other things, areas of digital transforma-
tion that are not or only marginally addressed by researchers or process steps of digital
transformation that are not sufficiently addressed.

The paper starts with a short background on digitalization and business and IT
alignment (Sect. 2). It follows a systematic literature analysis (Sect. 3) with primary
focus on already existing literature analyses. In Sect. 4, a systematic mapping study
is conducted to categorize the literature found and to reveal gaps in research. On the
one hand, the steps of the transformation process (Sect. 4.2) are categorized and on
the other hand success factors of digital transformation (Sect. 4.3) are considered. The
result (Sect. 4.3) shows thatmost scientific contributions focus on the first transformation
process step, analysis. Section 5 discusses the limitations of the work. In the last section,
the main findings of the paper are summarized and an outlook on future research is given
(Sect. 6).

2 Background: Digitalization and Business/IT-Alignment

Digitalization and digital transformation are topics receiving substantial attention in
research and industry. The general expectation is that theywill have substantial effects on
markets, companies and their operations. Digitalization can be seen, in simplified terms,
as a generic term for efforts to convert information, documents, processes, products or
services into a form that can be processed or supported by IT. In research, digitalization
historically is subdivided into phases which, depending on scientific background, are
more technologically characterized, consider the socio-economic change or investigate
specific industries [35]. The current phase, denoted “digital transformation”, is often
referred to as the “third” or “fourth industrial revolution” [35]. The focus of DT is
on the disruptive social and economic consequences, which, due to new technological
application potentials, lead to changes in economic structures, qualification requirements
for employees and working life in general [34].

Business and IT-alignment (BITA) in general is a continuous process aiming at align-
ing strategic and operational objectives and ways to implement them between the busi-
ness divisions of an organization and the organization’s information technology division
[7]. Many challenges are linked to BITA since the business environment continuously
changes and so does the IT in an enterprise, but the pace of change and the time frame
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needed to implement changes are different. Digital transformation is considered asmajor
driver of changes in both, business environment and IT. As a consequence; BITA is of
high relevance in digital transformation processes. In this context, the success factors
for digital transformation and the different DT phases investigated in the literature study
can serve as contributions to structuring the BITA.

3 Literature Review

A systematic literature analysis is carried out to review the existing work. The following
section describes the exact procedure of the literature analysis and presents the results.

3.1 Method and Search Term

For the literature review the approach of Kitchenham [13] is used. Kitchenham says
that before a systematic review is undertaken it must be ensured whether it is necessary
at all. In particular, already existing reviews should be identified and evaluated. This
reflects an aim of this paper. For the literature analysis the following steps are taken
from Kitchenham’s approach: (1) Formulation of research questions, (2) Selection of
resources to be searched, (3) Definition of search terms, (4) Definition of selection
criteria, (5) Checking the relevance of the results, (6) Analysis of the results found to be
relevant. The researchquestions are alreadydefined in the previous chapter (1). In the next
step the resources to be searched are selected (2). Besides Scopus (www.scopus.com),
Web of Science (www.webofknowledge.com) and EBSCOhost (search.ebscohost.com)
the database AIS eLibrary (https://aisel.aisnet.org) is searched. The following search
strings are used (3), which refer to the title, abstract or keywords:

• digi* AND “literature review” AND (sme OR “Small and Medium Enterprise”)
• Digitalisierung AND Literaturanalyse AND (KMU OR “kleine und mittlere
Unternehmen”)

As described by Kitchenham [13] different terms and synonyms are used for the
search. Synonyms used for “literature review” are literature analysis, systematic review
and structured review. Selection criteria for the results are defined (4). Since the current
state of research is of particular interest, all publications before 2016 will be excluded.
Furthermore, the search will be limited to German and English language contributions.
Based on these criteria a first number of contributions can be identified. For a preliminary
evaluation the title and the abstract are read to decide on relevance.

3.2 Evaluation of the Literature Review

Table 1 gives an overview of the results found with the help of the search terms as well
as those subsequently found to be relevant. Especially with EBSCOhost a large number
of contributions must be declared as irrelevant. The reason for this is that the database
also lists so-called “news” that have no scientific background. In addition, EBSCOhost
and Web of Science also provide articles that are already included in the Scopus results

http://www.scopus.com
http://www.webofknowledge.com
https://aisel.aisnet.org
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set. The abstract is read of those articles that cannot be sorted out at first sight. With
the help of the abstract it can be recognized whether the articles explicitly refer to
SMEs and whether a literature analysis is carried out. If both points are not evident, the
contribution is found to be irrelevant and thus sorted out. Thus, 18 out of initially 70
found contributions can be considered relevant.

Table 1. Results of the literature analysis

Database Findings Results of
relevance

Scopus 15 10

Web of Science 7 2

EBSCOhost 45 4

AISeL 3 2

Summe 70 18

The 18 literature analyses focus on different topics that are repeated in different
contributions. Based on these recurring topics, the areas shown in Table 2were identified.
The main focus of research in connection with digitalization of SMEs is mainly on
Industry 4.0 and readiness/maturity models.

Table 2. Topics of the articles

Topics

Industry 4.0 [6, 10] * [18, 19, 23, 27]

Readiness/Maturity [18, 19, 27, 29, 33]

Servitizationa [17, 25]

Big Data [22] * [23]

Marketing/Social Media [5] * [12] *

IT-Governance [15]

Other Topics [21, 28, 30, 32]
a“Servitization is the innovation of an organization’s
capabilities and processes to shift from selling
products to selling integrated products and services
that deliver value in use.” [2].

Due to access restrictions1, 4 of the 18 papers found to be relevant cannot be
read and analyzed in full. As a result, only the results of the available 14 papers are
comprehensively examined and included in the Systematic Mapping.

1 Articles that were not available in full text are marked with an *.
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4 Systematic Mapping

In the following section the theoretical basics of Systematic Mapping are presented.
This includes the description of the procedure of Systematic Mapping as well as the
explanation of the dimensions “steps in the transformation process” and “success factors
for digital transformation”.

4.1 Systematic Mapping Process Based on Petersen et al.

Systematic mapping studies are used to categorize research contributions and results
and to present them visually [26]. Petersen et al. [26] propose the following process for
this study. (1) Definition of the research question; (2) Search for primary literature; (3)
Screening of the papers found; (4) Keywording of the abstracts and preparation of the
classification scheme und (5) data extraction and mapping

As a literature analysis already was carried out, we continue with step 4. Since the
papers identified in the literature analysis are themselves literature analyses, all papers
found in the analyses are classified. The classification is based on the abstracts. Deviating
fromPetersen et al.’s [26] suggestion, classes are defined in advance, i.e. the papers found
are only sorted in. The classes are based on business transformation process according
to Klasen [14] on the one hand and on the success factors for digitalization based on the
dimensions of the Digital Maturity Check of St. Gallen [3] on the other.

4.2 Process of Transformation

According to Klasen [14], business transformation is the strategic reorientation and
organizational transformation of a company or one of its parts in order to secure its
long-term performance in the market [14]. This reorientation of the entire company can
also be caused by the introduction of digital technologies, for this reason the process
steps according to Klasen [14] can also be used for digital transformation. Klasen’s
approach was chosen because the author not only has a scientific background, but also
has practical experience and was able to shape important transformation processes in an
entrepreneurial manner. This practical relevance was important to us.

In the first step of the process, the problem that will arise or has already arisen
due to certain factors must be recognized and analyzed. Examples of these factors can
be: new customer needs, substitute products that make the own product redundant and
the related new development of products and services. The next step is to develop a
strategy to counteract these problems. According to Klasen [14] the company asks itself
the following questions, among others: How will we differentiate ourselves and our
products in the market in the future? Which skills must be developed and used in the
future?

Before the developed strategy can finally be implemented, a project for its implemen-
tation is started. The most important activities for starting a project include setting up
the project team, project planning. After project planning, the actual implementation of
the goal set by the strategy takes place. The implementation is divided into three phases.
In concept planning, a bundle of different solution variants for the implementation of
the strategy (or parts of it) is developed, evaluated and the best idea for the company is
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proposed for further detailed planning [14]. In the detailed planning phase, the agreed
solution variants are worked out and concrete plans for implementation are drawn up so
that execution can take place in the third phase. Here it is important that the progress of
the measures is regularly measured, evaluated and communicated. Especially if the new
strategy to be implemented has an impact on the company’s employees, it is inevitable
to include them. Since the acceptance of the new strategy by the employees is of crucial
importance, early involvement is essential. This can be done during the project start in
order to be able to react to resistance and wishes.

In addition to employees, there are other stakeholders who should be informed about
the transformation. This includes, for example, the customers who, for marketing pur-
poses, should also be made aware that something is about to change. At the end of
the transformation process is the anchoring. Anchoring includes the documentation of
the results and experiences of the transformation process. The results are recorded by
the project documentation. A knowledge management system ensures that the acquired
knowledge is passed on to colleagues within the project.

The following chart shows the transformation process according to Klasen [14].

Fig. 1. Transformation process based on Klasen [14]

4.3 Success Factors of Digital Transformation

To be successful as a company in the digital transformation, several factors play a role
that must be taken into account. The so-called success factors. The success factors used
in this article are taken from the Digital Maturity Model of the University of St. Gallen
[3]. The categories addressed in the Digital Maturity Check and listed in Table 3 support
the company in reflecting on the effects of digital transformation and identifying possible
fields of action and are therefore also suitable as success factors.

Other authors have also dealt with success factors of digital transformation and
identified similar factors. However, leadership, governance and network partners (e.g.
suppliers) were also mentioned [1, 16] (Table 4).

4.4 Evaluation of the Systematic Mapping

Based on the transformation process and the success factors, a graphic is now created
and the identified papers are sorted. The result is shown in Fig. 2.
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Table 3. Success factors of digital transformation based on St. Gallen [3]

Success factor Description

Customer Experience The needs and requirements of the customers are known and it
is possible to react to changes

Product innovation New products and services are developed through the use of
digital technologies

Strategy Digital technologies are firmly anchored in the corporate
strategy

Organization The organisation is adapted to the new challenge and has the
necessary resources

Process digitalization Processes are adapted to the digital structures and, if possible,
are automated

Collaboration Digital technologies are used for more efficient collaboration

Information technology IT infrastructure and information systems enable the use of
new digital technologies

Culture & Expertise The employees are open to new technologies and missing
digital expertise is being built up

Transformation management Digital transformation is a supported, planned and controlled
process

Table 4. Additional success factors of the digital transformation

Success factor Description

Leadership All managers are involved in the implementation of the digital
strategy

Governance The digital activities can be viewed and controlled by the
company

Network partners (suppliers) New digital technologies are examined to determine whether a
connection to the supplier is possible

The mapping shown does not contain all identified papers. For some papers it was
not possible to sort them into the previously defined classes because they deal with
other topics of digitalisation, such as ecological factors or the development of different
software. Furthermore, a classification of the contributions of Michalik et al. [17] and
Peillon and Dubruc [25] on the topic of servitization into the scheme is not possible.
In the remaining 12 contributions examined, a total of 208 papers were identified and
sorted into the mapping. It is possible that a paper was sorted into several categories.

The graph shows that most researchers are concerned with the analysis of SMEs.
This includes in particular the often mentioned readiness or maturity models. The most
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Fig. 2. Systematic Mapping

frequently mentioned dimensions/factors in these models are strategy, organization,
processes, technologies and culture and expertise in the company.

Pirola et al. [27] conclude that the existing Maturity models have limitations with
regard to their use in SMEs because the structure of the models does not always fit the
organizational forms of SMEs.Mittal et al. [18] also state in their research that themodels
identified in the literature are mainly oriented towards the needs of larger companies and
also identify a research gap.

But before measuring the maturity of a company, the question arises: Which factors
and resources are relevant for the willingness of a company to respond to the digital
challenge [29]? In this context, Sanchez and Zuntini [29] have derived a framework
for digital literacy in SMEs. The framework aims to assess organizational readiness in
terms of its ability to create value in the new digital environment. For this purpose, the
internal and external components are analyzed. Internally, the success of the company
in creating value clearly depends on the definition of a digital strategy and the ability to
implement it [29]. But although the definition of a strategy is so important, there is no
support for SMEs for the next step after the maturity level has been assessed [18]. This
is also clearly shown in the graph, the steps after the analysis of the company are not
very much discussed in research. Only seven publications2 deal with the development
of a strategy for digital transformation.

One of the factors addressed in the process step of strategy development is the factor
“culture and expertise”. This tendency also coincides with the strategic questions for
strategic reorientation mentioned by Klasen [14]. For example, it says “What skills
must the company develop and use in the future? Constant technological development
means that the capabilities of organizations and people must be developed further in
order to be able to respond to current and future challenges. In this context, Sousa
and Wilks [30] cite disruptive technological capabilities such as artificial intelligence,
robotics, the Internet of Things and digitalization. However, it is important to develop
not only technological skills, but also skills that contribute to the development of society
as a whole. Sousa and Wilks [30] give the following examples: critical thinking and

2 Multiple answers are possible in the matrix.
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problem-solving skills; network collaboration; adaptability; effective oral and written
communication; information evaluation and analysis; curiosity and imagination.

The next process step is “project planning”. According to Klasen [14], this step
includes an assessment of the risks of the project. According to Moeuf et al. [20], the
biggest risks in the introduction of Industry 4.0 in SMEs include a lack of expertise and
a short-term strategic mindset. The contribution of Moeuf et al. [20] also shows that
training is the most important success factor, that managers have a prominent role in the
success and/or failure of a project and that SMEs should be supported by external experts.
Birkel et al. [4] also discuss the risks of introducing Industry 4.0 in their contribution,
which the authors divide into 5 categories. Economic risks include the risks associated
with high or wrong investments. From an ecological point of view the increased waste
and energy consumption as well as possible ecological risks are described in connection
with the concept of “batch size one”. From a social point of view, the loss of jobs, the risks
of organizational restructuring and the re-qualification of employees, as well as internal
resistance are considered, among other things. In addition, risks can be associated with
technical risks, e.g. technical integration, information technology (IT) risks such as data
security, and legal and political risks, e.g. unclarified legal clarity with regard to data
ownership [4].

The secondmost commonprocess step, yet one that is treated very little, is implemen-
tation. In the implementation of digitalization projects, researchers focus primarily on
the technology factor. Moeuf et al. [19] identify reasons for the introduction of new tech-
nologies. Flexibility, cost reduction and improvement of productivity play an important
role here. Nevertheless, Moeuf et al. [19] note that SMEs use newer technologies only
to a limited extent. First and foremost, the low-cost but least revolutionary technologies
such as cloud computing and simulation are being introduced, while those that enable
profound business transformations, such as collaborative robots or machine-to-machine
communication, are still neglected. The reason for the hesitant introduction may be that
SMEs have a lack of resources compared to larger companies. Among other things, there
are no resources to finance research and development activities or to manage computer
solutions [19].

The step of involving employees, which Klasen [14] cited as a very important point,
as well as all subsequent steps could hardly be identified in the analysis. Only Veile et al.
[31] mention in their contribution the communication with suppliers and customers.
It is shown that the digital networking of suppliers and customers contributes to the
optimization of the global value chain.

5 Limitations

Limitations in the present work should not be left unmentioned. The main limitations
lie mainly in the literature analysis itself. On the one hand, only three databases were
searched and thus perhaps important contributions were not found. On the other hand,
many papers were already sorted out on the basis of their abstract. There is also the
possibility that important publications were sorted out by mistake. The limitation to
articles after 2015 may also lead to the fact that important contributions were not found.
Another limitation of the work may be that some papers may have addressed each other.
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For example, Mittal et al. [18] may have referred to the work of Moeuf et al. [19]
in the literature analysis for Industry 4.0 and therefore achieve similar results. These
references were not reviewed. In addition, papers on the topic of marketing/social media
were not available as full-text, which meant that an essential topic was lost. In the case
of systematic mapping, the sorting of the papers in the classes was very subjective and
was done only on the basis of the abstracts. As a result, contributions may have been
sorted incorrectly or not at all.

6 Conclusion and Outlook

This paper has provided an overview of current research on digitalization in SMEs. It
is noted that in the last 4 years 18 literature analyses have been carried out on this topic
by different researchers from different countries. The focus of the research is mainly on
the development and evaluation of readiness and maturity models and Industry 4.0 (RQ
1). This trend is also evident in Systematic Mapping. Research is mainly concentrated
on the transformation process step analysis (RQ 2). However, not all success factors
of digital transformation are addressed in the same way here, but primarily the orga-
nization of a company and the technologies used or to be used are considered, which
confirms the trend towards Industry 4.0. Especially neglected at the stage of analysis
are the management, IT governance, the cooperation of employees among each other
and the connection to or cooperation with suppliers. Although the main driver in change
processes is primarily the management of the company [24], this plays hardly any role
in research on digital transformation in SMEs. Except in the analysis phase, the factor
leadership is no longer addressed. Beyond the process step of the analysis, only iso-
lated publications can be found. Strategy development and the implementation of these
are only dealt with in a small number of contributions. However, not all success fac-
tors are covered here either. For example, the factors leadership, as described above, IT
governance and suppliers are not addressed at all in these stages of the transformation
process. In the implementation phase, technologies play a particularly important role.
In addition, current research only addresses project planning with regard to the risks of
implementing digital transformation, in particular Industry 4.0. In addition to the lack
of expertise, management and technologies are also addressed here. The involvement
of employees and the anchoring of the implemented strategy are not addressed in any
way. Only the step marketing and communication, here especially the communication
to suppliers and customers, is mentioned in an article. The present paper thus shows
that the main focus of research is on how to measure the digital maturity of a company.
After the measurement, however, companies do not receive any support or advice on
how to improve the level. It could be recognized that there is a large gap in research on
the development of digitalization strategies and their successful implementation (RQ 3).
This finding is supported by the fact that very few contributions have been identified in
this area.

Future research should focus primarily on how SMEs can go through the process
of digital transformation step by step. Here, the first step should be to examine whether
and how many general models for digital transformation exist and whether these have
already been successfully used before they are adapted to the structures of SMEs.
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Abstract. The paper presents the concept of Incremental Modeling
Method of the supply chain. Research is conducted in accordance with
the Design Science Research paradigm. The work presents an innova-
tive concept of supply chain modeling using Data Science (DS) meth-
ods. Its tasks are to mitigate several problems of supply chain modeling
such as time required to change the model, model accuracy, wide range
of model outputs. As supply chains consist of numerous, heterogeneous
data sources that fulfil BD definition, it is postulated to model the sup-
ply chain as coherent with BD technology. Requirements and procedure
for the construction of such a model are presented in a framework form.
The issue of including the analysis results in the enterprise management
system was also taken into consideration.

Keywords: Supply chain · Modeling · Big Data · Data Science ·
Decision-making process · Decision support system · Analytics ·
Data-driven supply chain

1 Introduction

The concept of supply chain management (SCM) analytics initially referred to
the process of obtaining and presenting information about the supply chain in
order to provide measurement, monitoring, forecasting and management of the
chain. O’Dwyer and Renner [13] developed this idea into Advanced SCM analyt-
ics. They noticed that simple methods are insufficient for complex supply chain
analysis. Among the challenges faced by SC analyzes, they distinguish, among
others speed-to-analysis, the ability to drill into data, using broader sets of inter-
nal and external information, including both structured and unstructured data.
Advanced SCM analytics can help supply chain professionals analyze growing
data sets using proven analytical and mathematical techniques [13]. One of the
most famous call for research [18] regarding SCM and DS proposes to implement
Data Science techniques to solve supply chain problems and predict outcomes,
taking into account data quality and availability issues. Research goals are:

– concept of Incremental Modeling Method of the supply chain, which aims to
gain advantage of rapid adaptation of the model to changes in the environ-
ment,
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– analysis of ways to present the supply chain model,
– taking modelling into account in decision-making processes.

This article presents theoretical assumptions and phases in the Incremental
Modeling Method. In the next step, the authors will present a case study using
this method.

Paper is structured as follows. Research methodology is presented in Sect. 2.
Literature review is conducted in Sect. 3. Proposed Incremental Modeling
Method of supply chain is presented in Sect. 4. It has been divided into sub-
sections, which address the issues raised during modeling. The work ends with
conclusions and a discussion of future goals.

2 Research Methodology

An extensive selection of databases has been chosen as a way to access vari-
ous range of publications regarding the subject (e.g. journal articles, conference
materials, dissertations, theses, books, magazine articles). Databases such as
Google Scholar, SpringerLink, Emerald and Scopus were searched to ensure that
the most relevant issues will have been identified. The journals reviewed are
for instance, International Journal of Logistics Management, Logistics Research,
Journal of Industrial Engineering International, Journal of Business Logistics,
Supply Chain Management Review etc. Literature analysis was conducted in the
area of using Big Data technology in SCM and methods of supply chain model-
ing. Interviews with business experts supplemented the knowledge gained from
the literature. The literature review focused on several aspects of SC modeling,
such as: supply chain presentation methods, difficulties in model creation, weak-
nesses of current methods, and the use of BD in modeling. The area of interest
of this publication is supply chain modeling. This research follows the principles
of Design Science Research (DSR) guidelines by Hevner et al. [7].

Creating an artifact requires the use of available resources to achieve the
desired goals. The goals meet the requirements of the environment. The result
of research according to the Design Science Research (DSR) paradigm is the
development of technology-based solutions which are important and signifi-
cant for business. The environment presents the space of the research problem,
determines the resources of the organization, including people along with their
skills, capabilities, organizational systems and available and possible technolo-
gies. Within the organizational system group, organizational strategy, organi-
zational culture, structure and implemented processes stand out. The analysis
of available resources is crucial to determine the possibilities of research. On
the other hand, the environment also includes needs that will be met by the
results of research. The analysis of business needs allows determining the poten-
tial research areas. Provides opportunities to determine the expected artifacts.
Observation of the environment provides requirements for artifacts. Needs in
conjunction with an overview of the current state of knowledge and available
technologies allows to plan research. The Fig. 1 shows the relationship between
the environment, the knowledge base and artifact. Proposed artifact creates an
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Fig. 1. Dependencies between the environment and knowledge base in the Incremental
Modeling Method

opportunity for enterprises to improve processes and reduce the risk of making
decisions.

The proposed method applies DSR methodology. The method consists of a
preparatory phase and four successively following repeated phases. The prepa-
ration phase contains the basic assumptions of the created model. In this phase,
the resources and the purpose or objectives of the model are determined. In the
first phase, data is collected and cleaned. In the second phase, data is used for
analysis. The results of the analyzes are properly presented to decision mak-
ers. In this way, it is possible to verify and validate the model, which occurs in
the third phase. Finally, in the last phase, the cycle is summarized, deviations
determined, potential model improvement opportunities and, consequently, the
implementation of corrections.

The problem explication phase has been completed and this paper presents
requirements gathering for artifact solving the problem. This artifact is the Incre-
mental Modeling Method consisting of four phases occurring in the cycle. The
artifact is depicted in the center of Fig. 1. One of the phases of which the arti-
fact consists of, regarding data analysis, is discussed in detail in the following
chapters and shown in Fig. 3.
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3 Related Works

Supply chain model is one of the basic tools for optimizing and researching the
supply chain. The model is a simplified representation of a complex real object.
Relationships between SC members must be presented in an understandable
form for the recipients. Graphical presentation of the supply chain in the form
of a set of nodes, processes, KPIs etc. is more intuitive for the decision maker.
The process of building a supply chain model is called modeling. Supply chain
modelling allows the faster and more accurate answering to manager questions
related to the supply chain which would not be possible otherwise [9].

Modeling is a complex process involving many stages. In the literature, SC
modeling is divided according to the approach used and consideration of random-
ness. The main approaches are simulation and analytical. Simulation systems are
very often part of the decision support system, especially at the strategic level
[1]. Unlike simulations, an analytical approach creates a goal function that is
attempted to be optimized using mathematical methods. The most common
analytical approaches found in the literature are:

– Deterministic - The result is fully determined by the initial conditions and
parameters. In this model, the data analyst has full knowledge of variable
values and time series data. Once configured, the parameters will not be
changed during analysis [12,15].

– Stochastic - This allows you to add uncertainty to the model. The initial
condition can be changed during the run of the model depending on the
partial result. Randomness is often used to simulate unexpected changes.
This model is often used when some variables cannot be fully modeled or the
data analyst does not know exactly what value the [8] parameters can have.

– Hybrid - This model uses some deterministic techniques in which some vari-
ables will be modeled with the allowable failure of iteration of the [2] solution.

An important problem raised by [14] is the choice of the goal function to be
optimized. Supply chain models are generally multiple criteria models. Hence,
various methods of selecting metrics are used [10]. The decisions of the manage-
ment team are usually focused on minimizing costs, while the proper objective
function should be focused on maximizing profit or other performance measures.
Review of Big Data analytics (BDA) in logistic and supply chain management
(LSCM) done by Gang et al. specifies the applications focused on strategy and
operations [20]. This review shows how widely logistics managers are interested in
data analysis technologies. However, in order to gain the full advantage of BDA,
it must be involved into the company’s decision-making system. The Sanders
book provides insight into the management implications of implementing BDA
in organizations [16].

Duan et al. wrote that rapid advancement and availability of Big Data tech-
nologies also allowed the development of Artificial Intelligence (AI) [3]. BDA
plays an increasingly important role in business operations [19]. It provides
information that could not be obtained using existing methods and the analyzes
themselves are created faster. BDA enables the organization to handle supply
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chain disruption, better synchronize supply and demand, reducing the cost of
inventory and transportation.

One of the leading areas of using AI in business is decision support. AI tech-
niques mentioned by Duan et al. are rule-based inference, semantic linguistic
analysis, Bayesian networks, similarity measures, artificial neural networks espe-
cially convolutional ANN, genetic algorithms [3]. In addition to the technical
requirements of such a system, the authors point out the problems associated
with inclusion of its results in decision-making processes. As Mishra and Sharma
show, there is a strong relationship between supply chain strategy and selected
performance measures [11].

According to authors’ literature review and knowledge there is a lack of
work addressing the issue of using Big Data technologies for modeling supply
chains. This research gap was found in other papers [17]. Another problem in
management is the inclusion of the results created using Big Data technology,
Data Science, and AI methods in the decision support system.

4 Incremental Modeling Method

SC modeling is a complex and multi-step task. Understanding the business needs
and purpose of creating a model is essential. Then describe them in a formal-
ized manner using appropriate notation. Crucial model building decisions are
determination of the model complexity and description of dependencies. Many
models could be built as stochastic without the random element. Nevertheless,
including elements of randomness and multiple calculation of values allows to run
calculations in conditions as close to the real environment as possible. Results
of the model analysis should be legible to end users so they can use them in
decision-making processes. Therefore, the model must include a specification of
the SC’s objectives and criteria for measuring them, list of elements (i.e. SC
members) with their type and relations between all these elements (i.e. config-
uration of the SC network). In addition, data sources must be identified at the
initial design stage and assigned to specific processes. Big Data technology is
becoming a game changer in several aspects of model building. This technology
removes the limitation associated with the computing power necessary to create
mathematical models. Thanks to it, one can use more advanced Data Science
methods for analysis. It also allows to start collecting additional data that was
not gathered before because of the high cost, e.g. from sensors, the Web, etc.
Similarly, this technology can overcome the problem of high model maintenance
costs that is discussed in the literature [4]. Complex Data Science methods allow
to search for dependencies in data, detect trends, etc. Excessive simplification of
the model leads to limited possibilities of using the model.

4.1 Techniques for Presenting the Model

Choosing SC participants and the SC facilities is the basic decision in the mod-
elling process. SC participants are suppliers, producers, wholesalers etc. One
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participant could consist of many facilities, i.e. factories, warehouses, truck ter-
minals, point of sales etc. The nodes are connected with relations which could be
processes. A model that contains too many relations and nodes can be difficult
to interpret. On the other hand, generalization leads to the loss of relevant infor-
mation. An example of such a model for a chain of stores has been presented in
an earlier work [5]. The supply chain can be presented as:

– Graph – The nodes of the graph are other organizations forming the supply
chain. In a more extensive version, they can be specific facilities. The edges
are types of business processes and determine the direction of the flow of
goods, however the data flow is symmetrical (i.e. bi-directional).

– Relationship matrix – The relationships in the supply chain are determined
and presented as matrix. A separate matrix is created for each process.

– List of processes and their participants – This type of presentation is useful
for representing edges in computer systems. The set of nodes is obtained as
the second list of participants involved in the process.

– Flow diagram – Further business processes are presented along with partici-
pants and designated information creation sites.

Objects related to the same process are grouped into one class. Entities that
perform a similar role in the supply chain but in different ways, should be treated
separately. For example, in a sales network a producer and a retail supplier should
be treated as two separate nodes.

Fig. 2. Supply chain participants

Figure 2 illustrates an exemplary model for an extended supply chain, pre-
sented in graphical form. Each node and process generates a large data volume.
Determining data sources is an important element of supply chain modeling.
When participants and processes are defined, performance measures and model
restrictions should be specified. Supply chain participants have limited logistic,
financial, sales and technological resources. Restrictions are considered both in
the context of the entire supply chain and individual participants at the general
level and at each node.
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4.2 Data Analysis

In the process of modeling the supply chain, analysis that transforms data into
information plays a central role. As shown in Fig. 1, it is the stage between the
phase of data collection and the use of obtained information. At this stage, tech-
nical and business knowledge is also translated. The authors research and expe-
rience shows that the ability to translate business needs into technical require-
ments and vice versa is a significant communication barrier between teams with
different competences. Hence the role of the analyst.

The environment, in accordance with the scientific research design paradigm,
provides business knowledge that gives interpretation and creates a space for
research and analysis value. Knowledge stored in business departments is trans-
lated into the level of data. Thus, data context limits the decision space. It also
allows to reject solutions that cannot be applied at an early stage. The knowledge
base provides data analysis methods along with techniques for finding solutions.
The resulting information is visualized, described and systematized. The rela-
tionship between the phases of data collection and analysis as well as between
data analysis and the use of the solution is presented in Fig. 3.

Fig. 3. Data analysis phase

The analysis phase follows the data collection phase. The element connecting
both phases is the data warehouse. Analysis phase requires the availability of
high-quality structured and semi-structured data. Effective sharing of a data
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warehouse resource is the responsibility of the warehouse architect. A properly
built data warehouse makes remodeling easier.

Appropriate data sets should be addressed to calculate the metrics. The
construction of metrics provided from a knowledge base with a specific business
complement allows for a proper assessment of a given phenomenon or process.
Similarly, the environment sets limits for modeled phenomena. Benchmarking
values or environmentally desirable solutions can be used to evaluate phenomena
or processes.

The environment also provides strategic goals for the supply chain that should
be expressed in a form of performance measures. The selection of relevant perfor-
mance measures for a given supply chain is the result of translating the strategy
into measurable and quantifiable values that constitute a compass for the com-
pany’s activities. The choice of performance measures is a non-trivial task and
is specific to the organization. Due to the superior nature of performance mea-
sures in supply chain performance measurement systems, their determination
is a strategic decision. These measures should be referred to and be consistent
with metrics of subsequent levels. The potential goal of creating a supply chain
model may be the selection of performance measures and metrics to describe
them. Research on performance measures and their selection based on the AHP
method for a chain of stores was presented in an earlier work [6].

The performance measurement system is a framework to measure the effi-
ciency of the supply chain. The key decision when choosing a measurement
system is to define the company’s strategy and supply chain goals. Another par-
tial goal is to set performance measures that can be used for the organization.
Then the designated measures are selected and prioritized. In the next stage,
weights for performance measures are determined. The final task is to include
a performance measurement system in the company management system. This
requires appropriate presentation of analysis results for managers at all levels.
Integration of the supply chain requires communication between its participants
regarding selected performance measures and measurement methods.

4.3 Incorporation of the Model in the Enterprise Decision Support
System

Literature review showed that the basis for building a decision support system
in organization can be a supply chain model [1]. On the other hand analysis of
both scientific and business publications indicates that the problem in enterprises
is to use the potential of advanced analytics. For example, extensive measure-
ment systems based on a complex model are difficult to interpret. Therefore, it
is important to skillfully incorporate analytics into the enterprise management
system, successively creating a data-driven supply chain.

The use of some DS methods, for example artificial neural networks, hides
layers of inference from the decision maker. Decision-making processes based
on the use of these models require decision-makers to understand the principles
of their functioning and how they arise. Lack of information on the selection
method, data taken into account for the model and the possibility of partial



42 S. Górtowski and E. Lewańska

verification of the correctness of the model may lead to a lack of confidence in
the resulting tools.

After completing the modeling cycle, the possibilities of extending or making
changes to the model in accordance with the guidelines from the use phase of
the results are analysed. It is necessary to distinguish several possible directions
of changes, which include extending the model with new phenomena, improving
the model, and extending the data set. Possible directions of changes might be
identification of deviations, change of data analysis techniques, introduction of
modifications based on business knowledge, modeling of new elements, testing
of alternative scenarios.

The proposed method supports communication between people from the
technical and business zone. First of all, delimiting the roles of people in the
modeling process. They are divided into strictly technical persons, analysts and
business experts. Introducing the position of analysts who, on the one hand, are
able to use data and use technical formalisms. On the other hand, they have
business knowledge and soft skills that allow presentation of results and drawing
business conclusions. The stage in which this takes place is the evaluation of the
solution phase. The conclusions of the evaluation stage can be divided into busi-
ness, which support business decisions and feedback to the model itself. Hence,
the final stage of the Incremental Supply Chain Modeling Method cycle is the
implementation of patches. It is a summary of the previous phase in which the
list of expectations for the model was developed. At this point the possibilities
of extending or making changes to the model in accordance with the guide-
lines from the previous phase should be considered. It is necessary to distinguish
several possible directions of changes, which include extending the model with
new phenomena, improving the model, and increasing the data set. Examples of
directions of changes are as followed:
– Elimination of deviations - if the model did not pass the verification tests of

the correctness of the model’s operation.
– Change of analysis techniques - if current techniques are ineffective, or

improvement of results is sought, analysis checking the previous method.
– Introducing modifications based on business knowledge - if a deviation was

found that could be justified and described in business terms.
– Modeling of new elements - if they were not included in previous considera-

tions due to lower priority or considered irrelevant.
– Alternative scenarios - if alternative business methods used in the supply

chain were identified. Increasing the set of potential participants in the supply
chain.

In the absence of the postulated changes, the model should be implemented in
its current version.

5 Conclusions

Based on the analysis of the revised literature, a research gap in modeling supply
chain using Big Data technology has been found. Moreover, research contribu-
tions to SC modeling are sought by organisations.
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This work presents the concept of Incremental Modeling Method. Future
work will focus on describing the example implementation of such a model for
an enterprise with an extensive supply chain. After completing the construction
of such a model, an experiment will be carried out consisting of checking the
correctness and sensitivity of such model.
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6. Górtowski, S., Lewańska, E.: Incremental modeling of supply chain to improve per-
formance measures. In: Abramowicz, W., Corchuelo, R. (eds.) Business Information
Systems Workshops. BIS 2019. Lecture Notes in Business Information Processing,
vol. 373, pp. 637–648. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-
36691-9 53

7. Hevner, A.R., et al.: Design science in information systems research. MIS Q. Man-
age. Inf. Syst. 28(1), 75–105 (2004). https://doi.org/10.2307/25148625. https://
www.jstor.org/stable/10.2307/25148625

8. Malikia, F., et al.: The use of metaheuristics as the resolution for stochastic supply
chain design problem: a comparison study. Int. J. Supply Oper. Manage. 4(3),
193–201 (2017). http://search.proquest.com/docview/2063813572/

9. Márquez, A.C.: Dynamic Modelling for Supply Chain Management: Dealing with
Front-End, Back-End and Integration Issues, pp. 1–297. Springer, London (2010).
https://doi.org/10.1007/978-1-84882-681-6

10. Mishra, D., et al.: Supply chain performance measures and metrics: a bibliomet-
ric study. Benchmarking 25(3), 932–967 (2018). https://doi.org/10.1108/BIJ-08-
2017-0224

11. Mishra, P., Sharma, R.K.: Benchmarking SCM performance and empirical analysis:
a case from paint industry. Logist. Res. 7(1), 1–16 (2014). https://doi.org/10.1007/
s12159-014-0113-0

12. Bidhandi, H.M., et al.: Development of a new approach for deterministic supply
chain network design. Eur. J. Oper. Res. 198(1), 121–128 (2009). https://doi.org/
10.1016/j.ejor.2008.07.034. http://search.proquest.com/docview/204146678/

13. O’Dwyer, J., et al.: The promise of advanced supply chain analytics. Bus. Econ.
Manage. 15(1), 6 (2011)

https://doi.org/10.1007/978-0-85729-719-8
https://doi.org/10.1007/978-0-85729-719-8
https://doi.org/10.1007/s40092-017-0201-2
https://doi.org/10.1016/j.ijinfomgt.2019.01.021
https://doi.org/10.1016/j.ijinfomgt.2019.01.021
https://doi.org/10.1007/978-1-4419-6512-7
https://doi.org/10.1007/978-1-4419-6512-7
https://doi.org/10.1007/978-3-030-04849-5_54
https://doi.org/10.1007/978-3-030-36691-9_53
https://doi.org/10.1007/978-3-030-36691-9_53
https://doi.org/10.2307/25148625
https://www.jstor.org/stable/10.2307/25148625
https://www.jstor.org/stable/10.2307/25148625
http://search.proquest.com/docview/2063813572/
https://doi.org/10.1007/978-1-84882-681-6
https://doi.org/10.1108/BIJ-08-2017-0224
https://doi.org/10.1108/BIJ-08-2017-0224
https://doi.org/10.1007/s12159-014-0113-0
https://doi.org/10.1007/s12159-014-0113-0
https://doi.org/10.1016/j.ejor.2008.07.034
https://doi.org/10.1016/j.ejor.2008.07.034
http://search.proquest.com/docview/204146678/
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Abstract. New mobility solutions (NMS), such as car sharing, city bikes or e-
scooters, have become increasingly popular in large cities. NMS have started to
affect the way how people move in urban areas, but they can also be expected to
affect public transportation companies and in particular their IT-landscape. The
purpose of this paper is to investigate this topic from an enterprise architecture
(EA) perspective. The purpose of our research is to contribute to this field by
investigating the relevance of the topic from a business perspective. The main
contribution of our work is (a) a literature analysis of EA use in public transporta-
tion and for NMS integration, (b) results from expert interviews investigating the
business perspective from inside a large regional transportation organization and
(c) the analysis of problems of NMS integration into EA.

Keywords: Enterprise architecture · New mobility services · Public
transportation

1 Introduction

Car sharing, city bikes, e-scooters, bike sharing – and many more mobility solutions
offered in larger cities in pay-as-you-go or subscription models – have become increas-
ingly popular and have also started to affect the way how people move within short and
medium distances in urban areas [4]. These solutions often are categorized as new or
innovative mobility solutions (NMS) and have been subject to research, for example
with respect to new architectures [1], business models [2], platforms [3], acceptance
by end users [4] or required standards. However, the way new mobility solutions affect
public transportation companies and in particular the IT-landscape in these companies
has not attracted much research so far.

Enterprise architecture management (EAM) is an established discipline in many
large companies and aims at a coordinated and long-term development of the business
and IT-aspects of an enterprise [5]. Although EAM has been acknowledged as a relevant
approach for the sector of public transportation as well, there is a lack of research on how
new mobility solutions affect the enterprise architecture of public mobility providers.

© Springer Nature Switzerland AG 2020
W. Abramowicz and G. Klein (Eds.): BIS 2020 Workshops, LNBIP 394, pp. 45–56, 2020.
https://doi.org/10.1007/978-3-030-61146-0_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-61146-0_4&domain=pdf
https://doi.org/10.1007/978-3-030-61146-0_4


46 M.-O. Würtz and K. Sandkuhl

So far, guidance or proposals on how to best integrate services and information systems
facilitating or connecting NMS into an existing EA are rare. The purpose of our research
is to contribute to this field by – as a first step – investigating the state of research and
the relevance of the topic from a business perspective. The guiding question is “How do
new mobility solutions affect the EA of regional public transportation organizations?”.
By “regional organizations”, we refer to public transportation providers in large cities or
districts. Themain contribution of our work is (a) a literature analysis of EA use in public
transportation and for NMS integration, (b) results from expert interviews investigating
the business perspective from inside a large regional transportation organization and (c)
the analysis of problems of NMS integration into EA.

The rest of the paper is structured as follows. Section 2 introduces the research
methods used in the paper. Section 3 summarizes the background of our work about
NMS and EAM. Section 4 also discusses related works on EAM in public transportation.
Section 5 is focused on the expert interview we performed as part of our study with a
leading representative of a large mobility provider and presents the findings drawn from
the interview analysis. Section 7 summarizes our findings and discusses future work.

2 Research Approach

Thework presented in this paper is part of a research aimed atmethod and tool support for
integrating NMS into EA of public transportation organizations. It follows the paradigm
of design science research [6]. This study concerns a step towards the explication of
problems and elicitation of requirements for the envisioned design artifact: EA method
support for integrating NMS including tool support. The work presented in this paper
started from the following research question: RQ: In the context of NMS introduction,
what business challenges are visible in industrial practice and what problems have to
be addressed in method support?

The research method used for working on this research question is a combination
of literature study, expert interview and argumentative-deductive work. Based on the
research question, we started identifying research areas with relevant work for this ques-
tion and analyzed the literature in these areas. The purpose of the analysis was to find
existing approaches or theories supporting NMS integration and real-world case studies
allowing us to study the problem relevance in detail. Since the literature study showed
a lack of established approaches (see Sect. 4), we decided to focus on an expert inter-
view in a real-world case for investigating the problem (see Sect. 4). The case is used to
explore the existence and shape of the challenge of NMS integration.

The interview was based on guidelines and questions developed based on the above
RQ. The participant was the head of EAM of a public transportation organization in
a large German city. The results obtained and written down were subjected to a qual-
itative content analysis according to Mayring [9]. This method serves the purpose of
empirical data evaluation and includes recommendations for a systematic and verifiable
text analysis. Mayring’s approach includes 6 steps: Step 1 is to decide what material to
analyze, which in our case consists of the notes taken during the interview. The inter-
viewed person has many years of experience in the field of EA and public transportation,
which makes him a suitable expert for the RQ. Step 2 is to make explicit how the data
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collection (i.e. in our case the interview) was arranged and prepared. The purpose of
this step is to make all factors transparent which could be relevant for interpreting the
data. The interviewee was selected based on his position and from existing contacts
of the researchers involved. As preparation for the interview, hypotheses and interview
guidelines were outlined (see Sect. 5). The interview took 115 min.

Step 3 is to make explicit how the transcription of the material was done. The mate-
rial was analyzed step by step following rules of procedure by dividing the material into
content analytical units. Step 4 concerns the subject-reference of the analysis, i.e. ascer-
taining the connection to the concrete subject of the analysis. The subject-reference was
implemented by (a) defining the research question and corresponding sub-questions in
the interview guidelines and (b) using the subjects of these sub-questions as categories
during the analysis. Step 5 recommends a theory-guided analysis of the data, which is
supposed to balance the vagueness of qualitative analysis with theoretical stringency.
For theory-guidance, we took the state-of-the-art into account during the formulation
of the sub-questions as well as the analysis of the material. Step 6 defines the analysis
technique, which in our case was content summary. This attempts to reduce the material
in such a way as to preserve the essential content.

Based on the findings from the interview, we argue that method support is needed
for a successful integration of NMS into EA of public transportation companies. This
argumentation needs more case material to support our conclusions in future work.

3 Background and Related Work

3.1 New Mobility Services

In addition to classic local public transport such as buses, trams, underground trains,
ferries and taxis, so-called New Mobility Services (NMS) have established themselves
since the beginning of digitalization, partly within the framework of so-called “Mobility
as a Service” (MaaS) economies. These expanded the classic local passenger transport
by transport concepts like car sharing, ridesharing, bike and scooter sharing. It can be
expected that the future will add other technologies to this, such as autonomous driving
and flight services. The above concepts will be discussed in more detail:

Car-sharing programs occur in two main forms: A-to-B free floating or A-to-A
station-based car-sharing providers. In the first case, cars can use the city’s parking
infrastructure. Renting and returning of the cars takes place within the boundaries of a
city or at designated traffic junctions such as airports, train stations or other important
urban locations (examples: Car2go; DriveNow, ZipCar). In the second case, cars can be
pickedup at specially constructed parking stations and returned there after use (examples:
Cambio, Ubeeqo). Here, data is the essential component of the business model, because
this is the only way that customers are able to use the service and operators are able to
bill. Ridesharing refers to carpooling services like the US company Uber that provide a
vehicle and driver for short distances. The service is booked by the user via a smartphone
app, which is used for requests, notifications and invoicing. Ridesharing is available in a
wide variety of forms (ViaVan, FREENOW,Uber, etc.) and represents a hybrid approach
of taxi and public transport, a demand-controlled area operation. Various studies have
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shown that these services complement public transport [10] and help to reduce private
car ownership [11] in urban regions.

Bike and scooter sharing operators offer bicycles and scooters in conventional and
electric form. Usually intended for short trips fromA to B, this type of locomotion - apart
fromwalking - is themost economical way tomove around in an urbanized environment.
These services have experienced an enormous boom in Europe (and worldwide) in the
last 2 years. The reason for this rapid expansion were the innovations that the product
has undergone. Intelligent locks and developments in geo-localization technologies have
made it possible that bicycles and pedal-scooters can not only be offered stationary
at certain points, but that free-floating fleets which can be operated fully functionally
without a large additional infrastructure have emerged in cities as well. This saves public
money and offers users a versatile service. Bicycles and scooters are the ideal means of
transport for the first/last mile as an emotion-free means of transport.

The market is just beginning to roughly divide NMS transport concepts into two
categories, station-based and non-station-based (“dockless”) offers. This can be applied
to all concepts presented above. The new services mentioned above are based on existing
means of transport, which are either digitized or are being replaced by new ones that
are used by many different people, decoupled in time, or that individualized offers are
made transparent in the short term to as large a target group as possible and lead to
several people sharing a means of transport (car-sharing services). The challenge here
is twofold: a. making these services as simple as possible (e.g. APP design/operating
sequence) and b. integrating them into an existing Mobility Information Infrastructure
to reach and persuade as many potential customers in a given region as possible. In the
second case, public transport companies in particular will be called upon to implement
this requirement in the future. Currently, the NMS offer is not yet fully integrated (see
also MaaS below) into the customer information, local transport planning, ticketing and
billing systems of the public providers. Only with extensive integration will local public
transport organizations be able to make multimodal mobility simple and convenient for
all providers and customers.

NMS in a broader sense also includes areas that are only of secondary importance to
local public transport, namely intelligent parking solutions, intelligent speed adjustment
and intelligent traffic management. These tasks, which are more closely related to traffic
monitoring, could also become interesting for public transport organizations in the future.
The optimization of park & ride systems and traffic light control in the context of speed
adjustment and priority-controlled trafficmanagement could become a sub-task of public
transport or strongly influence it in the future. This is already being implemented to some
extent. In Berlin, for example, the clearing of the bus lane is carried out by the regional
service provider, Berliner Verkehrsbetriebe.

Mobility-as-a-Service (MaaS) is an integrated mobility service that integrates dif-
ferent forms of transport services. MaaS provides added value to the user by providing a
single application (app) for the use of different mobility services, providing the option of
a single ticketing and payment system instead of several different ticketing and payment
systems (theNMSproviders). In doing so, theMaaS operator integrates various transport
options under its platform (e.g. as a mobility platform) for greater customer satisfaction.
One of the success factors of such a platform is the integration of as many transport
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concepts as possible, such as public transport, car-sharing, car or bicycle sharing, taxi,
car rental or leasing, which can be considered either independently or in combination.
A further success factor is the creation of new business models and opportunities for
companies to optimally design the operation and organization of transport options. In
this context, access to current or better information (public transport data, traffic data,
weather data, etc.) for the customer is the focus of attention.

The goal of MaaS is to provide the highest possible value for its users, so that it
offers a real alternative to using a car, an alternative which can be more efficient, more
sustainable and in many cases also cheaper. During the ongoing transition to mobility
as a service (MaaS), the integration of as many transport providers as possible in an
urban area is therefore essential to enable the users to plan and execute multimodal city
trips. A central challenge that MaaS providers or companies of joint mobility have to
face is a fragmented regulatory landscape in the municipal sector. This does not make it
easy for such companies to develop new business models and operate them successfully.
Promoting such MaaS approaches at the local level as best practices would therefore
be beneficial. It should be taken into account that especially in German-speaking coun-
tries, public transport companies are mostly public law institutions - with mostly good
relations to regional politics - and have an optimal overview of local public transport
in their respective region. These arguments suggest that the likeliest operators of MaaS
approaches in a region are the public transport companies themselves.

3.2 Enterprise Architecture Management

The field of Enterprise Architecture (EA) [5, 12] has been developed for more than
a decade as a discipline with a scientific background and useful decision supporting
functions and models for forward-thinking enterprises and organizations [13]. Enter-
prise Architecture aims to model, align and understand important interactions between
business and IT to set a prerequisite for a well-adjusted and strategically oriented
decision-making framework for both digital business and digital technologies [14].

Enterprise Architecture Management, as defined by several standards such as Archi-
Mate [15] and TOGAF [16] today, uses a relatively large set of different views and
perspectives for managing and documenting the business-IT-alignment (BITA) [13].
EAM represents a management approach that establishes, maintains and uses a coherent
set of guidelines, architecture principles and governance regimes that offer direction
and support in the design and development of an architecture to realize the enterprise’s
transformation objectives. An effective architecture management approach for digital
enterprises should additionally support the digitalization of products and services [17]
and be both holistic and easily adaptable.

4 Literature Analysis on EAM in Public Transportation

The search for relevant literature on the topic was mainly done with Google Scholar.
The topic includes books and articles from the field of regional public transport (RPT)
and Enterprise Architecture Management, which were published internationally mainly
in English. In addition, there are recent publications from the area of “New Mobility
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Services” (NMS), “Mobility Platform” and “Mobile as a Services” (MaaS), which partly
overlap with each other.

At the beginning of the research, the authors relied on the publication of Scholz “IT-
Systems in Public Transport” [18], which contains the industry model (domain model)
ITTC Core Model (ITVU) for public transport. This model describes business processes
and fundamental data structures (classes), which are represented in packages (building
blocks) and explained in their mode of operation.

In order to show since when the discussion about “New Mobility Services” (NMS)
has been going on, the authors have checked the sources for older publications on this
topic and found the following: The debate on the substitution of inefficient passenger
transport systems, such as the car by other forms of transport, is as old as the car itself.
It should be emphasized that the authors Heinze and Kill in their recommendation for
action “Sustainable strategies for public transport in Berlin-Brandenburg” [19] in 1994
and the authors Beutler and Brackmann in their working paper “New mobility concepts
in Germany: ecological, social and economic perspectives” [20] in 1999 already dis-
cussed all the current topics that are still being discussed today - more than 20 years
later - in the same form, with the exception of a few technological components such
as autonomous driving and air travel taxes. It should further be emphasized that in the
publication by Beutler and Brackmann, the two areas of mobility management soft-
ware (information) and mobility management hardware (transport systems) are already
divided. A comparable discussion still exists today, whereby this discussion is divided
into new transport systems and platform services (customer information).

In addition to the discussion of NMS, products based on new technologies have
emerged that follow the “Mobility as a Service” (MaaS) approach. The focus for the
customer is no longer on the means of transport and its provider, but on the service itself,
in order to get from A to B quickly and cost-effectively. In some cities, this has now
gone so far that customers can plan, book and pay for a trip from their front door to the
front door of their destination. In 2016, this mobility integration was critically assessed
in a review paper by the authors Kamargianni, Li, Matyas and Schäfer entitled “A
critical review of new mobility services for urban transport” [21]. This paper concluded
that MaaS is a “…promising mobility solution and is expected to make a significant
contribution to future urban reform”. [22]

Finally, the sustainability of new mobility services should be mentioned in the tech-
nical analysis of the topic. Here, the authors Hildebrandt et al. 2015 have outlined a
business model that is as sustainable as possible using a car sharing service [22]. The
aim of the paper was to reconcile economic and ecological aspects in an alternative
business model. Another publication that points in the same direction is the 2017 paper
“Smart mobility and smart environment in the Spanish cities” [23] by the authors Aletà,
Alonso and Ruiz.

As a second step, after the classification of NMS, MaaS and Mobility Platform, the
IT-relevant topics related to Enterprise Architecture Management were examined in the
technical discussion, with the following publications being particularly notable in the
context of the work. Pflüger et al. outlines in his 2016 concept paper “A concept for the
architecture of an open platform for modular mobility services in the smart city” [24]
the architecture of an open and modular service platform for mobile services in a future
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smart city. The paper concludes that the provision of data and services for the operation
ofmobility services will trigger evenmore innovation amongmobility service providers.
Another article from 2013 deals with a part of NMS, namely with the parking of cars in
urban environments [25] and the possible control options in a modern mobility concept.
This text is limited exclusively to parking in urban areas.

Yet another publication from 2015 deals with an intelligent mobility platform [26],
which uses a map-based platform as its core component. In one project, an architecture
was developed which is able to collect, update and process heterogeneous information
and real-time data from different sources and actors in order to optimize the offers for
the users of public transport. The publication that comes closest to the topic is from 2017
by the authors Levina, Dubgorn and Iliashenko with the title: “Internet of Things within
the Service Architecture of Intelligent Transport Systems” [27]. The text discusses an
enterprise architecture for the St. Petersburg situation center based on IoT technology.
This paper is primarily concernedwithmonitoring traffic and road users andmostly refers
to IT components rather than business processes that would have to be established. In
addition, there is work onNMS in China, for example onArchitecture and Implementary
Scheme of Intelligent Public Transportation [28], Intelligent Dispatching Management
System [29] and Intelligent Public Transportation Control [30].

All articles and papers presented herein contain important partial solutions for man-
aging an integrative mobility concept for public transport companies. A comprehensive
platform that covers all important functions from the customer’s point of view, such
as offer presentation, search for offers, offer selection/optimization, operational plan-
ning/implementation, fare calculation, conclusion of the contract of carriage, connection
information and safety assurance across allmodes of transportwas not found in the course
of the research - even the abstracts of the Chinese texts did not indicate this.

As presented above, the literature we researched on the structure and architecture of
NMS ormobility platformswasmainly about the platforms itself. However, we found no
information about by whom and how these central services are developed and operated
and who is responsible for them or how a public transport company could integrate them
into its existing business architecture.

5 Expert Interview in Public Transportation

The literature study carried out in the previous section allows for the conclusion from
the publications found that the general situation of Enterprise Architecture Management
based on e.g. classical frameworks such as, e.g. TOGAF, in the context of NewMobility
Services as a holistic approach in a public transport company is missing. Therefore,
the authors decided to conduct an interview with the head of IT-Division (CIO) of the
Berlin public transport company (BVG). In this section, we will present the hypotheses
on which the study is based, the interview study itself, the methods used and the results.

At this point, the authors would like to point out that the interview with just one
respondent did not have the goal of representativeness but rather to find out and deal
with a specific challenge in the context of public transport and EAM.
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The following 3 hypotheses are defined on the basis of the literature work (see
previous chapter) and examined in the interview study:

– Hypothesis 1: Digitalization projects such as New Mobility Services affect the
enterprise architecture of public transport companies.

– Hypothesis 2: NMS form a disruptive approach to classical public transport.
– Hypothesis 3: EAM helps with digitalization projects or the introduction of new
mobility services in public transport companies.

– Hypothesis 4: TOGAF is a suitable architecture framework for the BVG.

However, it is not certain whether classical public transport companies will be able
to maintain their unrestricted leadership role in local public transport in the future. This
thesis deals with the challenges of digitization inGerman public transport companies and
whether these challenges can be overcome, at least partially, with the help of Enterprise
Architecture Management.

5.1 Approach

This study is based on the implementation of a guideline-based expert interview, which
is based on the premise that public transport organizations have no or insufficient EAM
expertise to date and why this expertise is important for the industry in the course of
digitalization. The interview partner in this case was the CIO of Berlin public transporta-
tion (Berliner Verkehrsbetriebe - BVG) who on the one hand answered questions on the
topic of digitization and on the other hand on the use of EAM in the (BVG) and the
public transport sector. At the time of the interview, the CIO was mainly responsible for
the digital restructuring of the IT. The guideline-based expert interview was structured
as shown in Fig. 1.

Here the 
respondent is 
asked ques ons 
that iden fy the 
respondent as 
an expert.

In this part of the 
interview, 
ques ons are 
asked on the topic 
of preparatory
measures/
requirements for 
digi sa on.

Ques ons are 
asked here to 
illustrate the 
current situa on 
in rela on to the 
topic of 
digi sa on.

This sec on deals 
with ques ons on 
the desired state 
(SOLL) in the 
context of 
digi sa on.

Ques ons are 
asked about
planning and 
implementa on 
from an actual to 
a target 
architecture.

1. General entry 
questions

2. Prepara on
(digit. transfor.)

3. Represent. o.t. 
actual situa on

4. Defini on of 
the desired state

5. Plan.+ implem. of 
the transi on

Fig. 1. Structure of the Interview Process

Table 1 shows sample questions for each bullet point, some of which are used in the
context of the discussion of results under 5.3:
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Table 1. Selected questions from interview guideline

1. 1 How long have you been CIO at Berliner Verkehrsbetriebe (BVG)?
2 How much expertise do you have in the field of digitization?
3 Which of your knowledge of methods helped with the BVG’s digitization plans?

2. 1. Do you see disruptive approaches in the course of digitization that [lastingly] endanger
the core business model of the BVG?

2. To what extent has digitalization changed the requirements for the architecture?
3. Which state [of the architecture documentation] did you first consider?
a. Illustration of the ACTUAL state, or
b. Definition of the target state (TARGET)

3. 1 Which organisational areas of the SNB were particularly affected by the digital
transformation (especially which part of IT)?
2. Which architectural principles were important during transformation in the SNB?
3. How important is the use of an appropriate framework for management?

4. 1 Which information is most important for the creation of the desired situation?
2. What are the biggest mistakes in the development/creation of a target architecture?
3. Have changes to the business architecture been identified in addition to the IT

architecture?

5. 1 How important do you consider an appropriate migration strategy?
2. Do you think a consolidated architecture roadmap is useful?
3. Could the desired solution (migration of ACTUAL/SOLL architecture) be completed in

a comprehensive project or did a program have to be set up?

During the guideline-based expert interview, the questions did not have to be
answered chronologically or completely. It turned out in the course of the interview
that the expert himself took up the desired content of the work and incorporated it into
his answers in advance.

5.2 Results

After evaluating the interview protocols, identical answers or identical tendencies were
assigned to a group of statements and thus taken into account. Similarities, contradic-
tions and differences were identified. Strongly divergent statements were not taken into
account for reasons of robustness or they were suitable for elimination, especially ten-
dentious statements. The official or personal circumstances of the respondent were taken
into account.

The result of the expert interview shows that hypothesis 3 and 4 were confirmed.
Hypothesis 1 and 2 can only be confirmed in parts in a dedicated way. The core results
can be summarized as follows in the context of the hypotheses:

Hypothesis 1: The introduction of New Mobility Services in a public transport area,
whether initiated by the local public transport company itself or by an external provider,
always leads to an impact on the public transport company itself - even if it only leads
to new or replanned services offered by the public transport company. The question is
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whether this already has a significant impact on the business or IT processes and thus
affects the enterprise architecture. The expert pointed out that “…at the beginning of
digitization, the areas of sales (incl. offer of traffic services), IT and administration were
affected within BVG …”. In addition, “in the future, core business and personnel will
increasingly be included in digitization projects…” [30].

Hypothesis 2: The expert did not want to confirm whether BVG’s core business was
threatened by a disruptive collapse with the introduction of further New Mobility Ser-
vices, such asUBER, (future) flight tax or alsowhite sharing providers, such as Fleetbird1

with emmy2, but the question arose for him: “Is it a threat tomy core business if someone
offers a white sharing service? Or is it more likely to threaten taxis or how is this related
to classic public transport? There are different opinions.” [30] The interviewee did not
take a clear position on this.

The interviewee sees this differently in the case of B2B business models, such as
mobility platforms with their own pricing models. Here, the division manager sees the
public transport sector in danger, because if you look at the providers “…for example,
the NOW Group together with Transdev, who offer completely new price models in the
B2B business, then that is, in his “…assessment, an immediate threat to the original
BVG business model. [30].

Hypothesis 3: Enterprise Architecture Management and in particular TOGAF as EAM
framework are, according to the interviewee, “…a good tool to bring together strategic
applications…” or IT landscapes” [30] to manage them.

It brings IT and the business departments together and is a proven means of achiev-
ing a common view (IT and business department). In addition, it creates transparency
between the current situation (ACTUAL) and the future IT requirements of the business
(TARGET) - so that the IT alignment in the company can be controlled and guaranteed
according to the specifications of the business strategy.

It does not matter whether the applications/IT landscape is operated in-house or off-
site. Even applications hosted off-site leave “footprints” in the EAM through support
/processes or at process level at the least.

Hypothesis 4: The BVG has chosen TOGAF as EAM framework because it provides a
structure that can be used as a basis for a uniform approach. This was very important,
because the system landscape of the BVGwas not or not strategically thought “forward”.
In addition, the overview and interrelationships (dependencies/interfaces etc.) of various
large IT projects were difficult to recognize and unmanageable.

Finally, the expert revealed that “…he personally would just always take TOGAF.
Why? Because in my perception most people have had contact with it. It’s not even that
I’m saying it’s the best, but it’s the most pragmatic, because many have had contact with
it before.” [28].

1 Fleetbird is the operator of emmy (Berlin); https://fleetbird.com/;
2 emmy is an electric scooter sharing service operated by Fleetbird; https://emmy-sharing.de/;

https://fleetbird.com/
https://emmy-sharing.de/
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6 Conclusions and Future Work

The results of the expert interview described in 5.3, including the interview itself, lead
to the conclusion that the successful introduction of new mobility services is currently
taking place less in public transport companies, but is being established by newcomers
(such as emmy, etc.). The issues driving the established public transport companies are
more the orientation towards the classic public transport business. In order for public
transport companies to survive in the long term, they themselvesmust be able to integrate
andmanagemobility platforms into their companies. Itmakes no differencewhether they
operate the platform themselves or have it operated by service providers. The important
thing here is that the public transport company’s role of being the leading mobility
provider must be secured.

To achieve this goal, the classic public transport companies should know what a
possible target architecture for mobility platforms ideally looks like, which processes are
associated with it and how you can design the interfaces, products and services so openly
that other providers of mobility systems can join in at any time. We will deal with the
topic in future publications in order to collect further results, e.g. central requirements for
such a mobility platform, illumination of organizational aspects, proposal of processes
and recommendation of architecture models and technical solutions.
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Preface

The Third Workshop on Blockchain and Smart Contract Technologies (BSCT 2020)
was unprecedented. It was planned to be held during June 8–10, 2020, in Colorado
Springs, USA. The event was co-organized with the 23rd International Conference on
Business Information Systems (BIS 2020). Due to the COVID-19 pandemic, the
workshop and the main conference were organized online. Therefore, it can be said that
it was not only international but also decentralized. The participants joined the event
from many parts of the world. The presented volume contains the selected and revised
papers prepared for the workshop.

The workshop covered a wide area of topics. One of the more financial papers
explores the volatility of cryptocurrencies compared to their fiat counterparts. Another
paper brings an original contribution to the problem of the current winner-takes-all
approach in the mining rewards process. There is a text that provides a good approach
for using probabilistic logic programming for smart contract modeling. One of the
papers gives an interesting overview of existing considerations concerning the intro-
duction and how to organize the usage of Central Banks Digital Currency, which is a
hot topic at the moment. The authors of another submission propose a solution to verify
the trustworthiness of blockchain users and blacklist those who commit financial
frauds. The aspects of security are also raised in another text that evaluates what would
have been saved from identity theft and fraud by using blockchain-based ID man-
agement. There is also a paper which aims to analysis the adoption of anonymous
transactions in cryptocurrencies. Finally, two more papers present a new voting system
for use in fundraising and address the risks of smart contracts in energy markets.
Evidently, the range of topics is diverse. The organizers are strongly convinced that the
workshop as a platform for discussion and sharing thoughts is therefore vital and will
be even more so in the years to come.

As mentioned, the third edition of the workshop was prepared and organized in
very specific circumstances. In fact, for a long time, it was not certain whether the event
would take place at all, as the situation worldwide was very serious. In the end, we
received 17 submissions. The papers were carefully reviewed by the dedicated mem-
bers of the Program Committee. In total 52 reviews were prepared. It was the basis for
deciding on the selection of the most promising set of presented research. Together,
they totaled 9 papers accepted for publication after additional editorial review. Con-
sequently, the acceptance rate in this year’s edition was 52%.

The chairs perceive the organization of the second workshop as a great success. On
this occasion, we would like to express our heartfelt gratitude to all the participants, and
especially authors, whose attendance and contribution allowed us to organize this very
successful event. We believe that the workshop is all about the community. Therefore,
the voice of the participants is of utmost importance to us. Program Committee



members are also extremely important to us. That is why we would like to state our
deepest gratitude towards them. It is only thanks to their knowledge, sound judgment,
and kind support that the workshop took place in its final shape. Without the hard work
of the Program Committee the organizers would not be able to make the proper
selection of the works.

We would also like to direct our sincere appreciation to the organizers of the
hosting conference (BIS 2020). Without a doubt, their organizational know-how and
assistance were one of the key factors of success. We would like to invite all this year’s
participants, authors, and newcomers to the planned 4th workshop on blockchain and
smart contract technologies in 2021.

August 2020 Saulius Masteika
Erich Schweighofer

Piotr Stolarsk
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Crowdfunding with Periodic Milestone
Payments Using a Smart Contract to Implement

Fair E-Voting
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Abstract. This paper develops a new voting system for use in fundraising that
increases fairness for all investors in approvingmulti-stage funding for a project. A
voting system is a method for people to choose one from two or more possibilities.
For electronic voting, it is vital to secure the vote against fraud, so selecting a
robust security protocol is critical. For online projects, there are issues of requiring
performance for continued payment, and fairness to all investors regardless of the
money they invest. To avoid fiascoswhere projects request vast sums ofmoney and
then do not deliver, we define smart contracts supporting projects with milestones
and a sequence of opportunities for the investors to vote on whether to continue.
For a project with multiple milestones, a new algorithmAnwar gives each investor
an equal say and equal risk until their money runs out. This protocol works in a
smart contract which requires no central authority, parties, or private channel.

Keywords: Fundraising · Crowdfunding · Voting system · Smart contract ·
Blockchain · Ethereum · Solidity · Decentralized applications

1 Introduction

Fundraising is the activity of collecting money to support a project. On platforms such
as Kickstarter, projects are publicized often involving substantial sums of money, and a
promise that the creators will work on the project until it is successful. While success
is not guaranteed, none of the participants are guaranteed refunds, and there have been
notable cases where outright fraud has occurred [1, 2].

Raising funds use different types of models which do not particularly represent
investor interest well. Kickstarter crowdfunding platform uses an all-or-nothing funding
model [3]. The Indiegogo platform uses the receiving funding as it comes [4, 5].

Blockchain financial systems use those traditional models on smart contracts.
Blockchain technology uses different tokenized crowdfunding models. Initial Token
Offering (ITOs) or often called Initial Coin Offerings (ICOs) model, use smart contracts
to collect funding and to support a new project via digital assets or cryptocurrency [6].
Smart contracts use the traditional all-or-nothingmodel. Security TokenOffering (STOs)
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are similar to (ICOs), and (STOs) manage to increase protection for the investors to get
security tokens and appoints an investment contract into an underlying investment asset
[7]. Initial Exchange Offerings (IEOs) models are also similar to the (ICOs), and (IEOs)
are managed and run by online trading platforms (often called crypto exchanges) on
behalf of the startup. Thus, the creator has to sign up on the exchange’s platform where
the (IEO) is conducted [8]; however, the IEO does not run under smart contracts, and the
creator does not own the (IEO) token [9, 10]. The exchange’s platform does not protect
the interests of investors [11]. Thus, there is no protection against unintentional threats
and guarding against intentional threats in the market.

These models help to quickly raise funding money, and some projects have success
stories; for example, Basic Attention Token (BAT) raised $35 million in less than 30 s
[12]. However, there are a lot of failed and scammed projects that have caused investors
to lose their money. These projects are categorized as deceased, hack, scam, and parody
[13].

Most crowdfunding services are developed in a centralized way requiring trust of
the service [3, 4]. Kickstarter requires creators to show a prototype of what they are
making before submitting a fundraising proposal, and the goal fund can be raised only
after the project has been delivered [3]. Also, white papers show a prototype that informs
investors about solving a complex issue. Showing a prototype is both difficult and does
not guarantee that a final product can be made. Unfortunately, Kickstarter and Indiegogo
have no guarantee to return money if the project fails, scams, or misses the delivery date
[3, 4]. For example, in Kickstarter, the Zano project raised over $3 million, and, in
Indiegogo, the PopSLATE 2 project raised around $1 million. Zano promised to deliver
a device for autonomous, intelligent, and swarming [sic] nano drones to capture high-
definition photos and videos; unfortunately, the project failed without refunds and due
to poor quality [14, 15]. PopSLATE 2 promised to deliver a smart case that adds a smart
second screen, e-reader, and extra battery for iPhone. The project’s last update was that
there is no money available for refunds [16].

For companies looking to use blockchain to raise capital, a smart contract can be
definedwith all the terms of the deal, but investors have been easily scammed. PlusToken
scammers were able to steal funds of 20,000 BTC, worth more than $1 billion at the
time [17]. The amount of money scammed on Pincoin and iFan was 660 million [18]. In
2017 more than 80% of ICOs were identified as scams, and the scammed ICOs raised to
$11.9 billion, and in 2018 between January and May new scammed ICOs reached $13.7
billion [19]. In January 2020, a fake Libra token was created in the Ethereum platform;
fortunately, there were not many investors investing in this project [20]. There is very
little transparency when the models of most fundraisers use all-or-nothing funding, and
that helps to scam investors easily.

Since the ICOs do not provide any principles and agreements with promises, it
mostly subjects or causes to launch fraudulent crowdfunding projects. The ICO needs to
be upgraded and designed to provide fair services to the investors and to avoid high-risk
situations of losing anything.

According to the federal trade commission’s advice, in order to avoid crowdfunding
scams an investor has to research the creator’s background before investing [21], and
that is true; however, this advice does not offer logical solutions. Because of the lack of
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trust, the current funding models are inefficient for new startups because investors are
understandably skittish about participating. The result is that worthwhile engineering
efforts are inhibited because of a lack of funding.

In devising a fair voting system for investors, two issues are key to fairness. First,
voters should not have a project canceled due to a small number of people, and second,
investors who put up a large amount of money should not be forced into paying it by
small investors.

This paper describes a decentralized voting protocol that can raise funds with a
sequence of milestones and presentations, after each of which the investors vote whether
to release funds (a tranche) for the next stage of development.

This paper is structured as follows. Section 2 gives related work. Section 3 describes
in detail on how proposed architecture. Section 4 shows the platform architecture.
Section 5 proffers the results and discussions, and finally, Sect. 6 provides the conclusion.

2 Related Works

The blockchain platforms and smart contracts provide a strategy to host voting protocols
without the need for a centralized trusted party to control the voting process. A survey
and a literature review of a crowdsourcing approach to software engineering [22].

Ante, L. and Fiedler, I provide an overview of the (STO) model and compare the
advantages of (STOs) over (ICOs). They support the idea of (STO) model, which has a
promise to be a bitter fit for companies’ and investors’ needs [23]. However, the (STO)
are like the (IPO) and still underdeveloped [24, 25]. Furthermore, the (IEO) model has
short-term viability than the (ICO) and (STO) models [26], since the online platform or
centralized exchange does not guarantee the success of the project [9].

H, Zhu and ZZ, Zhou propose to use crowdfunding that could be on blockchain plat-
forms [27]. Cynthia Weiyi Cai proposes a review on crowdfunding and blockchain. The
(ICO) replaces the Initial Public Offering (IPO) from centralized services to decentral-
ized services by offering digital value [28]. M. Zichichi et al. [29] implement a crowd-
funding mechanism that is called LikeStarter to combine social interactions, which let
users raise funds while becoming popular on the social network. F. Fusco et al. [30]
propose an e-voting system based on blockchain technology. The system is called a
crypto-voting system that uses permissioned sidechains—the sidechain links to and from
two blockchain networks. The crypto-voting aims to improve the efficiency of the voter
verification and voting operation records by linking two blockchains. Voters and voting
procedures are on the first record, and counting votes and showing the voting results are
on the second record. A. Alimoğlu and C.Özturan [31] provide a smart contract based
on voting to operate virtual organizations for software development communities and
users. S. Pandey et al. [32] implemented a smart contract for crowdfunding campaigns.
The contributors send the funds to a smart contract. Then the project manager gener-
ates a payment request to a vendor. The contributors have to vote if they agree on that
vendor. I. Vakilinia et al. [33] present a smart contract for insuring a cyber-product to
insurers participating in a sealed-bid auction. When a vendor requests insurance for a
cyber-product, the insurers participate in a sealed-bid auction. The auction winners are
selected as the insurers. Other implementations are [34–36]; however, none of them have
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considered blockchain to support funding a project with a series of tranches of payments,
each predicated on passing milestones and voting.

3 Proposed Architecture

The challenge of defining a multiparty project funding algorithm is defining who is
allowed to vote and how to determine the payment of the tranches. A multiparty invest-
ment contract must have a party who is promising to implement a project (the creator).
It may have several required limits such as minimum total investment (like Kickstarter),
a minimum number of investors, a stated goal of the project, and a sequence of due
dates/milestones to be met, and corresponding payments to be made. The flow chart for
a multiparty investment smart contract is shown in Fig. 1.

Fig. 1. Flowchart to represent the Timeline Ballots system.

Let a finite set En = {v1, v2, . . . , vn} of eligible electorate participants to vote. The
notation n is for an individual voter vn = ±1 for the participant’s vote. The majority of
the votes in each tranche can be done by applying the percentage formula by x is (1).

(1+ (x/100)E) <
∑

v=1

v (1)
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The smart contract holds the investors’ funds, and when a contract is agreed by all
parties, the investment begins, as shown in Fig. 2. The total amount of funds invested
is stored in the smart contract address; this represents the fund from which all future
payments are made. The first vote by investors is taken, and if the threshold is achieved,
the vote passes, and the first tranche of money is given to the creator. The creator then
works until the next milestone due date. When the date arrives, the creator presents its
results.

Fig. 2. Sequence Diagram of the Proposed System.

At that point, investors vote on whether the current milestone is met or not, and the
process continues until either the project is complete, or a vote of investors fails in which
case all remaining funds are returned to the investors. This means that if investors lose
confidence in the creator, they can vote to terminate. For simplicity, it must be considered
that the funds are divided into n equal tranches, but in practice, this need not be the case.

This model is called show-me-the-progress. The creator satisfies the investors. For
voting on each tranche to be distributed to the creator, the investors who wish to approve
vote yes; an abstention counts as a no.

All investors with funds remaining are eligible to vote for a tranche. The smart
contract contains the threshold required for a passing vote. After each round of tranche
and based on voting results, the smart contract takes its actions to either release the
escrow to the creator or refund back all money to the participants.

4 Platform Architecture

The contract has one structure that represents the tranche, and a mapping represents the
investment amount to the participant account. The structure of each tranche collects the
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number of participants, tranche’s deadline, tranche’s total amount, number of approval,
and a boolean to check if the tranche is completed. Furthermore, the tranche struct has
two mappings to check if the participant is an investor and if the participant has voted.

To generate each tranche is in a timeline sequence, each tranche is obtained from the
previous tranche by only adding a fixed number in the timeline of a project that needs
to be delivered.

Algorithm createMultipartyInvestmentContract defines the terms of a smart contract
that controls the funding.

Algorithm 1 createMultipartyInvestmentContract 

Input (
minInvestment,// minimum amount that each investor can pay
maxInvestment, // maximum amount that each investor is allowed to pay
goalAmount, // the amount desired by the creator
minInvestors, // need at least this many investors to go
numberTranches, // number of equal payments
trancheDeadLine, //How long does it take to get to finish each 
tranche by months, the time desired by the creator

voteThreshhold // percentage required for each vote to pass)

1. require(voteThreshhold > 50 && voteThreshhold < 100 )
2. creatorIdentity ← msg.sender, // the creator address
3. projectGoal ← goalAmount
4. min ← minInvestment
5. itranche ← numberTranches
6. currenttranche ← min;
7. for i ← 1 to i <= numberTranches do
8. tranches[i].numberTranche ← i
9. tranches[i].completedtranche ← false
10. tranches[i].trancheDeadLine ← (i * trancheDeadLine * 1 month) + 

now
15. raisedAmount ← 0

The fundProject algorithm defines the participant input’s data. It does not allowmore
funds to be raised once the goal amount reaches, and the contract begins (after the first
tranche’s deadline). The smart contract address holds the funds under each participant’s
identity. This function uses a payable keyword, which is a modifier for receiving funds
in the Solidity and Vyper languages.
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Algorithm 2 fundProject  

Input amount 
1. require(numberTranche > 0) 
2. require(projectGoal >= raisedAmount) 
3. require(now < tranches.[1].termDeadLine) 
4. require(amount >= minInvestment || participant[msg.sender] >= 

minInvestment) 
5. require(participant[msg.sender] + amount <= maxInvestment) 
6. require(amount < maxInvestment) 
7. if (participant[msg.sender] >= minInvestment) { 
8.   for i ← 1 to i <= itranche do { 
9.      res = amount/numberTranche 
10. tranches[i].trancheTotalAmount += res 
11. } 
12. raisedAmount += amount 
13. participant[msg.sender] += amount 
12.  } 
13.  else{ 
14.  for i ← 1 to i <= itranche do { 
15.    res = amount/numberTranche 
16.    tranches[i].numOfParticipant += 1 
17.    tranches[i].trancheParticipant[msg.sender] = res 
 
18.    tranches[i].trancheTotalAmount += res} 
19.    tranches[i].isParticipant[msg.sender]← true  
20.    counter= i}, // count how many tranches 
21. participant[msg.sender] += amount 

Algorithm 2 fundProject  

Input amount 
1. require(numberTranche > 0) 
2. require(projectGoal >= raisedAmount) 
3. require(now < tranches.[1].termDeadLine) 
4. require(amount >= minInvestment || participant[msg.sender] >= 

minInvestment) 
5. require(participant[msg.sender] + amount <= maxInvestment) 
6. require(amount < maxInvestment) 
7. if (participant[msg.sender] >= minInvestment) { 
8.   for i ← 1 to i <= itranche do { 
9.      res = amount/numberTranche 
10. tranches[i].trancheTotalAmount += res 
11. } 
12. raisedAmount += amount 
13. participant[msg.sender] += amount 
12.  } 
13.  else{ 
14.  for i ← 1 to i <= itranche do { 
15.    res = amount/numberTranche 
16.    tranches[i].numOfParticipant += 1 
17.    tranches[i].trancheParticipant[msg.sender] = res 
 
18.    tranches[i].trancheTotalAmount += res} 
19.    tranches[i].isParticipant[msg.sender]← true  
20.    counter= i}, // count how many tranches 
21. participant[msg.sender] += amount 

22. raisedAmount += amount 

The submitVote algorithm allows only the participants to submit a vote. The function
requires participants to vote before the tranche’s deadline; rejects counting votes if the
participants have costed their vote by using a mapping from the participant’s address
to a boolean data type. To avoid processing, a tranche more than once, a boolean is
implemented to check if a tranche is completed or not.

Algorithm submitVote

Input tranche
1. require(tranches[tranche].trancheDeadLine > now)
2. require(tranches[tranche].completetranche == false)
3. require(tranches[tranche].isVoter[msg.sender] == false)
4. require(tranches[tranche].isParticipant[msg.sender] == true)
5. tranches[tranche].isVoter[msg.sender] ← true
6. tranches[tranche].numOfApprovals++

The paymentToCreatorEscrow algorithm shows that only the creator address (cre-
atorIdentity) has permission to receive the money if the project reaches its goal; the
request must occur after each deadline in the tranche.
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Algorithm paymentToCreatorEscrow

Input tranche
1. require(msg.sender == creatorIdentity)
2. require(tranches[tranche].trancheDeadLine < now)
3. require(counter > 0)
4. counter -= 1
5. require(projectGoal <= raisedAmount)
6. tranche[tranche].trancheTotalAmount ← 0
7. require(tranche[tranche].completedtranche == false)
8. require(1+(voteThreshhold/100)*tranches[tranche].numOfParticipan) < 

tranches[tranche].numOfApprovals)
9. address payable receiver ← address(uint160(cryptoContract))
10. receiver.teransfer(tranches[tranche].trancheTotalAmount)
11. tranches[tranche].completedtranche ← true
12. tranches[tranche].trancheTotalAmount ← 0

The refundBack algorithm defines the terms of a smart contract to refund the par-
ticipants if they decide to stop funding the project. It is required that the project’s goal
amount and deadline still have not been reached.

2. require(raisedAmount < projectGoal)
3. require(participant[msg.sender] > 0)
4. require(tranches[1].isParticipant[msg.sender] == true)
5. amount = participant[msg.sender]
6. if (tranches[1].isVoter[msg.sender] == true) {
7. tranches[1].isVoter[msg.sender] ← false
8. tranches[1].numOfapprovals -=1 }
9. for i ← 1 to i <= itranche do {
10. tranches[i].numOfParticipant -= 1
11. tranches[i].trancheTotalAmount -= amount/numberTranche}
12. address payable receiver ← address(uint160(msg.sender))
13. raisedAmount -= amount
14. receiver.transfer(amount)
15. participant[msg.sender] ← 0
16. tranches[1].isParticipant[msg.sender]← false

Algorithm refundBack

1. require(now < tranches[1].trancheDeadLine)

The getTheRefundBack algorithm defines the terms to refund the participant if the
project failed on one of the tranches due to no more voters.
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Algorithm 3 getTheRefundBack

input tranche
1. require(now < tranches[tranche].trancheDeadLine)
2. require(participant[msg.sender] > 0)
3. require(tranches[tranche].isParticipant[msg.sender] == true)
4. amount ← tranches[tranche].trancheParticipant[msg.sender] * counter
5. address paypal recipient ← msg.sender
6. recipient.transfer(amount)
7. participant[msg.sender] ← 0
8. tranches[tranche].isParticipant[msg.sender] ← false

5 Result and Discussion

To avoid high-risk situations of losing money, participants have to vote multiple times to
complete fundraising a project on its timeline. The smart contract helps creators continue
funding their projects by showing their progress to the participants. It is also to predict
if a creator is a scammer. When a creator misbehaves and finds a way to scam customers
by paying a small amount from several accounts to fund the project, it is very important
to raise the percentage of the majority more than 90%. Otherwise, this platform can also
be run by a trusted party, so if there is no progress, the trusted party has to take an action
to terminate the entire project. Other impacts may happen, the misbehaves of creators,
when they can create more fake IDs to announce the project for implying to serve the
participants’ interests in the future or to trick the participants into voting even if the plans
show misleading results about their ability to continue their job successfully.

The properties that the paper considers include correctness property, safety proper-
ties, and fairness properties. The correctness property supports two bases: partial and
total correctness. The partial is to compute the result of voting correctly without being
changed. Furthermore, the voting result of each tranche influences the next tranches.
The total correctness is that each tranche refers to the previous tranche and together
make the project completed. The model allows only the participants who have invested
in the project to vote. If the majority decided not to continue funding the project, then
the smart contract allows the participants to request their investments back by using
their account address. The safety property is to stop losing money if the creators have
shown no results. Double voting is not allowed when each ballot is stored by checking
whether participants are approved in each tranche. To achieve fairness, the project must
have progressed toward a specific goal. If the project’s process never gets implemented,
the creator cannot raise funds. The fairness constraint is a condition. The creators must
demonstrate the participants with the project’s achievements. Thus, the fairness con-
straint is imposed on the scheduler of the system timeline to continue funding their
project.

The Solidity language is still young and cannot implement a sophisticated algorithm.
So, running a math formula such as applying the percentage formula (1), it causes an
error due to a fixed point arithmetic type in the language [37]. Instead of that formula,
the number of all voters must be greater than the result of dividing all participants by 2
or 1.25.
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6 Conclusion and Future Work

Thismethod reduces the likelihood that scammers can steal large amounts from investors
and creates a framework for startups to build trust by delivering partial results over
time. The participants have more say in a voting system if the results of a project are
unacceptable. It protects all participants from losing their money at once, forcing project
creators to demonstrate progress to the participants. Defining a fair voting process allows
participants to collectively decide on whether to terminate the project. For future work,
in this smart contract, the period is fixed and is not variable in this smart contract. The
creatorsmay request for extending the deadline of each tranche due to some complexities
occurring such as mission-critical.
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Abstract. Bitcoin has provided a framework for a decentralized cur-
rency system. However, the irregular payouts of its winner-takes-all
reward strategy have proven to be unacceptable for the miners who are
responsible for verifying transactions. To address this problem, miners
have formed mining pools to ensure more regular rewards, but these min-
ing pools undermine the decentralization that is one of Bitcoin’s key ben-
efits. Previous work has sought to make it impossible for mining pools
to form, but it is not clear that the situation would improve without
addressing the economic incentives that lead to the formation of mining
pools in the first place.

This work introduces SharedWealth, a protocol designed to reward
miners who find “near misses” to the required proof-of-work target to
make a Bitcoin block. We show how this approach provides miners with
more regular pay, decreasing their incentives to join a mining pool. We
use a burn-and-mint strategy, where new rewards are paid out based on
the expected number of near misses rather than dividing up the rewards
according to the actual number of near misses, thus eliminating any
incentive for a block producer to discard the near misses of other miners.

1 Introduction

Since its introduction, Bitcoin has revolutionized the world of digital currency.
At the core of its design is the idea of rewarding miners for their work in verifying
and producing new blocks. By making it more profitable to support the network
rather than cheat the system, or so the original paper claims [8], the Bitcoin
protocol provides a resilient decentralized payment system.

A key piece of the architecture is a proof-of-work that connects blocks of
transactions to form a blockchain. In exchange for finding a valid proof, a miner
may propose a block, thereby gaining the rewards in the form of newly minted
bitcoins and whatever transaction fee rewards are offered by clients proposing
transactions.

Unfortunately, as Bitcoin’s popularity has risen, the reward paid to any sin-
gle miner has become highly irregular. Especially since bitcoin mining currently
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requires specialized ASIC mining rigs, miners find this infrequent payout unac-
ceptable.

Mining pools have helped to address this issue by allowing miners to join
together. A mining pool operator coordinates the group’s efforts in exchange for
a share of the rewards. Whenever a proof is found, the reward is divided up
amongst the group according to their contribution in terms of hashing power.

The success of mining pools has lead to more even payouts for miners, but has
also lead to increasing centralization as operators of large mining pools control
large percentages of the total hashing power of the network.

Previous work has shown that mining pools may be broken up through
nonoutsourceable puzzles [7]. However, it is not clear that this approach would
lead to decreased centralization without addressing the economic challenges that
lead to the formation of mining pools in the first place.

In this work, we seek to redesign the Bitcoin protocol to address the problems
with Bitcoin’s economic incentives. Our model, called SharedWealth, rewards
miners for finding lesser proofs1, which we refer to as near misses. A miner who
succeeds in finding a near miss can write a near-miss transaction to the network
to gain a share of the rewards once a valid block proof is finally discovered.

The idea of these near misses is already used today to coordinate efforts of
mining pools, but typically requires coordination of a centralized pool operator.
Integrating this reward system into the protocol itself in a non-trivial task. A
naive approach would divide the block reward among all miners who find either
a proof or a near miss. We refer to this approach as the pie-splitting model.
Unfortunately, a miner in this model has an incentive to exclude the near-miss
transactions of others, since every near miss reported decreases their own reward.

We address this problem by using a burn-and-mint model. All transaction
fees offered in the block are burned, and new coins are issued for each near miss
found. If the expected amount of near misses are reported, the total amount of
coins created will equal the total of the transaction fees plus whatever additional
coins should be created according to the protocol. However, if additional near
misses are discovered, additional coins are minted so that no other miner’s payout
is affected. Likewise, if fewer near misses are discovered than expected, the coins
that should have been generated are simply lost.

By our design, miners have no dis-incentive to report others’ near-miss trans-
actions. Therefore, they will include these transactions according to the same
rules as other transactions – that is, they will be included if the transaction fee
is greater than the fee for other transactions offered.

In this paper, our discussion focuses on Bitcoin, since it is by far the largest
cryptocurrency by market capitalization. However, we note that our model is

1 In this paper, we refer to a nonce that will satisfy the requirement for producing
a valid new block as a block proof. A nonce that does not satisfy this requirement,
but which produces a hash that meets a lower threshold requirement is referred to
as a near-miss proof, or simply as a near miss. We refer to both types generically as
“proofs”.
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relevant for other proof-of-work blockchains, and perhaps for other styles of
blockchains that have issues with groups analogous to mining pools.

2 Background and Terminology

The Bitcoin protocol introduced the concept of the blockchain. We define a block
as a triple of a data payload, a cryptographic hash of its parent block (if there
is one), and a proof of some form (discussed later in this section). These blocks
form a tree, which is the blockchain. The root of this tree is the genesis block.

Unlike most trees, a blockchain has rules to eliminate branching as much as
possible. When a branch extends for more than a few blocks, it tends to have a
name (e.g., Bitcoin Cash, Ethereum Classic, etc.).

Blockchain protocols can be distinguished by their proof mechanism, such
as proof-of-work (PoW), proof-of-stake (PoS), etc. Bitcoin proofs rely on the
hashcash algorithm [1], where the cryptographic hash value of the block with its
“proof” field must produce a value below a given threshold.

Miners in proof-of-work systems collect transactions into blocks and search
for a proof value that will produce a valid hash value for the block. Once a miner
finds a proof, it announces its block to the mining network. The other miners
verify the transactions and the block proof; if all is valid, they accept the block
and work on producing a new child block of this block. This system provides a
form of probabilistic consensus known as Nakamoto consensus.

In exchange for their work, miners are rewarded with both transaction fees
paid by the clients, and by newly generated coins in a special coinbase transac-
tion. The amount of coins produced per block is specified by the Bitcoin proto-
col, and is set to reduce over time until eventually being eliminated altogether.
We collectively refer to the transaction fees and the rewards from the coinbase
transaction for a given block as the block reward.

Due to the difficulty of finding Bitcoin proofs, miners have formed mining
pools, where all miners work together and divide the rewards. In order to validate
the work done for the pool, each miner must submit a share whenever they come
close to finding a valid proof. In the context of a mining pool, a share is a proof
value that (when hashed with the block) produces a hash value that exceeds the
value for a valid block proof, but is lower than a second threshold.

Most mining pools are organized and run by an operator who collects trans-
actions and specifies the block for the pool miners to work on. The operator
is responsible for tabulating the shares and rewarding miners for their work
appropriately. In exchange, the operator takes a cut of the reward.

Several different forms of mining pools exist. In proportional reward (PROP)
mining pools, miners do not receive any reward for their shares immediately, but
instead receive a portion of the block reward according to the number of shares
they have found out of the total number of shares discovered.

A downside of PROP mining pools is that the rewards paid per share diminish
over the time it takes the mining pool to find a proof, since each additional
share discovered reduces the value of each share. As the value of shares drop,
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the miners have an incentive to stop mining for the pool and start instead mining
for a different pool where the shares are more valuable; miners switching between
pools based on the changing value of shares within the pool is referred to as a
pool hopping attack.

In pay-per-share (PPS) mining pools, the operator immediately pays a reward
to any miner that finds a valid share. When a proof is found, the operator claims
the entirety of the reward. Since the miners in a PPS pool always receive the
same value for a share, pool hopping attacks are not an issue. However, there is
more risk for the operator.

The most common style of mining pools in recent years is pay-per-last-N-
shares (PPLNS). In this approach, miners are paid for their shares when a valid
block proof is discovered, similar to how PROP pools work. However, the reward
is divided among the most recent N shares received, for some value of N ; older
shares are discarded. This approach keeps the value of shares constant, and
removes any benefit to miners for pool hopping.

Rosenfeld [9] reviews the different designs of mining pools, including possible
attacks and vulnerabilities.

3 Naive Pie-Splitting Model

The idea of rewarding miners for finding lesser proofs may be an obvious one,
especially since it is the basic mechanism used in most mining pools. However,
integrating this idea into the blockchain itself must be done with care, or else
incentives may cause undesirable behavior on the blockchain.

An obvious approach, which we have dubbed the pie-splitting model, would
be to divide the rewards amongst the block producer and all miners who discover
near misses. A miner who finds a near miss can write a near-miss transaction to
provide proof of the near miss and gain the reward.

However, this model has two problems: firstly, the incentive for miners to keep
searching for a valid proof diminishes over the time spent to mine a block; sec-
ondly, the block producer has an incentive to discard the near-miss transactions
of other miners.

For the first problem, we simply note that the number of near misses found
over time will increase. Therefore, the reward for a block will be divided among
more and more miners, decreasing the value for every miner. When the expected
value drops to a sufficiently low level, miners will begin to use their power to mine
on other blockchains, or might decide to stop work altogether. This problem is
analogous to the pool-hopping attack [9] that has plagued PROP mining pools.

We next discuss the incentives for miners. For simplicity, we assume that
rewards are shared evenly between the block producer and all miners with a
valid near-miss transaction in the block. (We could separate the reward for the
block producer and the near-miss transactions, but if the block producer has
also found a near miss, this change would offer no improvement).

When a miner receives a near-miss transaction from another miner, they have
two choices. If the miner accepts the near-miss transaction, and then later finds
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a valid proof-of work, their reward is halved. Assuming that miners are rational
actors, they will therefore discard all near-miss transactions of other miners.

Game theoretically, the sharing of a set-sized award is similar to a prisoner’s
dilemma game in which the Nash equilibrium is for all miners to defect (i.e. throw
away other near misses) (Watson [11]). The left-hand matrix in Table 1 provides
an example of payoffs in such a game (note that relative magnitudes, not actual
levels, are important): Where K is “Keep other’s near misses”, T is “Throw out
other’s near misses”, miner Alice receives the first payment X in the set (X, Y)
and miner Bob receives Y. If Bob plays “Keep” it is optimal - that is, it is the
best response - for Alice to play “Throw” as she receives a payout of 5 vs. 4. If
Bob plays “Throw” it is still optimal for Alice to play “Throw” as she receives 2
vs. 1. As the payoffs are symmetric, the equilibrium (a Nash equilibrium) is for
both Alice and Bob to throw out each other’s near miss transactions.

Table 1. Prisoner’s Dilemma vs. Hawk-Dove payoffs

Prisoner’s Dilemma

Bob

K T

Alice
K (4, 4) (1, 5)

T (5, 1) (2, 2)

Hawk-Dove

Bob

K T

Alice
K (4, 4) (1, 5)

T (5, 1) (0, 0)

The reasoning behind the relative payouts is that if both Alice and Bob play
“Keep” (they cooperate) the blockchain network is healthy and thus the token
is worth more, but they have to split the mining reward. If one of them plays
“Throw” (a defect strategy) and the other plays “Keep”, the value of the coin
may drop as miners and users believe that mining is less “fair.” However, the
defector is still better off, otherwise there would be no reason to defect. If both
miners defect and throw out each other’s near misses, the token would likely
drop further in value as miners stop participating. The theoretical result is that
the system ends up at the sub-optimal outcome with both miners throwing out
each other’s near misses.

In the real world, this would be an iterated prisoner’s dilemma game in
which multiple players engage over a series of rounds. Thus there are several
strategies that can lead to the “always cooperate” equilibrium, the most well
recognized being “tit-for-tat”: if Alice believes that Bob previously discarded her
near-miss transaction, Alice could retaliate by discarding Bob’s next near-miss
transaction. On the other hand, if Alice believes that Bob previously included
her near-miss transaction, Alice would reciprocate by including Bob’s next near-
miss transaction. While this approach can help ensure the proper behavior of
miners, the equilibrium can be unstable as it is not sub-game perfect–that is, a
player’s actions are not always rational at an individual round of play.

However, if every miner cheats, the value of the coin may go to zero, in which
case the payoff structure might be closer to a Hawk-Dove model. In this model,
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the payoff matrix would be one in which it is always optimal at the individual
level to play the opposite of the other player, as in a scenario in which some
miners playing “Keep” and some playing “Throw” still provides a better payoff
than all miners throwing each other’s near misses, or when an individual miner
plays different strategies at different times. (See the right-hand side matrix in
Table 1 for an example). In this case (2, 5) and (5, 2) are both possible equilibria
given the same reasoning as used for finding the equilibrium in the prisoners’
dilemma game.

We can take this a step further and assume not just two miners but a popula-
tion of miners and analyze the game using evolutionary game theory as described
by Friedman and Sinervo [5]. We assume that Alice doesn’t play against Bob,
but against the entire population of miners, and that she believes that any given
member of the population will play “Keep” with probability p and therefore
“Throw” with probability 1− p. Thus, her expected payoffs from playing either
strategy is:

Keep = 4p + 1(1 − p) = 3p + 1 (1)

Throw = 5p + 0(1 − p) = 5p (2)

The expected payoff difference between the two strategies is therefore

Keep− Toss = (3p + 1) − 5p = −2p + 1 (3)

Using a phase diagram with the horizontal axis representing the percentage
of miners playing the “Keep” strategy and the vertical axis representing the
expected payoff difference for Alice of playing “Keep” versus “Throw”, we can
get some idea of the stability of possible equilibria. In Fig. 1, the dynamics are
such that in equilibrium some miners play “Keep” and some play “Throw.”
Thus, as long as the payoff to keeping other miners’ near miss transactions is
higher than the payoff to the individual miner when all miners’ throw out all
other miners’ transactions, there can be an equilibrium in which some miners
behave and others don’t.

Fig. 1. Phase diagram

4 SharedWealth Model

We now review our solution for rewarding miners in a manner that avoids the
problems of the pie-splitting model discussed in Sect. 3.
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In many cryptocurrencies, miners are rewarded through two mechanisms:
newly minted coins authorized by the protocol, and transaction fees specified by
clients. We first review how newly minted coins can be allocated in our model
before showing how our design can be expanded to include transaction fees.

4.1 Sharing Coinbase Rewards

Newly minted coins often account for the lion’s share of rewards for miners. The
protocol dictates the conditions for when these coins can be minted, who gets
them, and how many coins are created. For instance, whenever a Bitcoin miner
produces a block, they are allowed to create one special coinbase transaction
that rewards them with new bitcoins.

In Bitcoin and many other cryptocurrencies, new coins are minted to reward
the block producer. The SharedWealth model follows a similar strategy, except
that the newly minted coins are not created on a per-block basis, but rather on
a per-share basis, where a share is either a block proof or a near-miss proof.

A simple example helps to illustrate this point. If a protocol follows the classic
Bitcoin approach, it might create 12.5 new coins every block to give to the miner
who finds the proof-of-work. We will target this same rate of inflation.

In this example, we configure the threshold for a near miss such that we
expect 4 near misses in the time that it takes to find the proof. 2.5 coins will be
minted and given to the block producer, as well as 2.5 coins to each miner who
finds a near miss. Thus, the expected amount of new coins created per block is
expected to be 12.5 coins.

However, the actual number of near misses might vary. Assume that we have
three miners: Alice, Bob, and Charlie. In round 1, Alice finds a block proof. In
that block, she includes a near-miss transaction for herself, as well as two near-
miss transactions each for Bob and Charlie. Therefore, 15 coins are created in
this block.

We expect that Bob and Charlie include a transaction fee in their near-miss
transaction. We also note that the number of coins minted for Alice is not affected
if she decides to discard the other miners’ near misses. As a rational actor, we
can assume that Alice will therefore include these transactions in her block in
order to gain the additional transaction fees.

In the following round, Bob finds a proof-of-work more quickly, creating a
new block with only two near-miss transactions – one each for Alice and Charlie.
Therefore, only 7.5 coins are minted.

Note that this design is likely to pay out more rewards when the mining
community requires longer than average to find a proof, which is exactly what
we want. By giving out more rewards when the proof takes longer to find, we
avoid the economic problems that lead to pool hopping or coin hopping attacks
(a term coined by Carlsten et al. [2]).
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4.2 Sharing Transaction Fees

By design, Bitcoin will phase out coinbase transactions over time, instead incen-
tivizing miner operation by transaction fees alone [8]. Therefore, it is important
to consider how these fees can be divided up to reward near misses.

In the pie-splitting model, transaction fees are simply divided up among
the block producer and all near-miss miners. However, as shown in Sect. 3, this
approach creates a misalignment of incentives.

Instead, we adopt a burn-and-mint strategy. In short, we total the amount
of transaction fees to determine how many additional coins to mint per proof.
The coins offered as transaction fees are then “burned”; that is, the coins may
be considered discarded and no longer spendable.

Returning to our previous example, let’s assume that Charlie discovers a
proof for a block that includes one near-miss transaction each for Alice, Bob,
and Charlie. The payout per proof is 2.5 coins, as before.

In addition, we assume that a total of 0.5 coins are offered as transaction fees.
As with the coinbase rewards, we divide the reward according to the expected
number of proofs found. Therefore, each proof is now worth an additional 0.1
coins. Since only 4 proofs were found, one share of the transaction fees is lost
and disappears from the system.

As with the pie-splitting scenario, we can also analyze SharedWealth from a
game-theoretic perspective. However, given the SharedWealth mining protocol,
the payoffs and the dynamics change. Consider the payoff matrix in Table 2. With
SharedWealth, the payoff for defecting and playing “Throw” against someone
playing “Keep” is capped by the fact that the payouts are the same regardless
of the number of miners who find near misses. However, there is still a negative
impact on the token value if some miners throw out near miss transactions based
on the same reasoning as with the pie-splitting analysis. Therefore, miners are
worse off playing “Throw” rather than “Keep” against someone else playing
“Keep.” Thus the optimal strategy is for both Alice and Bob to play “Keep.”

Table 2. SharedWealth payoffs

Bob

K T

Alice K (5, 5) (2, 4)

T (4, 2) (1, 1)

This is also true from an evolutionary perspective The expected payoffs from
playing either strategy are:

Keep = 5p + 2(1 − p) = 3p + 2 (4)

Throw = 4p + 1(1 − p) = 3p + 1 (5)
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Keep− Toss = (3p + 2) − (3p + 1) = 1 (6)

Playing “Keep” always provides a relatively higher payoff than playing“Throw”
regardless of what percentage of the mining population is playing one strategy
versus the other. Thus, over time, everyone should play the “Keep” strategy,
which provides the highest net benefit to all miners at both an individual and
population level.

5 Improving Throughput and Reducing Storage

An obvious limitation of our system is that the near-miss transactions could fill
up the blockchain, both reducing the throughput of exchange transactions2 and
increasing the storage requirements for miners.

In this section, we review an approach to partially address these issues. In
short, when a miner finds a valid proof, it takes on the role of a pool operator,
coordinating the effort of the miners to find the next block and tracking who
should receive rewards for their shares.

Our approach takes inspiration from previous work on Bitcoin-NG [3]. We
first review that protocol to provide better insight to our own approach.

Bitcoin-NG seeks to increase Bitcoin’s transaction throughput. After a miner
finds a block with a valid proof-of-work (dubbed a key block), it becomes the
leader who may continue to produce additional microblocks that contain valid
transactions, but which do not have a valid proof-of-work. If the leader is caught
double spending, a poison transaction can provide evidence to other miners,
who will then invalidate the leader’s transaction fee rewards gleaned from the
microblocks. The leader remains in power until another miner finds a key block
and takes control.

Any transaction fee rewards are divided between the leader and its succes-
sor with a 40%/60% split. This divide both encourages the leader to produce
microblocks and encourages other miners to attempt to build off of the latest
microblock.

In our design, key blocks are reserved for exchange transactions. In this man-
ner, the throughput of exchange transactions for the system remains unchanged.

In order to validate a near-miss transaction, the near-miss miner’s entire
block would need to be stored, including its set of transactions. Storing this
amount of blocks would quickly become intractable as we increase the number
of near misses.

Instead, by letting the leader select the transactions for the following block,
all miners will be working to find a proof that matches that transaction set. While
the additional header information would still need to be tracked, the exchange
transactions themselves need to be stored only once per key block.

A downside of our approach is that the leader becomes a single point of
failure; addressing related concerns remains for future work. However, we note
that in the worst case, our protocol reverts to Bitcoin.

2 That is, transactions that exchange coins between two clients.
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We walk through the steps of our process below:

1. A miner finds a valid block proof. It publishes:
– The proof
– A signed list of valid exchange transactions for the subsequent block.

These transactions should not be connected to the proof for the current
block; otherwise, that set of transactions would need to be stored for every
near miss.

2. Miners race to find a proof for the block of transactions specified by the
leader. During this period, miners also collect (but do not need to publish)
exchange transactions for the next block.

3. When a miner finds a near miss, it reports it to the current leader with a
near-miss transaction. This transaction may include a transaction fee.

4. When a miner finds a valid block proof, it becomes the new leader. The old
leader and the new leader split any transaction fees included in this block.
The process starts again.

In Bitcoin-NG, the new leader and the old leader split the transaction fees
with a 40/60 split. The authors’ analysis [3] assumes that an individual miner’s
mining power would be bounded by 1/4 of the total network’s mining power.
From this assumption, they conclude that the current leader should gain at least
37% of the rewards, or else it might try to withhold transactions in the hopes of
gaining the full value of the transaction fees in the next block. Similarly, a miner
might be tempted to mine on the previous key block, and thus take the full value
of transaction fee rewards that were included in subsequent microblocks. From
this assumption, the authors determine that the current leader should gain at
most 43% of the rewards. Therefore, assigning 40% of microblock transaction
fee rewards to the current leader is within the required bounds.

In SharedWealth, near-miss transactions are invalid after a new leader is
elected and selects a new transaction set. Therefore, a powerful miner has no
incentive to exclude any transactions regardless of the division used. We nonethe-
less use Bitcoin-NG’s 40/60 split to allow ourselves the flexibility of including
exchange transactions in microblocks.

5.1 Including Exchange Transactions in Microblocks

In our current design, microblocks are reserved solely for near-miss transactions.
Our hope is that this design would allow future optimizations to crunch down
the storage of microblocks further.

However, we note that we could design our protocol to allow for exchange
transactions in microblocks, and thereby increase the overall throughput of the
system. Which design is preferable might depend on whether the throughput of
transactions or the blockchain storage requirements were a higher priority.
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6 Related Work

Miller et al. [7] introduce the idea of nonoutsourceable puzzles. In essence, the
mining protocol is redesigned in such a way that a miner must have the private
key for the coinbase reward in order to mine a block. With this design, a miner
who finds a valid share can report it to the pool operator in order to claim its
reward; however, when the miner finds a valid block proof, it can take the entire
block reward for itself. Assuming miners act rationally, mining pools would not
be able to effectively collaborate.

The authors suggest a tiered reward structure, where the lowest “consolation
prize” is frequent, designed to even payouts for miners; the medium-value prize
ensures blocks arrive regularly, given out at the same rate as bitcoin currently
gives out rewards; finally, the “jackpot” gives out large payouts frequently. The
goal of the jackpot is to make miners in a pool suspicious of each other and
of hosted mining. Statistical analysis might be able to detect when a miner is
not reporting sufficient medium-value rewards, but a miner that only takes the
jackpots would be much more difficult to detect.

Carlsten et al. [2] review the importance of coinbase rewards for the stability
of Bitcoin, and discuss new challenges that will appear as transaction fees become
the central motivating factor for miners. They note that the variability of rewards
will cause rational miners to fork off of older, more profitable blocks rather than
the most recent block, leading to an increase of forks and a greater risk of “51%”
attacks. Interestingly, this variability of rewards for a block remains even when
the transaction fee rewards are constant, due to the variability of how long it
takes a network to find a block proof. Our work might help to address this
concern – on blocks where it takes longer to find a valid proof, it is probable
that more near misses are discovered, and hence the value may be “evened-out”;
we plan to pursue this direction in future research.

Luu et al. SmartPool [6] avoids the problems of a corruptible pool operator
by replacing an operator with a smart contract. While this approach seems
particularly enticing for languages like Ethereum with support for rich smart
contracts, the authors show how their design could manage proofs for a different
blockchain; for example, a pool with an Ethereum smart contract could be used
to manage a Bitcoin mining pool.

Zamyatin et al. [12] describe Flux, a backwards compatible mining protocol
(called a velvet fork) for the Bitcoin network. In their design, miners can be
divided into legacy miners following Bitcoin’s mining protocol and Flux miners
who follow additional rules to build sub-blocks, essentially building a blockchain
between two blocks in the Bitcoin blockchain. When the Flux miners produce
a block in the Bitcoin blockchain, the transaction rewards are divided amongst
all miners who produced sub-blocks. Sub-blocks require a lower proof-of-work,
thereby serving to divide rewards more broadly in a similar manner to our pro-
tocol. One advantage of Flux is its backwards-compatibility with Bitcoin. In
contrast, our approach alters the incentive structure, requiring a hard-fork of
miners to adopt the SharedWealth model.
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Szalachowski et al. [10] present StrongChain, which follows a similar approach
to our design. Miners broadcast weak proofs, which match to the previous block
with a lesser proof of work. Miners gain rewards for weak proofs, and the work
required to find the weak header is added to the subsequent block. (This app-
roach helps to defend against selfish mining attacks [4], where miners attempt to
take more than their fair share of the mining rewards by not publishing blocks.)
The authors discuss spiteful mining, where a block producer might discard other
miners’ weak proofs; as with SharedWealth, they modify the reward structure
so that this approach does not benefit the spiteful miner.

7 Conclusion and Future Work

In this paper, we have shown how the SharedWealth model helps to reward
miners more regularly, and thus reduce the incentives to form a mining pool.
Critically, we restructure the incentives so that accepting a near miss from a
miner does not disadvantage the miner who finds the block proof. We show
transaction fees may be handled with the burn-and-mint strategy.

The differences between the SharedWealth model and the pie-splitting model
are analogous to the differences between a PPS mining pool and a PROP mining
pool. Like PROP mining pools, the pie-splitting model suffers from a dilution
of the value of shares when it takes longer to find a valid block proof. In both
PPS mining pools and the SharedWealth model, this problem is addressed by
keeping the value of shares for a block constant.

An obvious question is whether a design similar to PPLNS pools would be
useful. SharedWealth is not backwards compatible with Bitcoin, since we alter
the reward structure in a way that would produce invalid blocks according to
Bitcoin’s protocol. We envision that designing our system to use an approach
similar to PPLNS pools might allow us to maintain the existing reward structure,
and hence be able to make a backwards compatible variant of the SharedWealth
model. We intend to pursue this direction in future work.
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Abstract. Smart contracts are computer programs that run in a dis-
tributed network, the blockchain. These contracts are used to regulate
the interaction among parties in a fully decentralized way without the
need of a trusted authority and, once deployed, are immutable. The
immutability property requires that the programs should be deeply ana-
lyzed and tested, in order to ensure that they behave as expected and
to avoid bugs and errors. In this paper, we present a method to trans-
late smart contracts into probabilistic logic programs that can be used
to analyse expected values of several smart contract’s utility parameters
and to get a quantitative idea on how smart contracts variables changes
over time. Finally, we applied this method to study three real smart
contracts deployed on the Ethereum blockchain.

Keywords: Blockchain · Probabilistic Logic Programming · Smart
contracts.

1 Introduction

The idea of the blockchain model dates back to 1990 [12] as a method to
secure timestamping digital documents, but the interest around this technology
grew only after the success of the paper by Nakamoto in 2008 [18]. Afterwards,
the term smart contract, used to identify programs written in a quasi-Turing-
complete programming language that run in a blockchain environment, gained
traction, thanks to the possibility of enforcing contracts between two or more
parties without the need of a central authority.

Smart contracts and blockchain technology are relevant to several research
fields. In distributed systems the researchers study the interaction among peers
in a fully decentralized environment with an unreliable network and create meth-
ods to ensure a decentralized consensus, even in case of dishonest parties. Formal
methods are used to verify the behavior of smart contracts. Cryptography encom-
passes methods to ensure that all the participants can see the same data and
c© Springer Nature Switzerland AG 2020
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that data have not been tampered with. Game theory and decision theory are
used to model the behavior of the interacting parties to maximize the expected
profit.

The execution of a smart contract is deterministic, i.e., it always yields the
same result. However, because users can interact with it at their will, a proba-
bilistic analysis is needed to predict its behavior. From an issuer’s perspective,
he may be interested in how many people interact with the contract and how
profit values evolve. Similarly, from a user’s perspective, he can be interested
in the expected reward by interacting with a blockchain based game, such as
gambling.

In this paper, we propose a method to translate smart contracts into proba-
bilistic logic programs in order to compute the expected values of several smart
contract’s utility parameters. Furthermore, our approach can also be used to
identify some coding errors. Several tools exist for identifying bugs but almost
all of them provide a static analysis without computing a quantitative amount of
the possible monetary loss. Moreover, translating a smart contract into a prob-
abilistic logic language allows interaction with it in a practical way, without the
need of a specialized checking tool for every smart contract language.

The paper is organized as follows: in Sect. 2 we briefly present blockchain
technology and smart contracts. In Sect. 3 we introduce Probabilistic Logic Pro-
gramming. In Sect. 4 we propose a method to translate smart contracts into
probabilistic logic programs. In Sect. 5 we analyse three smart contracts that
model real world applications and Sect. 6 concludes the paper.

2 Blockchain and Smart Contracts

Smart contracts were initially proposed in 1994 [26] as computer protocols
to facilitate a self-enforcing agreements between two parties. Smart contracts
received an increased attention only after the interest around blockchain tech-
nologies exploded, following the publication of [18]. Currently, the term smart
contract is always used in the context of a blockchain environment.

In a nutshell, a blockchain is a decentralized, distributed, append only (usu-
ally) public ledger maintained by a set of peers, that records transactions between
accounts. All the transactions are organized in a chain of blocks (hence the ori-
gin of the term blockchain) linked together using hash functions that guarantee
the consistency and the immutability of the stored data. Each honest (full) node
that follows a blockchain protocol stores his own updated copy of the ledger.
In order to guarantee consistency of the data, i.e., that all the peers see the
same copy of the ledger, a consensus must be reached: this is done by adopting
a so-called consensus algorithms, such as Proof-of-Work (PoW).

Blockchain is the underlying technology of several decentralized platforms,
such as Bitcoin and Ethereum. Ethereum is a decentralized transaction-based
state machine [31] that executes smart contracts written in a quasi-Turing-
complete bytecode language. Programmers usually develop smart contracts using
a programming language called Solidity which is translated, by a compiler, into
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bytecode for execution. In this paper, when we write smart contract we mean a
smart contract deployed on Ethereum. However, our method can be extended to
general smart contracts of which source code is available. In case of Ethereum,
source code is not stored in the blockchain (only a hash of the code is stored)
but there are several platforms that allows developers to upload the code of a
contract and verify it, such as Etherscan1. This website checks if the compilation
of the uploaded code matches the bytecode stored into the blockchain. If so, the
smart contract is considered verified and the source code is made public.

3 Probabilistic Logic Programming

A wide variety of domains can be represented using Probabilistic Logic Program-
ming (PLP) languages under the distribution semantics [22,25]. A program in a
language adopting the distribution semantics defines a probability distribution
over normal logic programs called instances or worlds. Each normal program
is assumed to have a total well-founded model [27]. Then, the distribution is
extended to queries and the probability of a query is obtained by marginal-
izing the joint distribution of the query and the programs. A PLP language
under the distribution semantics with a general syntax is that of Logic Programs
with Annotated Disjunctions (LPADs) [29]. In the following part we present the
semantics of LPADs for the case of no function symbols, if function symbols are
allowed see [21].

Heads of clauses in LPADs are disjunctions in which each atom is annotated
with a probability. Consider an LPAD T with n clauses: T = {C1, . . . , Cn}.
Each clause Ci takes the form: hi1 : Πi1; . . . ;hivi

: Πivi
:− bi1, . . . , biui

,
where hi1, . . . , hivi

are logical atoms, bi1, . . . , biui
are logical literals and

Πi1, . . . ,Πivi
are real numbers in the interval [0, 1] that sum to 1. bi1, . . . , biui

is indicated with body(Ci). Note that, if vi = 1 the clause corresponds to a
non-disjunctive clause. We also allow clauses where

∑vi

k=1 Πik < 1: in this case
the head of the annotated disjunctive clause implicitly contains an extra atom
null that does not appear in the body of any clause and whose annotation is
1 − ∑vi

k=1 Πik. We define substitution θ a function mapping variables to terms.
Usually θ has the form θ = {X1/t1, ...,Xk/tk} meaning that each variable Xi

is substituted by the term ti. Applying a substitution θ to a LPAD T means
replacing all the occurrences of each variable Xj in φ by the corresponding term
tj . For an exhaustive treatment of PLPs see [22].

Given an LPAD T , the main task is to perform inference. There are two
types of inference: exact inference and approximate inference. Both exact and
approximate inference are implemented into the suite cplint [1,23].

3.1 Exact Inference

The main goal of exact inference is to solve tasks in an exact way, without
approximation. Various approaches have been presented for performing inference
1 https://etherscan.io/.

https://etherscan.io/
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on LPADs, such as PITA [24]. Starting from an LPAD, PITA performs inference
using knowledge compilation [10] to Binary Decision Diagrams (BDD).

The exact inference task is in general #P-complete [16] so it is not tractable
for certain domains. In these cases, approximate inference is needed. We will not
use exact inference in this paper and so we will not cover this topic further in
detail.

3.2 Approximate Inference

In cplint, approximate inference is performed using Monte Carlo algorithms
[5,20]. Using these algorithms, the possible worlds are sampled and the query is
tested in the samples. The estimated probability of the query is then given by
the fraction of the sampled worlds where the query succeeds.

Consider a simple example were a coin is toss with uncertainty on its fairness.
Our goal is to find the probability that it lands head or tail. A probabilistic logic
program to model this scenario may be:

heads(Coin):0.5; tails(Coin):0.5 :-
toss(Coin),not(biased(Coin)).

heads(Coin):0.6; tails(Coin):0.4 :-
toss(Coin),biased(Coin).

fair(Coin):0.9; biased(Coin):0.1.
toss(Coin).

The program states: if we toss a coin that is not biased, then it lands heads
or tails with the same probability 0.5. If we toss a coin that is biased, then it
lands heads with probability 0.6 and tails with probability 0.4. We express our
uncertainty on the bias of the coin supposing that it is fair with probability 0.9
and biased with probability 0.1. Finally, we say that the coin is certainly tossed.

To compute the probability that the coin lands head, using the module
MCINTYRE from cplint. For example, we can sample heads(Coin) a cer-
tain number of times and compute the probability that it’s biased using ?-
mc sample(heads(coin),1000,P). It’s also possible to compute expectations by
sampling using mc expectation/4 to get, for instance, the number of consecutive
toss landing head. cplint also allows the definition of probability densities using
A:Density:- Body. For instance, g(X): gaussian(X,0, 1) states that argument
X of g(X) follows a Gaussian distribution with mean 0 and variance 1.

4 Modelling Smart Contracts with Probabilistic Logic
Programming

Probabilistic Logic Programming [11] has been successfully applied in many dif-
ferent fields where probability has a key role, such as natural language process-
ing, link prediction in social networks, model checking and also Bitcoin protocol
[3,4,19]. While smart contracts are, by definition, deterministic (i.e., the exe-
cution of a smart contract’s function must always yield the same result), the



90 D. Azzolini et al.

interaction among users of the same smart contract can be seen as probabilistic
because the involved parties are not under the control of the issuer.

From a smart contract issuer’s perspective, he can be interested in the
expected value of certain profit variables, such as the collected fees (which can
be a fixed fraction of the user input value), the expected number of tokens sold
in a certain amount of time or the tokens distribution after several transactions
among users. From the opposite perspective, the user’s perspective, he could be
interested in the expected reward from participating in a smart contract game,
such as gambling, which is, at the moment of writing, among the smart contract
categories with most interactions (according to DappRadar2).

These values can be computed by translating smart contracts into probabilis-
tic logic programs. This process is composed of two steps: the smart contract is
translated into a Logic Program and then probabilistic facts are added to turn
it into a PLP. The translation of a smart contract function into a logic program-
ming predicate is straightforward. Here we use SWI-Prolog [30] implementation
of the programming language Prolog. Every function can be translated into a
predicate with the same name and the same number of arguments. Moreover, if
needed in the logic flows of the function, the members of the globally available
msg object, such as msg.value or msg.sender, can be added to the arguments
list of the predicate. Since a Prolog programs does not allow the return key-
word, all the values that are returned from a Solidity function must be added as
further arguments of the predicate.

Listing 1.1 shows a simple example of a smart contract written in Solidity
simulating a bank. The function constructor is executed only at the creation
of the contract: it sets the owner of the contract and issues 1000 tokens to the
creator. Each user has the possibility to call transfer. This function accepts two
parameters, the address of the receiver and the amount the user wants to transfer
to the receiver. First, it verifies that the user has enough funds to perform the
operation and that the sender is different from the receiver. Both conditions are
evaluated using require, a built-in function that checks the condition passed
as input and throws an exception if it is not met. Then, the balances of both
parties are updated accordingly.

To simulate the storage reserved to a smart contract, it is possible to add
two further arguments to the predicate arguments list, one for the input list and
one for the output list: using a user-defined predicate called find/3, we retrieve
the balance of the sender (identified with Sender) from BalanceList and we
store it into BalanceSender. Similarly, we retrieve the balance of the receiver.
Then, we perform the checks corresponding to require in Listing 1.1. Finally,
we update the balances and update the list (generating another list with the old
balances replaced with the new one for both parties, since Prolog lists do not
allow modifications) using another user-defined predicate called update/3.

Once the contract is translated into SWI-Prolog code, we can add some
probabilistic facts. For instance, we may suppose that the transferred amount
from a user to another user (this transfer can be seen also as placing a bet, by

2 https://dappradar.com/.

https://dappradar.com/
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contract simpleBank {

address owner;

mapping(address => uint) balances;

constructor () public {

owner = msg.sender;

balances[msg.sender] = 1000;

}

function transfer(address receiver , uint amt) public {

require(balances[msg.sender] >= amt);

require(msg.sender != receiver);

balances[msg.sender] -= amt;

balances[receiver] += amt;

}

}

Listing 1.1. Example of Solidity smart contract.

transferring funds to the address where the smart contract is stored) is uniformly
distributed between 0.5 and 2 Ether. This uncertainty can be expressed with
amount(A):uniform(A,0.5,2.0). The complete code is shown Listing 1.2.

amount(A):uniform(A,0.5 ,2.0).

transfer(Receiver ,Amt ,Sender ,BalanceList ,NewBalanceList):-

find(Sender ,BalanceList ,BalanceSender),

find(Receiver ,BalanceList ,BalanceReceiver),

amount(Amt),

BalanceSender >= Amt ,

Sender \= Receiver ,

NewBalanceS is BalanceSender - Amt ,

NewBalanceR is BalanceReceiver + Amt ,

update(BalanceList ,Sender ,NewBalanceS ,NewBalanceList1),

update(BalanceList1 ,Receiver ,NewBalanceR ,NewBalanceList).

Listing 1.2. Example of smart contract translated into a probabilistic logic program.

The parameter Amt is now sampled from the uniform distribution specified
above. Finally, to query the program to get, for instance, the expected trans-
ferred value, we can use mc expectation/4. The following section shows how we
applied this method to three smart contracts deployed and publicly accessible
on the Ethereum mainnet. The usage of a PLP language makes it possible to
test the smart contract without deploying it into a test net. Moreover, a logical
language for smart contracts makes the contract simpler and easier to debug.

5 Experiments

To conduct our experiments we modelled three smart contracts written in
Solidity taken from Etherscan. In the experiments, we analyzed a smart con-
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tract for transferring tokens, one for a Ponzi scheme and one of a gambling
game. All the experiments are conducted on a cluster3 with Intel R© Xeon R©

E5-2630v3 running at 2.40 GHz. The execution time is computed using the
built-in SWI-Prolog predicate statistics/2 and the memory usage is the value
maxresident computed using GNU Time4. For each experiment, we used the
predicate mc expectation/4, available in cplint, with 1000 samples.

5.1 Transfer

In this example we model a scenario where N users trade (burn or transfer) a
certain amount of tokens. The functions burn and transfer are taken from the
code stored at the address 0xB8c77482e45F1F44dE1745F52C74426C631bDD52 on
the Ethereum mainnet. Each user starts with 100 tokens. We want to know,
for example, how many transfers are needed to produce a situation where a
single user has more than 180 tokens. Those two values have been chosen just
to demonstrate the process. Transfers among users are done in a random way
with the transferred amount uniformly distributed between 1 and 10. Moreover,
we include a small probability (5%) that, instead of trading tokens, the user will
burn tokens. In Table 1 we show the relation between number of users, execution
time of the experiments, memory usage and expected number of transactions.
As expected, the number of transfers needed to create a situation in which a user
has more than a certain number (180 for this experiment) of tokens increases as
the number of users increases.

Table 1. Details for the transfer experiment (Subsect. 5.1).

# of users Time (s) Memory (Mb) Expected value

5 1.643 52.744 192.724

25 8.717 102.924 421.516

50 23.431 155.636 661.514

75 44.172 202.428 874.234

100 71.367 246.136 1071.335

125 101.48 285.208 1249.186

150 140.116 327.488 1441.242

Consider now the transfer function shown in Listing 1.1. The second line
checks that the sender of the tokens is different from the receiver. However,
in some real-world examples5, due to coding errors, this check is not present,
causing the generation of unexpected extra tokens. The method proposed in this

3 http://www.fe.infn.it/coka/doku.php?id=start.
4 https://www.gnu.org/software/time/.
5 https://gist.github.com/loiluu/0363070e1bada977f6192c8e78348438.

http://www.fe.infn.it/coka/doku.php?id=start
https://www.gnu.org/software/time/
https://gist.github.com/loiluu/0363070e1bada977f6192c8e78348438
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paper is also suitable to spot bugs and coding errors of this type. For modelling
this situation, we run the previous experiment but this time we compute the
expected value of all circulating tokens, represented as the sum of the balances
of all the participants. In every run, the program chooses two random (possibly
the same) users from the user’s list and performs a transfer of tokens between
them. As expected, the number of circulating tokens exceeds the initial amount.
The results are presented in Table 2.

Table 2. Details for the transfer experiment (Subsect. 5.1) with bug.

# of users Time (s) Memory (Mb) Initial amount Final amount

5 0.755 33.324 500 627.262

25 4.967 95.996 2500 2592.483

50 12.834 154.196 5000 5077.37

75 23.828 204.036 7500 7568.241

100 37.663 253.204 10000 10064.181

125 53.451 294.352 125000 12561.246

150 72.883 344.072 150000 15058.114

5.2 Ponzi Scheme

The boost of blockchain adoption in the last years caused a massive number of
smart contracts being issued. In [7] and [28] the authors identify and analyze
a huge number of Ponzi schemes deployed in the Bitcoin blockchain. In [6] the
analysis was extended to the Ethereum blockchain.

A Ponzi scheme is a financial fraud that promises a high return of the
investment: the profit increases as long as the number of people involved in
the schema increases. However, this type of business model, and in particular
pyramid schemes, a variant of Ponzi scheme, quickly become unsustainable due
to the need of constant increase in participants to be profitable. Probability mod-
els in these cases are fundamental for analyzing the expected reward (payoff)
and avoid being cheated.

For this experiment, we collect the code for a well-known pyramid schema
called Rubixi, stored at 0xe82719202e5965Cf5D9B6673B7503a3b92DE20be. This
code is often used to show a critical vulnerability of smart contracts which allow
anyone to become the owner of the contract and withdraw the collected fees
[2]. In this experiment we ignore this problem as it is out of the scope of this
example. The logic of Rubixi is simple: a user can send some Ether, at least 1,
to the contract through the fallback function. When receiving of the amount,
the contract collects the Ether, adds the new participant to the participants
list and redistributes the accumulated value to the other participants if certain
conditions are met. Several considerations can be done for this contract. For
instance: what is the amount of collected fees in a certain amount of time?
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What is the number of participants we have to wait for receiving a payment?
We modelled the contract in order to answer the second question supposing
that users will send an amount of tokens to the contract uniformly distributed
between 0.9 and 2, since we consider also a situation where a user sends an
amount less than the minimum required. In this case the amount is only added
to the collected fees but the participant is not considered. Our results are shown
in Table 3.

Table 3. Details for the Ponzi scheme experiment (Subsect. 5.2). The last column
relates the number of users to the amount of reward distributed. For instance, the fifth
user entering the scheme has to wait 13 additional people to enter the schema before
getting paid.

# of users Time (s) Memory (Mb) # of users to wait

5 0.159 13.384 13.783

50 1.997 37.232 69.814

100 6.111 59.384 111.138

150 12.681 85.768 152.868

200 22.051 113.436 194.760

300 50.852 174.420 278.393

400 92.934 225.832 361.172

5.3 Gambling

According to the DappRadar website, in April 2020, 5 out of 10 most used dApps
(web applications with the logic implemented on a smart contract) are gambling
games. In this section we analyse a smart contract implementing a gambling plat-
form stored at the address 0x999999C60566e0a78DF17F71886333E1dACE0BAE of
the Ethereum mainnet. It allows a player to bet on several games such as dice,
roulette or poker. The outcome is computed considering several payout masks.
Randomization is obtained using a commit value, externally generated, provided
as input to the bet, combined with other values. The experiments were con-
ducted simulating a player betting on the outcome of a single die an amount
distributed with a Poisson distribution with several values of mean, and trans-
action fees uniformly distributed between 0.07 and 0.2 Finney (1 Finney = 10−3

Ether), according to the data taken from BitInfoCharts6. The results obtained
are shown in Fig. 1 and Table 4. As expected, the expected payout decreases in
relation to the bet amount and the number of trials.

6 https://bitinfocharts.com/ethereum/.

https://bitinfocharts.com/ethereum/
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Fig. 1. Graph showing the expected payout of consecutive number of trials. λ represents
the mean of the Poisson distribution.

Table 4. Resource usage for the Gambling experiment (Subsect. 5.3) with λ = 150.

# of trials Time (s) Memory (Mb)

5 0.517 9.344

50 4.890 11.016

100 8.757 18.924

150 12.938 28.22

200 17.439 27.076

300 27.011 143.896

400 37.437 201.996

6 Conclusions

In this paper we show that Probabilistic Logic Programming (PLP) can be
applied to quantitatively model the behavior of smart contracts. We proposed an
approach to translate smart contracts into probabilistic logic programs, indepen-
dently from the contract language used, and we modelled three smart contracts
taken from the Ethereum mainnet (i.e., Transfer, Ponzi Scheme and Gambling)
in PLP.

Most of the literature about smart contracts is focused on vulnerability anal-
ysis and bug detection. There is a lot of work in the literature about automatic
verification of smart contracts written using Solidity. For example, in [17] the
authors used static analysis tools to automatically find bugs. Another approach
can be found in [15] where symbolic model checking has been used. In [13] the
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Ethereum Virtual Machine has been defined in a language that can be compiled
and understood by theorem provers in order to check some safety properties.
All these methods perform well in finding bugs but do not return a quantitative
impact of a bug in the contract (for instance, the number of tokens lost). An
approach similar to the one proposed in this paper can be found in [8] where the
authors developed their own framework to extract some utility values based on
game theoretic considerations. Differently from them we focus on Probabilistic
Logic Programming and for the experiments we rely on existing and well-studied
tools instead of developing a new framework, taking advantage from the expres-
siveness of PLP and its underlying inference system. Moreover, our experiments
can be performed using cplint on SWISH7 [23] accessible through a web browser.

A natural extension of our work could be developing a tool that automatically
translates smart contracts into probabilistic logic programs to analyse further
examples. Another idea is to extend the analysis including a decision theory app-
roach to select a set of actions to perform in order to maximize a reward value.
An interesting future work could be also to extend the probabilistic analysis to
the blockchain technology, as done in [4], to model several scenarios, such as
congestion of the network. Another future work is the design of a logic-based
smart contract language or architecture, as suggested in [9] and [14] or proba-
bilistic logic-based smart contract to directly allow probabilistic computation to
be performed on the blockchain.
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Abstract. Blockchain architecture can be used to implement highly decentral-
ized electricity markets. The usage of smart contracts technology allows for fast,
seamless, and reliable transaction settlement. Smart contract resistance to vulner-
abilities is the key factor for functioning and ensuring the credibility of the power
infrastructure.

In this paper, an analysis of some specific risks for smart contracting on
Ethereum blockchain electricity markets is presented. A test set of 60 smart con-
tracts is assembled and checked for vulnerabilities using three publicly available
detection tools. Based on the results the model smart contract is developed and
experimental simulations are conducted for estimating gas expenditure of basic
operations characteristic to electricity auction smart contracts. The conclusions
from the simulations lead to reassuring of a better quality of the smart contract’s
code.

Keywords: Ethereum · Electricity market · Smart contract · Vulnerability

1 Introduction

Issues related to the security of information systems are particularly significant for
business environments due to the importance and value of resources controlled by these
systems. They are also an important field of research for the scientific community.
While the security of traditional information systems is a fairly well-developed matter,
the emergence of new technologies, the use of which has not been fully tested, creates
a further need for in-depth research and analysis. In particular, the presented research
is focused on the Ethereum blockchain and smart contracts technologies employed to
manage energy infrastructure.

In a recent couple of years, i.e. since the popularization of the idea of smart contracts,
a whole series of works on the security of this type of software were produced. More
and more potential vulnerabilities and threats are also known. The importance of this
topic has increased when the first successful attacks started [1]. Those attacks made the
public aware that the significant real value is at stake.
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Much theoretical and practical work has been done since then to ensure increased
safety. An example of practical actions include improvements in the EVM construction
and changes to the Solidity language. Nevertheless, the research area remains open.
New threats will certainly be discovered. This is due, for example, to the fact that the
blockchain infrastructure and programming languages in which smart contracts are cre-
ated are currently being intensively developed. It is alsoworth noting that newblockchain
platforms offering the possibility of performing logical operations in conjunction with
transactions, especially Turing-complete, are constantly emerging [2].

2 Research Workflow

The presented research is based on the three-factor approach. First, a critical literature
review is done to identify potential threats in blockchain-based projects related to the
electricity sector. Second, the evidence from the experimental analysis of smart contracts
gathered and organized using third-party tools. The test set of selected contracts results
from the first part of the study, their characteristics are described in detail in Sect. 5.1.
Third, an analysis of excess gas consumption as certain vulnerability category of smart
contracts in electricity sector applications is performed using a specially developed smart
contract. The experimental setting is the effect of an analysis and conclusions drawn from
the second part of the research.

The ordered steps of the study and their relation to the sections of the paper (numbers
in brackets) are shown on Fig. 1.

Test set assembly (5.1) Vulnerability analysis
(5.2, 5.3) 

Energy contract security 
modelling (5.3) 

Experimental contract 
development (6.1) 

Conducting experiments
(6.2) Conclusions (7)

Fig. 1. The research workflow

3 Initiatives for Peer-to-Peer Electricity Markets

In the section a short summary of the idea and the most notable projects related to
creation of a P2P (peer-to-peer) energy markets are given.
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A smart grid is a utility grid that includes a variety of elements such as smart meters,
smart appliances, multiple inputs, and output facilities with the ability to balance itself
both at the micro and macro scale. The future of a utility grid involves the process of
creating a hybrid with the original infrastructure. It means that the basic grid is enriched
with the means of exchanging information between grid nodes, as well as the nodes
themselves must have at least the functionality to monitor their internal state.

Early ideas of connecting the smart grids with blockchain infrastructure have
emerged in 2016 and were developed a year later [3, 4]. Some small projects have been
carried out so far, but scholars omit the impact of blockchain architecture on grid secu-
rity. In our opinion, the research on the implication of blockchain security characteristics
applied to the smart grid solutions is an important challenge.

A very extensive analysis of energy sector blockchain projects has been presented
in [5]. Two related solutions are offered in [6] that are named Pando and Exergy. Pando
enables utilities and retailers to introduce an energy marketplace. All the members of
the community can trade energy. The exchange allows achieving of consumers’ goals
as well as maximizes community energy utility. The application is simply deployable,
highly extensible, and flexible.

Another offering [7] of the blockchain-based open-source and customizable energy
exchange. The company develops the D3E energy exchange engine which may be used
by communities and other platforms. The exchange is designed with an emphasis on
supporting environmental protection and green energy production.

3.1 Threats

There exist also a resemblance regarding the safety of energy applications is with the
Internet of Things. Some of the home appliances that allow measuring or controlling
power consumption are treated as specific IoT components. Two types of issues are
crucial both for IoT and smart grids which are security and privacy issues [8].

4 Related Works

Currently, only a very limited number of works is devoted to the security of electricity
sector-related blockchain applications. The early papers that deal with the issue of smart
contracts security are dated back in the year 2016. Then, the first attempts to formally
verify the soundness of the code were proposed [9]. Additionally, a survey on Ethrerum
attacks has been conducted [10]. It was an important milestone as on the one hand, it
raised the problem of the growing number of security incidents related to the network
and on the other hand, it showed that the whole blockchain construction deals with the
whole typology of potential vulnerabilities.

In 2017 another incident after DAOHack took place. It was the Paritywallet security-
hole. It was analyzed among others by [11]. The gas cost analysis of running smart
contracts is made in [12]. The authors identify 7 gas-costly patterns and group them
into 2 categories. They also propose and develop GASPER, a new tool for automatically
locating gas-costly patterns by analyzing smart contracts’ bytecodes. Their results show
that some of the patterns are widespread within the smart contracts population. The issue
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of consuming gas is vital as it leads most of the developers to the introduction of the
code neglecting the quality and security requirements.

In [13] blockchain is leveraged to a platform that facilitates trustworthy data prove-
nance collection, verification, and management. The system utilizes smart contracts and
is secure as long as the majority of the participants are honest. The last condition is the
general requirement for any blockchain setting. The paper of [14] presents a novel way
to permit miners and validators to execute smart contracts in parallel. It shows that a
speedup of 1.33× can be obtained for miners and 1.69× for validators with just three
concurrent threads. This kind of research introduces major innovation to smart contract
engines. On the other hand, the decentralized and parallelized platforms are to be even
more vulnerable. Especially, on the account of more complicated code and unpredictable
effects.

The article [15] is a systematic study of the main topics addressed in conducted
researches (metanalysis) that are related to smart contracts. It shows that there are four
main streamsof topics. These key issues are codifying, security, privacy, andperformance
issues. The texts that dealt with these groups of problems consisted of 67% of analyzed
papers. This result is vital as it highlights the crucial aspects of smart contract safety.

The problem of information privacy in the context of blockchain and smart contracts
is also tackled in the [16] text.

5 Vulnerabilities Analysis Results

In this section the analysis of available Solidity source code of projects created to work
within the energy sector is presented. The general characteristics of the test set is given.
The specific results of vulnerabilities detected are presented as well.

5.1 Test Set and Tools

The test set included 6 applications together with 60 smart contracts. These are all the
thematically related projects identified on the basis of related works and projects review
that were available as open-source. The overall number of lines of code is 4 978 and
the source lines of code (SLOC) equivalent totals 4 121. All the source codes were
generated between January 2018 and November 2019. The details about the test set
items are presented in Table 1.

The work of [17] presented the survey of existing tools for supporting the develop-
ment of secure smart contracts and analysis of smart contracts. As there are quite a num-
ber of different tools with various capabilities, the tools we have chosen were based on
public availability, and the ability to detect differentiated security issues. They were pos-
itively assessed and have advantages that include a rich library of known vulnerabilities,
threats categorization, as well as an associated knowledge base.

5.2 SmartCheck

In the preliminary research we acquired all analysis tools described in the literature.
We rejected these that were outdated or out-of-order. Out of the three working tools the
SmartCheck provides the most advanced results.
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Table 1. Test set characteristics

Application Name Latest version date Number of files Number of
contracts

External
libraries

Carbos 08/04/2019 6 6 0

SunContract 27/11/2019 2 8 0

Grid+ 20/12/2018 7 7 0

GoGreenContract 19/02/2019 1 2 0

WePowerNetwork 28/01/2018 19 22 1

HivePower 18/05/2018 17 15 2

TOTAL 52 60 3

The SmartCheck [18] tool has been used to extensively test the smart contracts for
potential threats. The tool is capable of indicating an impressive list of known vulner-
abilities from numerous categories. It also warns about improper programming prac-
tices resulting in poor code quality. It is available online which makes the analysis a
straightforward task. This tool is described in detail in [19].

The statistics obtained from the performed analysis are collected in Table 2. The table
also shows the severity levels of the detected code malpractices. The total errors column
shows the number of problems identified by the tool. The errors per SLOC is the result of
our own calculations based on the total errors values. The severity categorization comes
from the analysis tool with little downgrade adjustment of less critical malpractices.

Table 2. SmartCheck analysis results

Application Name Total errors Errors per SLOC Severity 1 Severity 2 Severity 3

Carbos 22 0,06 21 1 0

SunContract 156 0,43 154 2 0

Grid+ 216 0,38 216 0 0

GoGreenContract 13 0,10 13 0 0

WePowerNetwork 208 0,11 203 4 1

HivePower 90 0,11 89 0 1

TOTAL 705 696 7 2

In Fig. 2 the relations between the number of code lines and the number of detected
malpractices are presented. Markers on the graph represent singled code files. The data
reflects the information presented in Table 2. It is shown with more details because in the
figure the files are the errors aggregation level instead of the whole projects. The graph
reveals that frequently there is a visible linear relation between the length of the contract
code and potential programmer mistakes. The inclinations of the lines are different for
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particular applications. It may reflect different backgrounds, experiences, and levels of
programmers as well as expose their coding habits and style. These habits and style
approaches may not always be best suited for the Solidity and the way of recommended
contract construction.

Fig. 2. The relation between the number of code lines and the number of detected flaws
(SmartCheck)

The major part of detected issues, marked as low severity level (1), is related to
bad coding practices and is easily remedied by following SmartCheck knowledge base
recommendations.

The high (3) and middle (2) severity level vulnerability categories, as well as low-
level issues (per SmartCheck) which are related to increased consumption of gas, as this
is an important aspect for efficient electricity trading mechanism implementation, are
presented in Fig. 3.

5.3 Other Tools and Conclusions from the Empirical Contracts Testing

Maian [20] is another publicly available tool that may be used to analyze the security of
Solidity contracts. Unlike the SmartCheck it is not accessible online. Moreover, it seems
that it is no longer maintained. It is able to recognize three types of code vulnerabilities.
The three types of threats are related to the potential behavior of the contracts in the event
of some extreme situations. These types are greediness, suicidality, and prodigality.
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Fig. 3. Frequency of high-middle severity and low severity level vulnerabilities with increased
gas consumption as detected per SmartCheck

As mentioned, the tool is no longer actively developed. Nevertheless, its code is
open-sourced. As part of our study, we managed to fix the tool code and arrange the
inconsistencies related to the changes in the Solidity aswell as EthereumVirtualMachine
(EVM) revisions. Moreover, we extended the functionality to automatically detect the
Solidity version in order to use the appropriate compiler (solc).

The results of the tool are uniform yet disappointing. Throughout the analysis of the
whole set mentioned in Sect. 5.1 the behavior of only one contract has been identified
as greedy (Grid +). No other vulnerabilities were discovered.

A similar situation is with the Oyente [21] tool. The trials with this tool brought no
significant results.

Wemanaged to make several important insights resulting from the analysis of results
obtained during the process described in Sect. 5.2. The main points include:

• the catalog of statistically most significant vulnerabilities evolves due to common
knowledge, EVM improvements, and programmers’ maturity.

• As a consequence, the severity of the security vulnerabilities and programming errors
change in time due to such factors as programmers’ consciousness of the threats,
general skills, and knowledge level as well as the development stage of the Ethereum
network.

• Aside from solving the major vulnerability issues (marked as severity levels 2 and
3), which were not frequent cases, the other most relevant cases for improvement are
with code using loops with arrays or mapping types and in consequence resulting in
the unpredictable expenditure of gas.

• Contracts with loops do have another aspect of risk to consider, and this is especially
important for P2P electricity trading in auctions: running such contracts potentially
might cost huge amounts of gas, however, transactions with high gas expenditure are
less likely to be picked by miners and included in a block, and this certainly could
hinder smooth operation of an auction.
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• In consequence, the provisioning and reception of the energy might be perturbed
which may be dangerous both to the consumers and the infrastructure itself.

The identified aspects allow the construction of another experiment that will be
described in Sect. 6.

6 Electricity Trading Contracts Security and EVM Gas
Consumption

6.1 Experiment Description

A special smart contract was developed for the experiment. The creation of a model
smart contract is a rational step as the experiment was to give the explanation for a
general category of typical energy sector smart contracts. None of the contracts from
the test set exemplified the expected properties of the whole category. Additionally,
working on a specifically designed source code allows for greater flexibility in con-
ducting experiments. The designed smart contract has several features to resemble the
simplest operations of electricity market auction. This means looping through records
with energy amounts and its prices provided for trading and updating energy amount
values. Cryptocurrency transactions were not considered.

Although loops are generally advised to be avoided in smart contract code altogether,
practical auction implementation is hardly achievable without using them. Besides, such
design allows measuring gas consumption with a certain amount of iterations and esti-
mate the influence of recommended fixes for two vulnerabilities “extra gas consumption”
and “costly loop” on gas cost. This, in turn, allows comparing obtained values with aver-
age transaction gas expenditure with the aim to estimate how many participant records
could be operated upon with reasonable gas consumption.

The average gas cost per transaction was calculated based on bitinfo.com real-time
data (Table 3) and block gas limit on the Ethereum network which is very close to
10 000 000.

Table 3. Average gas expenditure per transaction on the Ethereum network (bitinfocharts.com,
2020-04-28).

Transactions avg. per
hour

Blocks avg. per hour Transactions avg. per
block

Gas avg. per
transaction

35 505 271 131 76 327

The following data structures were used for keeping market participant data: array
of participant addresses which will be used to iterate through all participant records
and mapping from addresses to struct type elements with energy amount and energy
price values. Test data was generated for a number of participant records using integer
numbers as a basis for conversion to address type and for amount and price values.
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6.2 Obtained Results

Within the experiment, 2 types of test were conducted:

1. Estimating gas expenditure of reading operations, where 3 values are read for each
participant in each loop iteration: one value from address array and two values,
amount and price, from corresponding struct elements.

2. Same as above with the addition of updating amount value. Iteration count was
chosen for reaching gas expenditure close to average transaction gas expenditure.
A transaction basis fee of 21 000 gas is included in each measurement.

The test results are presented in Fig. 4 and Fig. 5.

Fig. 4. Gas expenditure of reading operations

Figure 4 Displays the gas expenditure of reading operations. Three variants of
stopping the loop were used:

1. based on array length value – bad practice and “extra gas consumption” category by
SmartCheck,

2. based on local variable value to which array length value was copied (recommenda-
tion of how to improve over the first variant),

3. iteration limit set through function parameter as additional loop end condition; lim-
iting loop iterations to known number is the recommendation of how to safeguard
against the “costly loop” vulnerability category by SmartCheck.

It is evident from the obtained results, that checking of local variable value in the
loop condition does decrease gas expenditure as compared to checking array length
value, and saving accumulates with more iterations. Checking for iteration limit as an
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Fig. 5. Gas expenditure of reading and updating operations

additional loop condition only slightly increases gas expenditure as compared to less
costly options from the first and the second.

Reading and updating records’ values was done with two variants of stopping the
loop: known number of iterations by checking local variable value and adding additional
loop condition to limit iteration number. The results are represented in Fig. 5. The differ-
ence in the gas expenditure of both variants is negligible. However, for reaching average
transaction gas expenditure, less than 10 reading and updating operation iterations can
be performed as compared to performing only reading operations. In case there is a need
for more operations in each loop iteration, the gas expenditure would be accordingly
higher which means average transaction gas expenditure would be reached with an even
lower number of iterations.

7 Conclusions

Checking for smart contract vulnerabilities and risks is not a trivial task, because there
are few publicly available tools and most of them have very limited or very specific
capabilities.

In this work, we explored three tools, SmartCheck, Oyente, andMayan. By testing 60
smart contracts of 6 projects dedicated to the electricity sector, 706 vulnerability issues,
and coding malpractices were found, 705 of them were detected by SmartCheck, 1 by
Mayan, while Oyente bore no results. In addition, SmartCheck provided a three-level
severity classification of flaws. As the major part of issues were low level, easily fixable,
and were more as bad coding practice than the actual threat they were not included for
further consideration. The results allowed creating a model contract source code that
was used to estimate gas usage of two cases from low severity level (as categorized by
SmartCheck), which concern high gas expenditure.
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Developers should be aware of gas usage when designing smart contracts for
Ethereum platform with special care when writing the code, where using loops is
inevitable, and follow the recommended practice, because not having control of loop
iteration number may result in gas overuse.

Using smart contracts for power auction trading is limited on the Ethereum
blockchain network in terms of a feasible number of participating members. From
experiment results, we can conclude, that electricity auction would be more suitable
for trading between a small number of agents (~10) than between prosumers, whose
number would be certainly far greater, in which case transaction gas expenditure can
reach levels which may not be attractive for miners to include in their blocks. Conse-
quently, auction performance may not be in line with expectancy, and some more costly
in terms of gas usage transactions may stall leading to unpredictable negative effects in
the grid. Another important aspect is that the number of independent electricity providers
for EU counties is rising due to the liberalization of the electricity market. For example,
in Lithuania, it is 4 (households) and 11 (B2B) operators [22]. The numbers correspond
well to the mentioned above number of agents.

Once the Ethereum blockchain will change the consensus protocol from Proof of
Work to Proof of Stake, the effective number of electricitymarketmembers could change
significantly, and new evaluation will be needed.
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Abstract. The paper reviews different approaches to implementation of the cen-
tral bank digital currencies (CBDC). Retail as well as wholesale CBDC are
reviewed. Implications for the domestic and cross-border usage are analyzed.
Based on the theoretical assumptions and practical cases available so far, different
implementation models are classified and graded. The analysis shows that dif-
ferent CBDC implementation models for might require different level of central
bank involvement and various impact on monetary policy. It also indicates that
although significant adaptation of governance and technical procedures might be
required, retail and wholesale CBDC may increase efficiency of the current pay-
ment systems, ensure higher transparency and availability of payments. However,
for jurisdictions with limited payment infrastructure the costs of implementing
CBDC might be prohibitive.

Keywords: CBDC · Central bank digital currency · Payments · Correspondent
banking ·Monetary policy

1 Introduction

In recent years, digital technologies are increasingly used in financial markets around
the world. The emergence of virtual currencies, stablecoins, digital tokens that act as
payment medium, equity or debt instruments based on the distributed ledger technology
(distributed ledger technology - DLT) created a new class of assets: crypto-assets or
digital financial assets (virtual assets). This made monetary regulators face two major
problems. First, they need to develop an optimal regulatory approach to these new digital
assets; secondly, there is an aspiration to useDLTby the central banks, tomaintain control
over the money supply and also improve the efficiency and integrity of the monetary and
payment systems.

Currently, there are many ways how central banks can use DLT: from optimizing
settlements on the securities market to issuing bonds and managing their circulation;
however, one of the key areas ofDLT implementation is issuing digital currencies (central
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bank digital currencies - CBDC) and using them for national payment systems and
cross-border payments.

CBDCs are interesting not only because of the newways to improve the effectiveness
of existing monetary and payment systems, but because of the concerns of central banks
and international financial institutions such as International Monetary Fund, Bank for
international settlements and others regarding the stability of the national monetary
systems and the future of central bank money.

That is why it is crucial to assess relevance of issuing central bank digital currencies,
understand their forms, and economic implications. The purpose of this article is to
determine the possible forms of central bank digital currencies and identify scenarios
of their integration in modern monetary and payment system. This paper is structured
as follows: first, we classify and identify key features of digital currencies, secondly we
explore howCBDC can be integrated in themodernmonetary system and their economic
effects, thirdly, we make a comparative analysis of different CBDC models.

2 Interpretation of Digital Currencies and Their Classification

There is no universally accepted definition of central banks digital currencies due to the
different concepts they are based on. In a general sense, central bank digital currency can
be defined as electronic obligation of a central bank, expressed in the national accounts
unit and used as a medium of exchange and a mean of storing value. Central bank digital
currencies should be viewed as a new form of central bank money different from cash
or money on reserve and settlement accounts at the central bank. Digital currencies are
also different from deposits in credit institutions, although both are stored in electronic
form. Moreover, although the same technologies can be used, CBDCs are different from
virtual currencies.

Central bank digital currencies have a lot more in common with cash or reserve
balances of central bank than bank deposits or virtual currencies. The key features are:
1) status of issuer as a centralized regulator and last-line lender; 2) the ability of an issuer
to regulate procedures and conditions of issuing digital currency; 3) role of an issuer in
controlling volume of digital currency. Thus, digital currencies should be identified as a
new form of central banks money, which may take middle position between other forms
of central banks money, because digital currency can be as universally accepted as cash
and, at the same time, be stored in electronic form as money balances on reserve and
settlement accounts in central bank.

Currently, there are two basic approaches to issuing central bank digital currency:

• for retail general payments – (R-CBDC);
• for wholesale payments – (W-CBDC).

Technologically, digital currencies can be token-based or account-based. A key dif-
ference between them is the form of authentication required for initiating a transac-
tion. Token-based CBDC would require that the payee verifies the validity of a token.
This should prevent parties from falsification and double spending. On the other hand,
account-based CBDC require identification and authentication of the account holder
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identity. Account-based CBDC system needs to be protected from personal data theft,
because access to these data would allow attackers to obtain unrestricted access to funds
as well.

3 Key Characteristics of Digital Currencies

Issuing technology. Most virtual currencies are issued and transferred over open
blockchain. Such tokens are issued in a peer-to-peer networks that have no clearly
identifiable issuer. New units of virtual currency are usually issued through mining,
forging, or other method. However, in case of retail central bank digital currencies, pri-
vate blockchain is more preferable, as this would allow central bank to control process
of issuing and manage money supply. Therefore, central bank will have to choose tech-
nology that would balance ability to control monetary supply, maintaining an acceptable
level of anonymity and ensuring a low transactional cost for its users.

Method of storing currency. In most cases, when digital currencies are issued for
retail payments in form of digital tokens, personal electronic wallets act as a storage
device. However, funds can also be stored in the accounts opened directly in a central
bank. In case of wholesale digital currencies, they can be stored as tokens in accounts
opened by the banks in a central bank.

Degree of anonymity. Token-based CBDCs can provide different degrees of
anonymity similar to virtual currencies. Key challenge is defining acceptable level of
anonymity that would balance risks of money laundering, terrorist financing and user
privacy, which is not an easy task [2, pp. 126–148].

Settlement mechanism. Cash is transferred directly from one person to another, the
settlement is final when cash changes hands. Funds stored in accounts at a central bank
are transferred via central bank which acts as an intermediary, transfer is final only after
the funds are transferred to the payee account. In this regard, retail central bank digital
currency will most likely, also have to provide for direct transfer analogous to cash. The
only difference is that such digital currency will be transferred using electronic value
storage devices. In case of wholesale central bank digital currencies, they will most
likely be transferred through direct intermediation of central bank or commercial banks.

Method of integration in monetary system. Digital currencies for retail payments
can be implemented in a monetary system in three ways. First, as a replacement for
cash (digital currencies will replace cash as a legal means of payment). Secondly, as
an addition to cash while cash remains in circulation (competition with non-cash pay-
ment systems). Third, as a monetary form having parallel circulation on par with cash
(competition with deposits in commercial banks) [8, pp. 157–158]. Wholesale digital
currencies settlements can be integrated with the existing payment system in two ways.
Either in parallel with traditional cross-border RTGS systems, based on SWIFT and CLS
currency settlements or as a substitute for traditional settlements based on correspondent
bank accounts.

Access to funds. Currently, access to traditional forms of central bankmoney, exclud-
ing cash, is limited to the operational hours of central bank payment system and RTGS
systems. In case of retail digital currency central banks will need to provide 24/7/365
access to such funds, while for wholesale digital currency, access can be provided at
certain hours (for example, during hours of operation of wholesale payment systems).
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Interest payments. By analogy with other forms of central bank money, technically,
central banks can provide for payment of interest both on digital tokens and on funds
in accounts. A positive interest rate (for example, applying a fixed percentage below
the key rate or differentiating interest depending on the amount of funds in account) on
central bank digital currency can help build the demand for digital currency, especially
at the stage of their initial integration into monetary system, and stimulate competition
with deposits of credit institutions [3, p. 6].

4 Scenarios for Integrating R - CBDC into a Current Monetary
System

Based on the analysis of different approaches to issuing digital currencies, three main
ways to integrateR-CBDC intomodernmonetary and payment systems can be identified:
1) as substitute for cash; 2) as supplement to cash; 3) in parallel with cash (Table 1).

Table 1. Digital currency integration scenarios for retail payments

The method of
integration

Description of
integration
scenario

Advantages of
digital currency

Impact on the
monetary
system

Impact on the
central bank
monetary policy

1. Replacement
of cash
(competition
and
substitution of
cash in
circulation)

Transition from
cash to central
bank digital
currency

Ease of usage
and possible
anonymity in
payments

CBDC is
included in M0
aggregate

Insignificant

2. Addition to
cash
(competition
with payment
systems)

Outflow of funds
from current
accounts to
central bank
digital currency

Ease of usage
and increased
stability of
payment
systems

Possible effect
on the structure
of components
in the M1
aggregate

Significant:
increased role of
central bank in
payment systems
market

3. Parallel
circulation
with cash
(competition
with deposits
in commercial
banks)

Outflow of funds
from deposits to
central bank
digital currency

Ease of
usage when
paying, as well
as the possible
accrual of
interest

Possible impact
on both the
structure and
volume of the
components in
the M1 and M2
aggregates

Significant:
change in
liabilities of
central bank and
commercial
banks

Source: compiled by the authors on: [6, p. 16]; [7, p. 94]

As seen from Table 1, depending on the form and method of integrating digital
currencies into monetary system, digital currencies can have different effects on the
activities of a central bank. In case of cash replacement, effect on central bank monetary
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policywill not be significant, as this will only result in replacement of general component
of M0. A more significant effect will be observed when digital currencies will be issued
in addition to cash or have parallel circulation. This is the case of e-yuan which is being
piloted in some Chinese regions since May 2020: based on the reports so far, this is a
token-based R-CBDC that will be distributed via large banks. E-yuan will also support
offline transactions, thus acting as a cash substitute in retail transactions [5]. However,
technical features of the project might change during the pilot, therefore, it is too early
to make any conclusions on e-yuan effects on the national monetary system.

5 W-CBDC Integration Scenarios into a Modern Payment System

W-CBDC integration scenarios into a modern payment system are the most compli-
cated from a technological point of view. While digital currencies for retail payments
are designed primarily to replace cash settlements, wholesale digital currencies can
potentially replace traditional mechanisms of cross-border settlements through corre-
spondent accounts as well as RTGS-systems based on SWIFT messages and currency
CLS settlements (Table 2).

Table 2. W-CBDC features: governance structure

1. Governance structure

Model 1. W-CBDC • Central governance body will be required to manage the W-CBDC system
• Management challenges will be proportionate to the number of participants and coordination costsModel 2. W-CBDC

Model 3. W-CBDC
(U-W-CBDC)

• Two governance bodies will be required: first, for the U-W-CBDC conversion and for W-CBDC;
• Coordination between all the stakeholders will be required

Sources: based on: [4, 9].

There are 5 main functional problems of cross-border payments that can steer to
implementation of W-CBDC: 1) different operating hours of RTGS systems and banks
in different jurisdictions and time zones; 2) relying on numerous intermediaries (with
corresponding costs) for cross-border payments and settlements; 3) lack of unified,
agreed payment standards (technical and operational) and regulatory requirements in
different jurisdictions; 4) lack of a standardized notification features about status of
payments in general payment messaging network used by banks; 5) problems associated
with outdated payment infrastructure in networks, central banks and commercial banks.

Introduction ofW-CBDCmay solve problems of a centralized settlement infrastruc-
ture based on RTGS and currency CLS settlements [1, p. 53–65]. W-CBDC systems can
make wholesale payments more accessible and traceable, and integration of new mes-
saging standards in digital currency system can lead to large-scale changes in settlement
systems. However, these problems cannot be solved byW-CBDC alone. Asmentioned in
research papers, W-CBDC is likely to be implemented un parallel with traditional mech-
anisms of RTGS-based interstate settlements. Hence, there are three general models of
W-CBDC systems, each of which uses token-based form of central bank obligations to
carry out wholesale interbank payments and settlement operations at international level
(Table 3).
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Table 3. W-CBDC features: role of the central banks

1. Role of the central banks

Model 1. W-CBDC • Central banks will keep their position by providing settlement services
within the jurisdiction

• Scope of central bank powers will need to include setting the rules and
criteria for the financial institutions willing to use W-CBDC

• As the ecosystem grows, central banks might need to perform customer
due diligence for the institutions that want to join the system, thus
leading to potential regulatory risks

Model 2. W-CBDC • Central banks may lose some control over W-CBDC, as compared to
traditional forms of money, because W-CBDC can be used in multiple
jurisdictions

• Scope of central bank powers will need to include setting the rules and
criteria for the financial institutions willing to use W-CBDC

• As the ecosystem grows, central banks might need to perform customer
due diligence for the institutions that want to join the system, thus
leading to potential regulatory risks

• If central banks can trace the issuer of the W-CBDC, they can also
assess the volume of payments made within their jurisdictions

Model 3. W-CBDC
(U-W-CBDC)

• Since the price of U-W-CBDC depends on the currency basket, central
banks may need to be more active in managing exchange rates

• Scope of central bank powers will need to include setting the rules and
criteria for the financial institutions willing to use W-CBDC

• Central banks will need to look into the management and oversight over
the U-W-CBDC exchange house

• This model provides central banks with more information to analyze
the transactions made in a particular jurisdiction

Sources: based on: [4, 9].

5.1 Model 1. System with Non-convertible W-CBDC

Each central bank issues its own digital currencyW-CBDC. Digital currencies are issued
to participating banks in exchange for funds in national currency. Central banks A and
B enter into an agreement that enables participating banks from the same jurisdiction
to maintain a W-CBDC account (digital wallet) in a central bank of other jurisdiction
denominated in currency of that jurisdiction. Other intermediary banks (for example,
bank C1) may also support W-CBDC digital wallets in each jurisdiction. It will be like
token-based version of correspondent banking, where usage of such tokens will allow
central banks to keep full control over money in their jurisdiction (Table 4).

5.2 Model 2. System with Convertible W-CBDC

Central banksAandB sign an agreement that allows participating banks in both countries
to exchange W-CBDCs issued by central banks of both countries (i.e. W-CBDC tokens
issued by central bank A (W-CBDC-A) can be transferred to the banks in country B,
andW-CBDC tokens, issued by central bank B (W-CBDC-B) can keep banks in country
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Table 4. W-CBDC features: effects on monetary policy and financial markets

1. Effects on monetary policy and financial markets

Model 1. W-CBDC • The role of the central bank will expand, as now they need to
manage the supply in W-CBDC, just as they manage the supply in
cash and non-cash monies

• Intermediary banks that conduct swap transactions in W-CBDC
between the payers and the payees may establish exchange rates
that will make the market makers

Model 2. W-CBDC The role of the central bank will expand, as now they need to manage
the supply in W-CBDC, just as they manage the supply in cash and
non-cash monies

Model 3. (U-W-CBDC)

Sources: based on: [4, 9].

A). Each participating bank supportsW-CBDC accounts (or digital wallets) for different
currencies in a central bank of its jurisdiction to allow receiving digital currencies and
payments in various W-CBDCs in cross-border transactions with other banks.

Conversion of CBDC can be implemented through digital currencies exchange mar-
ket. This W-CBDC model can operate 24/7 in parallel with RTGS for interstate and
cross-border transactions.

5.3 Model 3. W-CBDC with Universal Digital Currency

Some jurisdictions or central banks agree to issue universal digital currency (U-W-
CBDC). This universal currency can be backed by the currency basket issued by the
respective central banks. Universal digital currency can be issued by the special purpose
exchange house, established specifically to issue and buy this universal currency. Conver-
sion of U-W-CBDC will be carried at the exchange rate established by the participating
banks.

Third model seems to be most appropriate to address the challenges in cross-border
settlementsmentioned above.However, large-scale technological, governance and finan-
cial changeswill be required to implement it. Due to the friction between the participating
countries as well as the scale of changes, implementation of U-W-CBDC might take a
lot of time.

Table 5 shows scale of changes that might be associated with different types of
W-CBDC.
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Table 5. W-CBDC features: scale of changes

1. Scale of changes

Model 1. W-CBDC Implementation of this model is more complex than any modification of
the RTGS system, as new W-CBDC will need to be created. However,
less resources will be required than in Models 2 and 3, as digital currency
is used only for domestic transactions

Model 2. W-CBDC This model is more complex than Model 1, as it will require creation of
new system for W-CBDC exchange on the international levels. Central
bank will need to track domestic W-CBDC transactions, cross-border
issuing and redemption

Model 3. W-CBDC
(U-W-CBDC)

This model is the most resource-consuming, as not only domestic
changes will be required but also creation of the exchange house for
U-W-CBDC as well as involvement of multiple jurisdictions

Sources: based on: [4, 9].

6 Conclusions

Based on the analysis, the following conclusions can be made.

1) Introduction of CBDCs may lead to the emergence of new forms of money, dif-
ferent from cash or cashless monies. CBDCs can be used for retail and wholesale
payments. They can be token-based or account-based. The principal features of the
CBDC are: issuing method, storage method, degree of anonymity, settlement mech-
anism, approach to integration into monetary system, availability of funds, accrual
of interest.

2) Introduction of digital currencies both for retail and wholesale payments may have
some benefits for payment and clearing systems. CBDC may provide individuals
with high liquidity, low-risk, convenient and universally accepted mean of payment
(R-CBDC), for the corporate users W-CBDC may provide for faster, transparent
and cheap transfers. However, some central banks, including in South Korea, Japan
and others indicate potential shrinkage of liquidity in a money and stock market,
as well as cyber-risks associated with this innovation. That is why implementation
decisions should take into account comparative value of CBDCs: for R-CBDC with
instant payment systems, for W-CBDC – with RTGS and correspondent systems.

3) We have also found that the effects of the CBDCs on the monetary and payment sys-
tem depend significantly on the approach chosen for their integration. For R-CBDC
the biggest effect can be achieved in case of parallel circulation with traditional cash:
here the demand for cash may subside, as well as transmission effects of the central
bank policies. Introduction of CBDCs may also increase competition between the
banks.

4) In case of W-CBDC, the most significant effect can be achieved by substituting
current RTGS and correspondent cross-border payment systems with the universal
CBDC. We believe that W-CBDC can provide regular 24/7 service, minimize num-
ber of intermediaries, modify payment infrastructure and allow for more coherent
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set of payment standards. However, costs for the countries with limited payment
infrastructure might be prohibitive.

5) In the beginning of 2020 around 80 banks were considering CBDCs. Yet, there is no
operational CBDC system still. From what can be seen, e-Yuan (DCEP) in China
and e-krona in Sweden are the most advanced R-CBDC systems to date, while CAD
coin (Canada), e-SGD (Singapore) are good examples of interoperable cross-border
W-CBDC.

6) At this point it does not seem likely that CBDC will completely substitute current
settlement systems. Therefore, the scenario where two payment systems coexist and
support each other seems more realistic.
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Abstract. The traditional financial system has the ability to facilitate
forensic investigations into crimes relating to financial fraud. The same
cannot be said about the blockchain-based financial system that has
come to exist over the past few years. This financial system does not
tolerate third parties impeding transactions and so presents the problem
of not being able to facilitate investigations. The concept of a blacklist is
considered as a potential solution to this issue, specifically, a blockchain-
centric blacklist. This paper describes the implementation and evaluation
of such a blacklist as a potential solution for facilitating investigations
involving blockchain-based financial systems.

Keywords: Blockchain · Blacklist · Decentralization · Financial crime

1 Introduction

With the advent of Bitcoin and the technology it utilizes, namely blockchain, the
world has seen a shift in the way finance could be conducted across the Internet.
Blockchain technology allows for the transaction of money (in the form of a
cryptocurrency such as Bitcoin) from one peer to another without any third party
governing such transactions. Cryptocurrencies (and the blockchain in general)
are considered to be a fully-inclusive financial infrastructure, accessible to all.
With the belief that approximately 10% of the global gross domestic product
will likely be stored on the blockchain by 2027 [1], it is to be expected that
transactions (such as cashless payments) supported by blockchain technology
will achieve omnipresence.

The inclusive nature of blockchain represents an evolutionary step that pro-
vides organizations with vast potential opportunities. While such a technology
offers an open infrastructure to conduct business, it is unfortunately not without
negative aspects as it can also empower bad actors to perform malicious activ-
ities, due to the little to no authoritative figures (such as governments) present
to oversee matters on a blockchain. This problem leads to the research ques-
tion, namely whether a blacklist of blockchain addresses can be implemented
in order to prevent the transactions of illegally-acquired cryptocurrencies in a
decentralized way.

This research benefitted, in part, from support from the Faculty of Science at the
University of Johannesburg.
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This paper seeks to examine the challenges that the blockchain pose and
proposes a solution for when investigators and law enforcement are tasked
with conducting investigations that involve criminal activities conducted on the
blockchain. The content of this paper is as follows: Sect. 2 will discuss the back-
ground of blockchain technology and the hurdles that have come to exist when
conducting forensic investigations. Section 3 explores existing literature on the
topic, leading to an outline of the model of the proposed solution, in Sect. 4.
Section 5 discusses the specific implementation details of the proposed solution,
Sect. 6 goes over the testing procedure in order to determine whether the solu-
tion indeed solves the problem and Sect. 7 will discuss the results obtained from
testing. Finally the paper finishes with a concluding section in Sect. 8.

2 Background

A blockchain is a sequence of data in the form of blocks and is stored on all
network nodes. This sequence provides the timeline of transactions in a chain-
like form. All blocks are protected from modification by means of cryptography.
More specifically, each block contains a timestamp and the hash value of the
previous block, allowing for verification by the nodes in the peer-to-peer network.
The appending of new blocks can only be done if a consensus is reached among
the network nodes about the correct state of the blockchain. This ensures that
all network nodes have the same correct copy of the blockchain; this is at the
heart of what gives blockchain technology value [2].

Anyone wishing to utilize the blockchain and cryptocurrencies can do so via
software like DApps (distributed applications), exchanges and wallet software. A
distributed application is merely software run on top of a blockchain. Like most
conventional web applications, they utilize services such as back-end software
(smart contracts which are programs residing on the blockchain and govern
business logic), front-end software, data storage and message communication.
DApps can be implemented in different degrees of decentralization. Utilizing as
much of the blockchain as possible will make a given DApp more decentralized.

Exchanges are the gateway between traditional currencies and cryptocurren-
cies as they facilitate the trading of traditional currencies for cryptocurrencies
and vice versa. Exchanges come in two main forms, namely centralized exchanges
and decentralized exchanges. Centralized exchanges are traditional web applica-
tions that host numerous cryptocurrency wallets and facilitate trades between
users. Decentralized exchanges, on the other hand, only use traditional web tech-
nologies for UX/UI components of a given exchange and all other components
are accessed from the blockchain.

Wallets allow for the storage of cryptocurrencies either by using online wallets
(connected to the Internet), desktop wallets or cold storage wallets (completely
offline wallets and considered to be the most secure way to store cryptocurren-
cies).

It is imperative to distinguish pure, public and permissionless blockchains
from pseudo-blockchains (also known as private and permissioned blockchains).
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The focus of this paper is on permissionless blockchains, since this type of
blockchain boasts the most innovation, makes finance all inclusive and conse-
quently poses the unique challenge to forensic investigators and law enforcement.
A permissionless blockchain is a truly peer-to-peer network, in the sense that
participating nodes are all equal, there are no unfair advantages and that all
nodes share the cost of providing network services in return for a mutual benefit
[3]. This equality and openness to participate is a characteristic only inherent in
permissionless blockchains and is referred to as decentralization. The higher the
level of decentralization the more difficult it is to govern a blockchain accord-
ing to one or a small amount of individuals. On the other hand, permissioned
blockchains are ones managed by several organizations, each of which manage
and maintain one or more network nodes. On these blockchains, participants join
the network by means of authorization and form a shareholder alliance with the
mission to cooperatively oversee the operations of the blockchain. Only these
organizations are allowed to read, write, send and record transactions. These
blockchains also have the ability to support supervision [4]. In essence, permis-
sioned blockchains do not provide any advantages over conventional databases.

In traditional finance, financial institutions, which serve as a middle-man
between parties involved in a transaction, would cooperate with investigations
into allegations of financial fraud. A bank, for example, can freeze an account
suspected of illicit activities (such as money laundering) [5]. Similarly, permis-
sioned blockchains also have the ability to cooperate with investigations into
financial fraud and are able to seize transactions if requested by an authority.

Permissionless blockchains, on the other hand, pose the unique challenge of
not being able to collaborate with these investigations due to its high level of
decentralization. This is because it has five characteristics that make it permis-
sionless: it is open, meaning that it is accessible to anyone without authorization;
it is borderless – it could be accessed and utilized globally; it is neutral, in the
sense that the blockchain (being a financial system) can facilitate transactions
without needing to know who the sender or receiver is or for what reason a
payment is made; it is censorship-resistant, so that it is impossible to prohibit
payments from and to a party in the event that such a prohibition is desired,
and finally, it is public, so that everything that happens on the blockchain is dis-
closed to everyone on the network, allowing it to be fully verifiable [6]. Of all five
characteristics, a focus will be placed on neutrality and censorship-resistance.

3 Literature Review

Three instances of a blockchain will be mentioned in this paper, namely The
Ripple-, Ethereum- and Bitcoin blockchains.

An instance of a permissioned blockchain is the Ripple blockchain (its Ripple
token is a cryptocurrency called XRP) which does not have the decentralized
nature of the Bitcoin blockchain. Only a select few “trusted” nodes or validators
operate on the Ripple network and the network is mainly owned by a private
company with the same name. Since gateways can be banks, money service busi-
nesses, exchanges and any other financial institutions, blockchains with links to
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gateways will possess the ability to seize funds upon investigation into suspicious
activity and by the request of law enforcement or regulators [7].

Further to this, the use of centralized exchanges can also be seen as installing
an authority in place capable of seizing funds during investigations. In such
settings, users’ cryptocurrencies are held in wallets hosted on the exchange,
giving the exchange the power to block access to the wallet’s contents. Malicious
actors who are more informed, will therefore know not to store stolen funds on
such platforms, opting rather to store it in a more secure, decentralized form
which they have control over.

As such, this paper will focus only on the purely decentralized implementa-
tions of blockchain such as decentralized exchanges, truly distributed applica-
tions, and secure wallets.

A possible solution to the identified problem exists: by implementing the
concept of a blacklist of addresses. On a blockchain, the role of an address is to
have unique identifying information describing either the source or destination
of a transaction. BitcoinWhosWho.com offers the usage of their API that can
append addresses to a known blacklist of addresses. However, it was found that
this list is simply a list in software and can be queried from websites, but is not
enforceable on the blockchain.

This paper extends the solution by considering the development of a tool
which addresses the aforementioned shortcoming. It is a fact that no party can
prevent specific addresses from sending or receiving Bitcoin and although cryp-
tocurrency exchanges can and indeed prohibit transactions associated with mali-
cious addresses, the Bitcoin protocol remains resistant towards censorship [3].
This is due to how the Bitcoin blockchain works: it operates across several lay-
ers much like the Internet’s protocol stack. It has an application layer (where
DApps, exchanges and wallets reside) that sits on top of other layers; most
importantly, the consensus protocol layer. The blacklist of addresses mentioned
is only respected on the application layer, but on the consensus protocol layer,
no addresses are ever blacklisted and this layer will ultimately allow blacklisted
addresses to perform transactions. This phenomenon is the result of the Bit-
coin blockchain’s consensus algorithm that enforces only changes to the Bitcoin
protocol be made if it is agreed upon by 51% or more of participating network
nodes.

In order to make the proposed solution fully enforceable on the blockchain,
the blacklist would have to be saved and used on the consensus layer. This
is a process that the Ethereum blockchain community had conducted in the
past. The “DAO” smart contract was created on the Ethereum blockchain that
facilitated a crowd-funding and raised approximately $150 million. This contract
contained a bug that allowed a malicious user to steal roughly $60 million. The
Ethereum community decided to effectively “roll back” the Ethereum blockchain
and made the hacker’s funds un-spendable [8]. This is a fullproof way in which
hackers could be prohibited from running off with stolen funds. However, this
decision and follow-through made by the Ethereum community received a lot of
criticism and ultimately could support the case that the Ethereum blockchain
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is in effect a glorified database like the Ripple Blockchain – this is because,
having such a powerful party (here, the Ethereum development community)
strips away the purity of permissionless blockchains and consequently turns it
into a permissioned one. If this were to be a widely accepted solution, blockchain
technology would cease to provide any unique features in the global financial
system. The Bitcoin blockchain has, in its entire time of being online, never
been altered in a way that supports censorship resistance.

Transactions that occur on the Bitcoin blockchain are completely public and
available to anyone for inspection. This will help facilitate forensic investigations.
However, users can make use of services known as mixers or tumblers to make
their transactions completely anonymous. Mixing services allow for the removal
of an audit trail of transactions associated with an address [9]. As with central-
ized exchanges, there also exists centralized mixers that introduce counter-party
risk. these could facilitate forensic investigations since logs could be kept that
track the mapping of a “dirty” address to a “clean” one [10]. It is however the
more decentralized implementations of mixers that pose a challenge to foren-
sic investigation, but these peer-to-peer forms of mixing see their application
in wallet software [10], making it possible to implement the blacklist. On the
Ethereum blockchain, mixing occurs mostly via smart contracts, again making
it trivial to implement a blacklist.

4 Solution Model

The proposed solution will not be a conventional software implementation but
one that is deployed in the form of a smart contract which is enforceable and
respected by all interfaces to the blockchain (DApps, wallets, exchanges, etc.).
A blacklist will serve as a check to see whether a certain address should be
allowed to use a blockchain application. It will allow for anyone connected to the
blockchain to append any other address to the blacklist. This functionality of
allowing any address to append to the blacklist is to ensure that supposed mali-
cious addresses are immediately appended to the blacklist and that no reliance is
made on a supposed victim of such an attack, as this might result in the address
being appended too late.

After addresses are appended to the blacklist, the blacklisted address can
request that the address be removed. After this request is made, a global demo-
cratic vote ensues. Any address connected to the blockchain will have the abil-
ity to vote whether a blacklisted address should remain or be removed from
the blacklist – this happens within a certain time frame after the request for
removal has been made. If a blacklisted address receives more positive votes
than negative, the address is removed from the blacklist, but will remain other-
wise. All blockchain applications that interface with the blacklist contract will
make queries to the blacklist before permitting any sensitive (able to acquire or
spend cryptocurrency) functionality. This serves as a way to impede supposed
criminals from spending their maliciously acquired funds. This functionality of
the blacklist can be seen in Fig. 1.
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Fig. 1. High-level overview of blacklist functionality

5 Implementation Details

The Financial Action Task Force (FATF) is an independent and inter-
governmental entity that enforces laws against illicit activities within the global
financial system [11]. One can look at the standards that they have set for
guidance as to how the blacklist should be implemented. Having said that, the
blacklist functionality will align with these protocols and procedures in terms of
freezing and unfreezing of funds.

The Blacklist’s implementation in the form of a smart contract (a program
that is run on the blockchain) makes it blockchain-centric and consequently
enforceable on the application layer of the blockchain protocol. To realize this, a
smart contract language, namely Solidity, is utilized. For testing and demonstra-
tion purposes (to avoid costs of real money incurred from working with smart
contracts), a local Ethereum blockchain (using Ganache) is deployed.

The blacklist smart contract will involve the following functionality: the abil-
ity to append an address to the blacklist via any address, a means to request
the removal of such an address appended to the blacklist via only the black-
listed address, the ability to vote for such a removal, either for or against via
any address (except the blacklisted address), and finally the capability to remove
the address from the blacklist which will only be successful upon having majority
positive votes.

In order to make the blacklist usable to law enforcements and global voters,
it is integrated into a front-end web application using the React JavaScript web
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framework. Also, in order to connect a web browser to a smart contract, an
interface to the blockchain (also known as a web3 provider) is required. This
is achieved using the MetaMask browser extension and will be connected to
the local blockchain while testing the solution. In a real world application the
blacklist will be implemented to use technologies created by organizations such
as Overledger, which have developed mApps which are smart contracts that are
interoperable across many different blockchains.

6 Testing the Solution

The blacklist contract, along with all the discussed functionality is developed and
deployed to a local blockchain. This smart contract is then integrated with the
front-end web application and interfaced with MetaMask in the Google Chrome
browser. In order to test the functionality, Blacklist’s web application is uti-
lized in addition to testing frameworks. Once a smart contract is deployed to a
blockchain, it remains there forever with the same implementation from incep-
tion; this property is known as immutability and is one of the main traits of
blockchain technology. However, this means that smart contracts cannot be mod-
ified in the event of discovering an exploit. For this reason it is paramount to
ensure that smart contracts are composed correctly and without any bugs. In
Ethereum and the object-orientated Solidity language, this can be achieved by
using the Truffle suite’s testing frameworks – this was carried out in the devel-
opment of the prototype.

Fig. 2. Calling contract subscribing to the blacklist contract

When a smart contract is deployed to the blockchain, it will receive an address
where it resides on the blockchain. For each different instance of a given smart
contract, a different address is given to that smart contract. For the purpose
of the blacklist contract, it is only ever allowed to have one instance, ergo
one address. Thus, this address is the one used in all other interfaces to the
blockchain, including DApps, wallets, exchanges, etc. as the reference to the one
and only blacklist contract.
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In order to further understand the proposed solution, a software design pat-
tern is described. The observer design pattern is realized when an object (the
subject) maintains a list of other objects (observers) that depend on it and auto-
matically notifies these observer objects of any state changes [12]. This is similar
to the interaction between the blacklist contract and any smart contract that
chooses to subscribe (observe) to the blacklist contract. Subscribing smart con-
tracts are notified of any state changes albeit not automatically and only upon
request by the observer smart contracts.

The exclusivity of only having one blacklist instance is achieved in the con-
structor of other contracts (observer contracts). In the observer contracts, a
contract-wide variable (the blacklist contract) is initialized and set, upon deploy-
ing observer contracts. This is done by passing to the constructor of observer
contracts the address of the blacklist (which can be seen in Fig. 2 in which sub-
scribing to the blacklist makes the contract an observer). This gives the observer
contract the ability to reference the blacklist contract for blacklist query func-
tionality. This process was successfully carried out with another completely unre-
lated DApp (the observer contract – a DApp that incentivizes the studying of
theoretical concepts).

Fig. 3. Observer DApp querying the blacklist contract

In order to further test the blacklist contract, the following process occurred:
blacklist queries were inserted into the caller contract at a sensitive function (it
has the ability to pay out cryptocurrency to addresses that can correctly answer
a question.) This can be seen in Fig. 3 where msg.sender represents the address
making the call and answerQuestion() is the sensitive function and within
this function the address is queried (on line 50) to the blacklist and its status
stored in isOnBlacklist. This variable is then used on line 51 to determine
whether the remaining part of answerQuestion() is allowed to be executed.
This prevents addresses from calling these sensitive functions if they have been
blacklisted. These lines of code are what is implemented on all contracts that
want to enforce the blacklist in addition to the previously discussed code, in
calling contracts’ constructors.

7 Results and Discussions

The blacklist exhibits precisely the functionalities desired: one can successfully
append any address to the blacklist and query an address, then receive a negative
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or positive response relating to the status of an address’s membership to the
blacklist.

The sensitive function mentioned earlier was called via an address that is not
on the blacklist and the contract successfully executed the function. This same
address was then appended to the blacklist using the blacklist front-end. In Fig. 4
one can see the affirmation of the address’s membership to the blacklist. After
this, the newly blacklisted address made the same call to the sensitive DApp
function and it successfully prohibited such interaction as can be seen in Fig. 5
in which a reason is given for the failure of a transaction on the blockchain,
namely that the calling address of the observer contract is blacklisted.

Fig. 4. Front-end displaying status of
address

Fig. 5. Observer DApp rejects black-
listed address

These results show that addresses could be prohibited from interacting with
functions from any observer smart contracts of the blacklist contract, making
it possible for effective forensic investigations into wallets belonging to such
addresses if they find their way onto the blacklist due to criminal activity. This
is due to the fact that suspected criminals would be prohibited from “getting
rid” of their ill-gotten funds during forensic investigation and thus, provides a
window of opportunity for investigators to determine the truth about a crime.

Two potential issues that arise from this solution relate to the potential
abuse by users – parties are able to append to the blacklist at will while devious
criminals may instantiate many wallets to control the democratic voting system
for having addresses removed or remain on the blacklist. Potential solutions to
address both issues are discussed later.

It is worth noting that this proposed solution will be immediately appli-
cable in the event of cryptocurreny exchange hacks, cryptocurrency fraud and
exit scams and DApp exploits, since these attacks are, from inception, on the
blockchain. This is important since voters can, with confidence, be sure about a
potential suspect if the details of a hack are disclosed. This removes a lot of sub-
jectivity from the facts about a crime. For instance, in May of 2019, one of the
largest cryptocurrency exchanges were hacked and the details of this hack were
disclosed shortly after. The criminal had moved the funds to their own personal
address and till today one can still see all the proceeds of that hack residing at
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this address. One can indeed be considerably certain that this address is that
of the hacker, leaving no room for subjectivity in deciding (voting) whether the
address must remain on the blacklist or not. The same could not be said for
physical-world crimes such as the sale of illegal drugs. These types of crimes
will require trusted and secure interfaces between smart contracts and the real
world. These are known as oracles and is a major research area in itself in the
domain of blockchain technology.

Finally, as was already discovered, the blacklist implemented is only ever
respected by the higher layers of the blockchain protocol, and the lower consen-
sus layers will ultimately permit any and all transactions irrespective of their
membership to the blacklist.

8 Conclusion and Future Research

As previously mentioned, skilled criminals may attempt to acquire as many
voters as possible to manipulate the voting process in their favour. Work done
by [13] and [14] which focus on conducting votes using blockchain technology,
have looked at such concerns.

One goal, for example, is to prohibit double voting by a single user. [14] pro-
poses requiring a voter to register with IDs and email addresses which are then
associated to a voter’s Ethereum address. Similarly, [13] proposed a smart-city-
orientated system that generates IDs in combination with blockchain addresses
for people. This concept of identification and authentication in the voting pro-
cess can be applied to the case of voting for a blacklisted address’s removal.
When put in place by authorities to achieve identification and authentication,
such processes may prevent a criminal from generating additional wallets for
skewing votes.

Another promising solution is the concept of prediction markets, specifically
the Augur platform, where people can hypothesize over the results of a future
event and get rewarded for predicting the correct result and penalized other-
wise. This allows anyone to establish a market of an arbitrary event, trade on
said market and be rewarded if correct about a prediction [15]. This platform
implements a concept known as wisdom of the crowd, which dictates that the
mean of a large set of predictions will most likely tend to the truth instead
of the majority of the individual predictions, since there exists a diverse set of
expertise [16]. Here, forensic investigators, security experts, law enforcement and
even general citizens act as voters that place money at stake when voting on an
address’s guilt to a supposed crime. The voters that voted for the majority out-
come get rewarded and the others penalized, making parties think twice before
potentially risking money when casting illicit votes.

In both cases, further research into these concepts are required to reveal
whether they can alleviate the shortcomings of the blacklist contract.

Since the lower layers of the blockchain protocol permits any and all trans-
actions, the blacklist contract serves as a mechanism to deter criminals from
spending funds rather than making it impossible. Potentially, oracles – mecha-
nisms that facilitate the acquiring of data for a blockchain not inherent to the
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blockchain, may address this issue. However, oracles need to exist and operate
in a decentralized nature [17]. In this domain, [18] and [19] have implemented
algorithms that conduct transaction analysis in order to identify illicit transac-
tions and it is this type of concept that can successfully serve as an oracle given
that it is thoroughly tested for being decentralized.

The premise of permissionless blockchains is a system where money cannot
be confiscated and this philosophy is well established and respected by the nodes
supporting the most popular blockchain (the Bitcoin blockchain). This is due to
its high level of decentralization. Chainlink is a project aiming to create oracles
allowing smart contracts to interface with the real world; they bring forth dif-
ferent approaches to achieve oracles in a decentralized manner including: relying
on many different independent sources of real world data instead of just one and
implementing reputation systems in order to prevent abuse by means of enforc-
ing repercussions [20]. Here, forensic investigators and other global voters (and
possibly intelligent computing devices) act as oracles who will receive repercus-
sions if they receive incorrect findings and subsequently incorrectly influencing
votes. Artificial intelligence can also be employed albeit in a decentralized way.

Further research into oracles and its application of entering criminal addresses
onto the blockchain can perhaps lead to a solution where the consensus layer
respects the blacklist in a way that does not compromise decentralization. If the
broader blockchain community and network nodes do not criticize such a solu-
tion, it will be supported by blockchain network nodes and accepted throughout.

With law enforcement and criminals competing with each other (law enforce-
ment establishing new ways to apprehend criminals and criminals adapting their
tactics to make this more difficult), it is important for law enforcement to be
the one with the competitive advantage in order to be more effective as crime
fighters. The blacklist contract proposes one manner in which law enforcement
can transcend conventional, physical forms of crime fighting to keep up with the
playing ground that will be created by the advent of this new financial infras-
tructure.
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Abstract. With the appearance of cryptocurrencies more than ten
years back, many have been thinking that it is rather a short-term nov-
elty that would only interest few enthusiasts and die shortly after. The
history, however, has shown that not only cryptocurrencies itself are
alive, but also the blockchain technology started to be applied in a vari-
ety of domains. This success required the governments to take action
with respect to implementing regulations in a number of areas and, as
a result of that, apart from implementing Know Your Customer (KYC)
procedure, many exchanges delisted the cryptocurrencies that support
anonymous transactions. In this work, we focus on the analysis of one
of the cryptocurrencies offering anonymous transactions, Zcash. We are
interested in answering the question of how the adoption of anonymous
transactions in Zcash changes over time and whether the decisions of
exchanges and new wallets in the ecosystem impacted it anyhow. Sec-
ondly, we investigate whether is it possible to predict if certain addresses
that have been previously making only transparent transactions will be
performing anonymous ones. The results indicate that the adoption of
shielded transactions is independent of external events and it is possible
to predict the involvement of an address in semi-shielded transactions.

Keywords: Cryptocurrencies · Blockchain · Anonymity · Network
science · Supervised machine learning

1 Introduction

After reaching critical mass, Bitcoin, an initiative that has been only known to a
few [15], started to be considered as a disruptive technology [3]. This cryptocur-
rency and its forks became used not only by technological nerds, but also multiple
end users considered it as a potential way of making and accepting payments or
money transfers. Moreover, when the exchange rates of many cryptocurrencies
reached their peak in 2018 [7] and multiple individuals have been considering
investing in them, the word Bitcoin became known worldwide, including the
regulators. As it is not questionable that to become a fully-fledged user of a
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cryptocurrency is not as easy as holding and exchanging cash or making money
transfers, some areas became easily accessible to less-advanced users, e.g. cryp-
tocurrency exchanges. As an entry point that does not require any technical
skills, cryptocurrency exchanges could potentially play a role of popularizing
other uses of cryptocurrencies than just investing in these. This is why apart
from introducing the regulations on how to treat cryptocurrencies in the area of
taxation, some countries started to regulate more strictly the exchanges as well
[18]. An immediate result of this action was that multiple exchanges started to
implement the Know Your Customer procedures asking their customers to iden-
tify themselves [16]. Yet, in order to demonstrate the transparency of exchanges,
for the cryptocurrencies that do support anonymous transactions, such as Mon-
ero, Zcash or DASH, the exchanges simply started delisting them from 2019.
Apart from that, some other exchanges that still permit trading of these cryp-
tocoin, do not accept shielded (hidden) addresses as destinations of the asset
transfers. This potentially poses a risk for the liquidity of the market for these
cryptocoins, but the long-term outcomes of these decisions are still to come.

In this work we perform a two-fold analysis of the adoption of anonymous
transactions for Zcash cryptocurrency. Zcash belongs to the cryptocurrencies
that support anonymous (shielded) transactions as an option. Firstly, we have
been interested in knowing how the adoption of shielded transactions looked
over time with special emphasis on recent year where the decisions of exchanges
could be possibly observed. Secondly, we are interested in finding out whether
is it possible to predict if certain entities will become a side of semi-shielded
transactions. To do so, we did develop a set of features to be computed for Zcash
addresses and performed supervised learning classification to find out whether
is it possible to predict whether certain addresses that so far have been involved
only in transparent transactions will become part of semi-shielded ones. These
features consist from two areas: the history of transactions, but we also look at
the blockchain as at a complex network and we compute the network measures
of addresses [2].

The work is structured as follows. In the next section we shortly describe the
Zcash cryptocurrency and four types of transactions that are possible to be per-
formed. The next section is describing the related work in the area of adoption
of anonymous transactions as well as means of deanonymising certain aspects of
cryptocurrencies. In Sect. 5 we look at how the adoption of anonymous trans-
actions in Zcash looks over time. Next, Subsect. 6.1 describes the experimental
setting for predicting the adoption of anonymous transactions by Zcash users
and the subsequent sections presents the results. Lastly, Sect. 7 summarizes the
paper with proposing future work directions.

2 Zcash Cryptocurrency

The Zcash cryptocurrency appeared in 2016 [9]. Albeit is shares some prop-
erties with Bitcoin, from the very beginning it was aiming the users that are
interested in protecting their anonymity when making transactions. To offer this
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feature, Zcash is using so-called zk-SNARK that is the zero-knowledge succinct
non-interactive argument of knowledge [20]. Thanks to that, contrary to many
cryptocurrencies, Zcash offers the ability to acquire a special type of addresses, z-
addresses that are then used for anonymous transactions. This feature is offered
in parallel to the typical transparent t-addresses that are used where anonymity
does not need to preserved.

The existence of these two types of addresses results with four possible types
of transactions in the Zcash ecosystem:

– transparent to transparent – a transaction involving only t-addresses.
– transparent to shielded – a transaction from a t-address to a z-address.
– shielded to transparent – a transaction from a z-address to a t-address(es).
– shielded to shielded – a transaction involving only z-addresses.

The intermediate transaction types, transparent to shielded and shielded
to transparent, are needed in order to have the communication between two
layers in Zcash blockchain: transparent and anonymous Zcash pools. Otherwise,
it would be impossible to transfer the assets between these two.

Thanks to supporting two types of addresses, Zcash could attract both types
of uses: the ones that would like to perform transparent transactions and the
ones that have been more interested in protecting their privacy. The feature of
providing the ability to conduct anonymous transactions is the foundation of
this cryptocurrency and its removal seems to be not considered as an option at
all.

However, it must be also underlined, that albeit Zcash protocol itself is able
to support two types of addresses from the very beginning, this cannot be said
regarding its ecosystem. Those interested in acquiring z-addresses, until recently
needed to use full node, namely to download the whole blockchain and to work in
command line using zcash cli. The first wallet supporting z-transactions, ZecWal-
let FullNode, appeared at the end of 2018 and its lite sibling that does not require
downloading full blockchain, was made public at the end of 2019. Another lite
wallet, Shielded Guarda suited for mobile phones, was released in mid-2019. In
total, out of 16 wallets, only four, including the zcash client itself, support z-
addresses and two of them require downloading the whole blockchain. Moreover,
as it was already mentioned, the exchanges have been either delisting the Zcash
and other privacy-preserving cryptocurrencies from their markets or forcing to
use t-addresses. Hypothetically, these decisions could also affect the adoption of
Zcash shielded addresses. However, these decisions seem to not affect the com-
munity and its founders and the development of Zcash protocol is progressing
fast. It also gained a lot of attention from others as one of the most sophis-
ticated cryptocurrencies regarding the privacy options, so the perspectives for
Zcash seem optimistic.

Recent developments in Zcash ecosystem, especially related to wallets intro-
duction and the decisions of some exchanges, also suggest that last year is an
interesting period for studying how the adoption of shielded transactions. This
analysis - done from the beginning of Zcash but also looking in detail at last
year will be performed later, in Sect. 5. However, it must be noted, that due
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to the nature of Zcash, for shielded-only transactions, the findings will be lim-
ited, as both sides of the transaction remain anonymous. Nevertheless, some
aspects of shielded transactions still can be quantified. Another aspects of anal-
yses is answer the question whether some t-addresses become a transparent
side of shielded transactions and, if so, whether this can be predicted by using
supervised learning applied to the features built upon the transaction history of
addresses as well as the complex network measures for these addresses.

3 Related Work

The research on blockchain is taking many different directions, as described in
[22]. Some researchers are looking at the security of blockchain-based systems.
This is mainly due to the fact that in many cases, the well-known 51% majority
attack still poses a risk to the integrity of the whole ecosystem [5,6,13]. Another
important research direction in terms of security is the fork problem leading to
the emergence of a rivalling sibling of a given blockchain [17]. These two risks
are mainly the cases for systems with open participation. However, for some
industrial applications, the risk is still not negligible.

In this work we investigate some areas related to the anonymity of nodes -
firstly by looking at the adoption of shielded transactions in Zcash over time
and then by studying whether is it possible to predict if certain address will be
part of semi-shielded transactions. A family of this studies tackles the problem
at different levels, e.g., by identifying IP addresses of nodes [11], by studying
transaction motifs analysis [10] or transaction history summarisation [14]. This
direction has been summarized in [1].

Due to the innovative anonymity mechanisms embedded in Zcash, it is often
being studied by researchers interested in privacy. One of the most extensive
analysis of privacy in Zcash has been presented in [12]. Here, authors studied
the properties of shielded pool such as its volume and then proposed a number
of heuristics in order to deanonymise the character of nodes in Zcash blockchain.
Another interesting study has been performed in [19] where authors did investi-
gate whether is it possible to find some links between shielded and transparent
addresses, especially by looking at the amount and timing of these transactions.

Our work tackles at the problem of privacy in Zcash from another perspective.
Here, we are interested in fining out whether is it possible to discover whether
a certain t-address will be part of a semi-shielded transaction, i.e. a transaction
where on one side there is a t-address and on another side is a z-address. In order
to do so, we developed a set of features of nodes that combine features related
to the history of transactions, such as frequency or recency of transactions, but
also look at network properties of addresses, i.e. with how many other addresses
the transactions have been made or how central the node is in a network built
upon blocks. These features have been the input to the classifiers that have been
learning a model for classifying unknown new instances whether an address will
become a side of a semi-shielded transaction. This part of research belongs to
the domain of machine learning.
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Machine learning is an art of programming where computers can learn from
given data without being precisely programmed. Two most essential types of
machine learning methods are supervised learning and unsupervised learning. In
this work, we focused on the first one in which an algorithm is learning from data
and is provided with the correct solution (labels). In this work we investigate
two algorithms: Decision Trees and Support Vector Machines.

Decision Tree algorithm is a process of sequential decisions, which starts from
a root and after making a decision based on the given rule it spreads out creating
new branch and lead down to left or right node [21]. At the end of this structure
are leafs, which contain predicted classes for decision paths that lead from root
to the corresponding leaf. Decision Tree algorithm looks for a rule that decreases
impurity measure the most.

SVM, similar to Logistic Regression, is solving binary classification prob-
lem which can be extended for multiclass classification [4]. However it is not a
probabilistic model. For N number of features, it divides N-dimensional space
with hyperplanes that looks for maximum distance between datapoints from
the training set. New objects are classified based on which side of hyperplanes
they are placed. Contrary to Linear Regression this method is effective for high
dimensional data.

4 Data

4.1 The Dru Platform

Usually, researchers asking any blockchain research questions have been indepen-
dently working on gathering data and further analyzing it. In the case of Bitcoin,
apart from several online tools that typically impose limits on their API, such
as blockchain.info1 or blockexplorer.com2, the solutions space is scarce. One can
also find libBitcoin-database3 that offers in-memory storage of data that is trou-
blesome due to blockchain size. This lack of widespread available solutions led
to the development of the Dru platform that was built and released as an open
source project4. The Dru platform used for gathering data for this this research
is intended to support the researchers as it provides a consistent environment for
acquiring data on a blockchain that can be used for further analysis - an exem-
plary plot generated by a single endpoint API call to Dru is presented in Fig. 1.
This section can be also understood as a call for action to create a unified way of
gathering data and doing research on cryptocurrencies, so interested researchers
are welcomed to contribute to the development of the platform.

1 https://blockchain.info, last access April 30th, 2020.
2 https://blockexplorer.com, last access April 30th, 2020.
3 https://github.com/libbitcoin/libbitcoin-database, last access April 30th, 2020.
4 https://dru.readthedocs.io.

https://blockchain.info
https://blockexplorer.com
https://github.com/libbitcoin/libbitcoin-database
https://dru.readthedocs.io
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Fig. 1. The visualisation of blocks 1050–1060 of Zcash cryptocurrency. The size of a
vertex is bound with its indegree, the width of edges represents the amount of cryp-
tocurrency being transferred between nodes, colors indicate separate clusters. Data
for this plot was gathered by using get edges endpoint of Dru platform. (Color figure
online)

4.2 Data Description

Data used in this study is based on Zcash blockchain. We investigated transac-
tions from the genesis block (block 0) dated October 28th, 2016 to block 785,000
dated April 4th, 2020, so the data covered nearly three and half years. As the
coinbase transactions are also sent to t-addresses, these have been counted as
transparent ones.

5 Shielded Transactions Adoption

As it has been already presented in Sect. 2, only partial information about
shielded transactions is available, so in this part of research we focused mainly
on studying two aspects:

– the adoption rate of Zcash shielded or semi-shielded transactions by the com-
munity using Zcash expressed as the number of transactions since the appear-
ance of this cryptocurrency,

– the analysis whether the recent appearance of wallets supporting shielded
transactions and the decisions of exchanges impacted the popularity of
shielded or half-shielded transactions.

To investigate the two above aspects, using the data on 785,001 blocks gath-
ered using the Dru platform, we investigated how the adoption of particular
types of transactions looked over time. These transactions could be made in one
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of four configurations presented in Sect. 2: transparent to transparent, transpar-
ent to shielded, shielded to transparent and shielded to shielded.

In total, in the analysed period, there have been 6,126,012 transactions made.
The number of particular types of transactions is presented in Table 1. The
majority of these transactions is transparent to transparent with nearly 87%
share of all transactions. Half-protected transaction types, shielded to transpar-
ent and transparent to shielded, share similar percentage of around six percent.
Lastly, shielded to shielded, i.e. transactions fully protecting the addresses of
their participants, are only less than one percent of all transactions. Even when
summing the number of all transactions made in the analysed period that at least
have one shielded address on any side, only slightly more than 13% transactions
are made that way. The first conclusion from this analysis is that transparent to
transparent transactions are still dominant and one could anticipate that Zcash
as a privacy preserving cryptocurrency would have more transactions that pro-
tect the identities of participating parties.

Table 1. The total number and ratio of particular transaction types in Zcash
blockchain for blocks 0 to 785,000.

Transaction type Number of transactions Percentage

Transparent to transparent 5, 312, 089 86.713%

Transparent to shielded 359, 423 5.867%

Shielded to transparent 407, 115 6.646%

Shielded to shielded 47, 385 0.774%

Total 6, 126, 012 100%

However, it is also interesting to investigate how the share of particular trans-
actions types changed over time - this is shown in Fig. 2. Here one can see that
despite the smallest share among all transactions types, shielded to shielded
transactions are actually the ones that note the highest rise over time. When
looking at the numbers, we analysed what was the increase in terms of num-
bers of transactions from block 246,612 mined on January 1st, 2018 to the last
block analysed. While the number of transparent to transparent transactions
increased by the factor of 2.12, shielded to shielded noted the increase by the
factor 6.54, more than three times more. Surprisingly, shielded to transparent
and transparent to shielded transaction rose slower than transparent ones, 1.44
and 1.69, respectively. This indicates that these transaction types are used solely
for transferring assets into or from shielded pool and then shielded transactions
become dominant. This leads to the next conclusion that the privacy-preserving
transactions are becoming more important over time and the Zcash ecosystem
should prepare that more transactions will be made as shielded ones. As a conse-
quence, entities offering services or goods should also offer this way of accepting
Zcash cryptocurrency.
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Fig. 2. Cumulative number of particular transaction types over time for Zcash cryp-
tocurrency. The range of analysed blocks is from 0 to 750,000.

Fig. 3. The number of particular transaction types divided by total number of trans-
actions over time for Zcash cryptocurrency for a limited number of blocks dating from
September 1st, 2018 to April 4th, 2020. Vertical lines refer to the following events:
orange – October 1st, 2018 – the introduction of zec-qt-wallet, blue – June 11th, 2019 –
Shielded Guarda mobile wallet supports Zcash shielded transactions, black – August
26th, 2019 – Coinbase delists Zcash, and red – November 7th 2019 – ZecWallet lite
client releases. (Color figure online)
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In order to find out whether recent important factors enumerated in Sect. 2
changed the way how entities perform transactions, we limited the scope of the
blocks to the period of September 1st, 2018 (block 385835) to April 4th, 2020
(785,000), so the end of the range did not change. In Fig. 3 we show how the num-
ber of transactions of different types developed over time. It is visible that from
the end of 2018 the fraction of shielded to shielded transactions started to increase,
possibly because of first wallets supporting shielded transactions appearing, so the
transactions could have been made in a simpler way. The events of 2019Q3 when a
number of exchanges delisted Zcash and other cryptocurrencies supporting anony-
mous transactionsdidnothavean effect on transaction counts.Lastly, there are two
unexplained events that refer to shielded to shielded transaction types: March 19th
and March 29th, 2020. At these dates there was a significant increase of this trans-
actions type observable. On March 19th, 2020 there was an increase in Zcash price
by 25%, however this would rather be visible either in transparent to transparent or
mixed types. March 29th has no underlying events both in the Zcash ecosystem and
in the Zcash market price. This suggests that Zcash undergoes an organic growth
and external events seem to not affect it that much.

6 Predicting Transactions with the Shielded Pool

The next part of the research is based on a observation that external events seem
to not impact the assets flows between transparent and shielded pools in Zcash
that much, at least in the analysed period presented in Fig. 3. This led to the
research question whether is it possible to predict whether certain addresses that
so far have been only involved in transparent to transparent transactions will
become a part of semi-shielded ones, i.e., the ones in which a t-address interacts
with a shielded address. In order to do so, we developed a set of features based
on transaction history of addresses that has been the input to classifiers that are
expected to determine whether t-addresses will interact with shielded addresses.

6.1 Experimental Setting

Based on the Zcash blockchain – blocks 0 to 750,000 – we extracted 2,000 trans-
parent addresses. Half of these addresses has been only interacting with other
transparent addresses and the other half has been involved in transactions with
shielded addresses on any side (sender or recipient of assets). These two groups
of addresses could be then labelled as either the ones that have been not involved
or have been involved in shielded transactions. For the latter ones we only used
the history of transactions before semi-shielded ones. Each of the addresses has
been characterized by the following feature set:

– current balance.
– maximum balance.
– the number of transactions.
– the number of transactions peers.
– the average value of a transaction.
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– the average value of an outgoing transaction.
– the average value of an incoming transaction.
– the number of transactions in which this address was a sender.
– the number of transactions in which this address was a recipient.
– the number of a block in which the address appeared for the first time.
– the number of a block in which the address appeared for the last time.

Next set of features has been referring to the network we built using the last
transaction we found particular address in. The method of constructing the net-
work was the following: we took the address as the root of our network. Then,
around this root we built a network by looking at prior transactions in such a way
that we took all the addresses interacting with this address and their neighbour-
hood for up twenty transactions back limiting the depth of this approach also to
twenty in order to not to recreate the whole blockchain. Then for each node we
generated additional statistics based on complex network approach [2]. In this
case we look at a network as at an undirected unweighted network. Moreover,
the procedure of creating the network led to only one connected component.
The measures we computed for each of the addresses based on the network built
around it are the following:

– the diameter of the network.
– the average path length.
– the degree of the address.
– the betweenness of the address.
– the closeness of the address.
– the average degree in the network.
– the maximum degree in the network.

These two sets of features have been combined and altogether with the class
information (only transparent or semi-shielded) became the input to the classi-
fiers. The training dataset consisted of 80% of 2,000 addresses and the testing one
of 20%, the number of instances belonging any of two classes has been balanced.

We used two supervised machine learning approaches: Decision Trees and
Support Vector Machines. The parameters of the classifiers are presented in
Table 2. The performance metric for evaluation of the algorithms was F-score [8]
and the baseline reference was a simple random approach that randomly assigns
an address to the class and results with the F-score of 50%.

6.2 Results

The results of classifying the addresses into one of two classes demonstrate that
in fact it is possible to predict to some extent whether certain addresses will
become involved in the transactions with shielded addresses. Our results show
the following performance of two evaluated classifiers:

– Decision Trees: 78.95%.
– Support Vector Machines: 81.44%.
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Table 2. Parameters tested for each classifier for proposed set of features based on
transaction list. Chosen ones that performed the best are in bold.

Parameter name Evaluated values

Decision trees

Class weight Balanced, Balanced subsample, Uniform

Criterion Entropy, Gini

SVM

C parameter 1, 10, 100, 1000

Kernel Linear, RBF

Both of these classifiers performed better than a random approach and sug-
gest that in fact the history of the addresses is indicative about future involve-
ment of an address in semi-shielded transactions. Albeit the difference in the per-
formance of the classifiers is not significant, Decision Trees due to their nature
are able to say more about the most important features from the feature set
that contributed to the decisions. Top five of them in the descending order of
importance are: the diameter of the network, the betweenness of the address,
the average degree, the number of transactions and the number of transactions
peers. This indicates that both - transactions statistics and complex network
measures contribute to the accuracy of the classification.

7 Summary and Future Work

In this work we looked at two aspects related to anonymous or shielded trans-
actions in a Zcash ecosystem. Firstly, we investigated how the adoption rate of
these transactions looks like compared to transparent ones. Albeit in numbers
the shielded or semi-shielded transactions are still a minority, the increase fac-
tor of shielded ones is the highest among other transactions types. This leads
to the conclusion that the Zcash ecosystem is systematically moving towards
shielded pool independently of external events. In the second part of the work
we researched whether is it possible to predict if certain transparent addresses
will become involved in semi-shielded transactions in the future. By using super-
vised learning techniques applied to a feature set containing both: transactional
information and complex network statistics we demonstrated that in fact it is
possible to discover whether addresses will be part of semi-shielded transactions.
As for future work we would like to extend the feature set and perform more
fine-tuning of the classifiers.
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Abstract. This paper examines the behavior of Bitcoin and Ripple compared to
the three fiat currencies, EURUSD, GBPUSD and CNYUSD, by comparing their
volatility and VaR during the period extending from March 01, 2016 to February
28, 2019. EWMA, GARCH (1, 1), GARCH (p, q) and EGARCH (1, 1) were used
to forecast volatilities. EWMA model outperformed the rest of the models for
all of the selected fiat and cryptocurrencies during the in-sample period and for
EURUSD, GBPUSD and Bitcoin during the out-of-sample period. GARCH (p, q)
was the optimal model for the CNYUSD and Ripple in the out-of-sample period.
Bitcoin and Ripple exhibit an asymmetry in their volatility which is significantly
higher than all the volatilities of the studied currencies.When estimated volatilities
were compared to the implied volatility, the GARCH (1, 1), GARCH (6, 6) and
EWMA were the optimal models for the EURUSD, CNYUSD and GBPUSD,
respectively for the in-sample period. VaR results were accepted for the EURUSD,
GBPUSD and Bitcoin at all confidence levels. For the CNYUSD, VaR measures
underestimated the risk at the 99% confidence level unlike Ripple’s VaR that
was accepted at the 90% and 99% confidence levels. Our results suggest that
Bitcoin and generally the cryptocurrencies market cannot act as alternatives to fiat
currencies at the moment.

Keywords: Bitcoin · Ripple · Fiat currencies · GARCH models · Value at risk
(VaR)

1 Introduction

Regardless of the huge capitalization and althoughcryptocurrencies aremanaged through
advanced encryption techniques, many investors and governments are still cautious
toward them as they are a possible source of uncertainty and financial instability [1].
Cryptocurrencies have been subject tomany accusations such as price bubbles andmoney
laundering [2]. Even after roughly ten years of their initiation, there still exists debates
on the classification of cryptocurrencies, some describe them as currencies, while others
argue that they should be classified as commodities [3].

Cryptocurrencies are characterized by high volatility and return behaviors [4, 5]. For
example, Bitcoin prices increased by 4,380% from March 01, 2016 to December 16,
2017 to reach a peak of $19,497. Similarly, Ripple prices witnessed a huge growth of
42,150% from $0.008 at the start of the period on March 01, 2016 to $3.38 on January
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7, 2018. Thus, the appropriate techniques to understand the behavior and volatilities of
cryptocurrencies are to define them in terms of their distribution function. Given that
normality of cryptocurrencies returns is uncertain and inconsistent if new information
does not arrive symmetrically or if investors do not react linearly, and since most of the
financial markets are characterized by informational asymmetric with volatility clus-
tering, many complex models for estimating volatility are used such as autoregressive
conditional heteroscedasticity ARCH models of Engle [6] and EWMA (Exponentially
Weighted Moving Average).

This paper attempts to explore and assess several types of volatility models (EWMA,
GARCH (1, 1), GARCH (p, q) and EGARCH, models) applied on cryptocurrencies
(Bitcoin, Ripple) and fiat currencies (EURUSD, GBPUSD, CNYUSD) to choose the
best model suitable to each instrument and check whether cryptocurrencies have the
same properties of fiat currencies and if the cryptocurrencies’ behavior in terms of risk
is similar to traditional currencies. The winning volatility model will be incorporated
to calculate the VaR (Value at Risk)1 and compare its performance and variabilities
among crypto and fiat currencies. Section 2 explores the review of literature. Section 3
exposes the procedure and methodology adopted to model the volatilities of the selected
instruments. Section 4 presents the results and Sect. 5 discusses and concludes the
findings.

2 Literature Review

Although asset volatility is considered as one of the most important areas for many
researchers, few studies focused on the volatility of cryptocurrencies as compared to
other types of assets. The below studies summarize and illustrate the most recent outputs
(2015–2019) sometimes in contradiction the one with the other.

Urquhart [7] andBariviera [8] studiedBitcoin price clusteringwith periods extending
from May 2012 till April 2017 and from August 2011 till February 2017, respectively,
and found a persistence in the volatility and evidence of price clustering. Chan et al.
[9] examined the volatility of seven cryptocurrencies (Bitcoin, Dash, Litecoin, Rip-
ple, Monero, Dogecoin and Maidsafecoin) using twelve GARCH models with a period
extending from June 2014 to May 2017. The findings revealed that IGARCH (1, 1) and
GJRGARCH (1, 1) models are the best in modelling the volatility associated with vir-
tual currencies. They also pointed at the high volatility associated with cryptocurrencies
making it a suitable investment for risk seeking investors. Stavroyiannis and Babalos
[10] investigated the dynamic properties of Bitcoin versus other asset classes using sev-
eral GARCHmodels with a time horizon extending from July 2013 till December 2016.
The findings indicate that Bitcoin is highly volatile and violates VaRmeasures more than
other assets, such as the S&P500 index and Gold. They also suggested that cryptocur-
rencies are unable to provide investors with benefits such as diversification and hedging
when compared to the US market.

Naimy and Hayek [3] applied EWMA, GARCH and EGARCH (Exponential
GARCH) models to examine the volatility of Bitcoin during a period extending from

1 VaR is a standard risk measure which summarizes the downside risk and is defined as the
maximum loss expected with a given probability over a specific period of time.
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April 2013 till March 2016. The findings showed that EGARCH, which captures the
leverage effect, outperformed other models. The authors also noted that the behavior of
Bitcoin is different from that of fiat currencies. Gkillas and Katsiampa [11] implemented
an extreme value analysis for VaR and Expected Shortfall on fivemajor cryptocurrencies
(Bitcoin, Ripple, Ethereum, Litecoin and Bitcoin Cash) to examine the tail behavior of
the returns. They used data varied in sample size and ranged between July 2010 and July
2017. Surprisingly, their results revealed that Bitcoin and Litecoin were least risky while
Bitcoin cash was the riskiest with the highest recorded volatility. However, the number
of observations used for Bitcoin cash was limited, since the latter was still in its early
stages.

Bouri et al. [12] conducted a comparative analysis on Bitcoin with other indices
taking the S&P500 as a benchmark with Brent oil, Crude oil and Gold. The selected
time period extended from July 2011 throughDecember 2015. The findings revealed that
the GARCH (1, 1) model was the most effective in forecasting volatility in the digital
currencies. They also noted that Bitcoin can be used in a portfolio for diversification
purposes. On the other hand, Kim [13] compared the volume and spread of Bitcoin
versus fifteen fiat currencies such as Euro, US dollar, Chinese yuan and many others.
The research was conducted in a time horizon extending fromApril 2014 till April 2015.
The findings indicated that Bitcoin is considered as alternative to the foreign exchange
market for international transactions and settlements.

Dyhrberg [14] implemented a volatility analysis on Bitcoin, Gold and the US dollar
using GARCH (1, 1) and EGARCH (1, 1) models with a time frame extending from July
2010 till May 2015. The results showed the hedging capabilities of Bitcoin to the US
dollar and Gold when using GARCH (1, 1). However, with the asymmetric EGARCH
(1, 1) model, the author suggested the use of Bitcoin as a hybrid classification between
commodities and fiat currencies. Also, Dyhrberg [15] applied T-GARCH (Threshold
GARCH) to investigate if Bitcoin holds similar hedging capabilities to gold in a period
extending from July 2010 till May 2015. The results showed that Bitcoin can serve as a
hedging vehicle against the FTSE 100 index. In addition, Bitcoin can be used as a hedge
against the US dollar in the short term. A later research by Baur et al. [16] extended
Dyhrberg’s study [14] on Bitcoin, Gold and the US dollar with the same time horizon.
However, they concluded that Bitcoin characteristics are neither similar to Gold nor to
the US dollar.

Katsiampa [4] evaluates the volatility of Bitcoin using six different GARCH mod-
els with a period extending from July 2010 till October 2016. The author revealed
that Bitcoin market is highly speculative. The results showed that the AR-CGARCH
(Auto Regressive Component GARCH) model outperformed other models, which in
turn demonstrates the added value of using both a long-run and a short-run conditional
variance. Also, Bouoiyour and Selmi [17] implemented a study on Bitcoin using sev-
eral GARCH models for a period extending from December 2010 till July 2016; their
findings showed that Bitcoin is extremely volatile with a conditional variance trailing an
“explosive” process, where positive shocks have less effect than negative shocks. They
suggested that the virtual currencies market was still immature even after it reached low
levels of volatility.
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Another interesting paper by Philip et al. [18] studied 224 virtual currencies using
the stochastic volatility model with a time horizon extending from July 2010 till July
2017. The author noted predictable patterns with the presence of volatility clustering.
Mild leverage effects were noticed on cryptocurrencies except for Ripple. Urquhart and
Zhang [19] used several GARCH models on the studied variables (Bitcoin, Australian
Dollar, Canadian Dollar, Swiss Franc, Euro, Great Britain Pound and the Japanese Yen),
for a period extending from November 2014 till October 2017. They found that the
Bitcoin can be used as a hedge against the Swiss Franc, Euro and the Great Britain
Pound, and as a diversifier for the Australian Dollar, Canadian Dollar and the Japanese
Yen. Furthermore, Bitcoin can be considered a safe haven during market turbulence
when compared to the Canadian Dollar, Swiss Franc and Great Britain Pound but not
when compared to the Australian Dollar, Euro and the Japanese Yen.

A recent study by Trucíos [20] investigated the best model in forecasting Bitcoin
volatility and Value at Risk using twelve GARCHmodels with a time horizon extending
fromSeptember 2011 tillDecember 2017.The results showed thatAVGARCH(Absolute
Value GARCH) model outperformed other GARCH-type models. However, when using
robust procedures, the robust GARCH outperformed all the non-robust models. Peng
et al. [21] implemented a study on Bitcoin volatility using ten GARCH models, such as
GARCH (1, 1), EGARCH (1, 1), GJR-GARCH (1, 1) and many others. The sampling
consisted of two data sets: a daily data characterized by low frequency during a period
extending from January 2016 till July 2017, and an intraday hourly data considered as
high frequency ranging from January 2016 till July 2017. RMSE andMAE error metrics
were used in order to validate the findings. SVR-GARCH (Support Vector Regression-
GARCH) outperformed other models in both samples. This is due to its ability to cover
nonlinearity and dynamics in the financial series represented by volatility clusters and
leptokurtic data distribution.

Even though a lot of research have been conducted in modelling assets’ volatility
in different financial sectors worldwide, only few studies have been focusing on mod-
elling the structure of crypto-currency markets’ volatility. This present study therefore,
attempts to contribute to the literature through comparing crypto and fiat currencies
while suggesting the optimal model for each currency’s volatility forecast and through
testing the accuracy of VaR measures among our selected assets for the period March
01, 2016 through February 28, 2019.

3 Procedures and Methodology

3.1 Data

This studyused secondarydata for the daily closingprices of three years forBitcoin/USD,
Ripple/USD EUR/USD, GBP/USD and CNY/USD. The Bitcoin/USD and Ripple/USD
data are downloaded from coinmarketcap.com website, whereas EUR/USD, GBPUSD
and CNY/USD data are extracted from the Bloomberg platform. The in-sample period
ranges from March 01, 2016 through February 28, 2018 with 489 observations and
the out-of-sample period ranges from March 01, 2018 till February 28, 2019 with 243
observations. Although cryptocurrencies prices are quoted daily including theweekends,
only weekday’s data are used to match the closing prices for each of the selected fiat
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currencies. The daily volatility is estimated based on daily return and is calculated as
the percentage change in the daily closing price as follows:

ui = Si − Si−1

Si−1
(1)

Where ui is the return on the iit day, Si and Si−1 are respectively the price of the asset
at the end of the iit day and at the end of the previous day i −1.

Volatility data are obtained from Bloomberg except for the in-sample period for
Ripple, which is manually calculated using Merton’s approach [22] as follows:

σn =
√∑n

i=1
u2i (2)

3.2 Descriptive Statistics

Several preliminary tests are conducted to examine the behavior of the two cryptocur-
rencies and the three fiat currencies before investigating their volatility. The stationarity
of the returns is tested using the Augmented Dickey Fuller (ADF) test. All p-values are
statistically significant at 1%, providing an evidence of the presence of stationary in the
return series of all currencies.

3.3 Selection of the Volatility Models

We use EWMA, GARCH (1, 1), and GARCH (p, q) models since they incorporate struc-
tures that enable forecasts of the future level of variance rate to be produced relatively
straightforwardly. EGARCH model is also used since it captures the leverage effect and
the asymmetry of the conditional variance. The description of all the models used in this
paper is depicted in Table 1.

Parameters estimation are performed for the in-sample period (March 01, 2016 till
February 28, 2018), under each of the volatility models. The realized volatilities are
compared to the calculated in-sample volatilities to determine the most accurate model
for measuring and predicting volatility. The comparison is addressed using three error

metrics, namely: RootMean Square Error (RMSE= √
(

n∑
t=1

(f − Y )∧2)/n), Mean Abso-

lute Error (MAE = 1
n

n∑
t=1

/(f − Y )/) and Mean Absolute Percentage Error (MAPE =
100
n

n∑
t=1

/
(
Y−f
Y

)
/), where n is the number of periods, Y is the true value and f is the pre-

diction value. The model with the least error difference is considered the most accurate.
Subsequently, the estimated in-sample parameters are used to forecast the volatility in
the out-of-sample period (March 01, 2018 till February 28, 2019). The same error statis-
tics process is performed to check whether the same optimal model for the in-sample
returns applies to the out-of-sample returns. The calculated volatilities are compared to
both, the realized and implied volatilities for fiat currencies, and to the realized volatility
for cryptocurrencies, given that their options market is still new and immature.
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Table 1. Model Specification

Model Equation Proposed By Explanation

GARCH (p,q) σ 2
n = ω + ∑p

i=1 βσ 2
n−i +∑q

i=1 αu2n−i

Bollerslev [23] σ 2
n is today’s variance, σ 2

n−i is

the variance of the return p

days ago and u2n−1 is the

square of the return q days
ago. ω is the intercept, α refers
to ARCH effect, and β refers
to GARCH effect. The model
is considered stable when the
weights sum-up to one.

EGARCH log σ 2
n =

γ vl + βg
(
zn−1

)+
αlogσ 2

n−1

Nelson [24] σ 2
n is today’s variance, vl is the

long run variance rate, σ 2
n−1 is

the variance of the previous

day’s return, g
(
zn−1

)
is an

explanatory variable which
accounts for the leverage
effect.
The weights assigned to vl ,

σ 2
n−1, and g

(
zn−1

)
are γ , α,

and β respectively.
The logarithmic representation
preserves a positive process,
meaning that the model
respects the non-negativity
constraint.

EWMA σ 2
n =

λσ 2
n−1 + (1 − λ)u2n−1

Zangari [25] σ 2
n is the variance of today,

σ 2
n−1 is the variance of the

previous day, u2n−1 is the

square of the previous day’s
return and λ is the decay factor
and smoothing parameter,
which ranges between 0 and 1.
If λ = 1 then today’s variance
is entirely dependent on the
most recent variance, whereas
if λ = 0 then the model
converges to the Random Walk
model. High lambda denotes a
low reaction to new market
changes.
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The parameters values of all models are estimated using the maximum likelihood
(ML) method2, mathematically expressed as follows:

f (y1......,yn|θ) =
∏n

i=1
f (yi|θ) = L(θ |y) (3)

ln L(θ |y) =
∑n

i=1
lnf (yi|θ) (4)

The probability density function is represented by f(y|θ), where y represents a random
variable constrained on a parameters set θ. The likelihood function is known as the joint
density function and is expressed in Eq. (3). The vector model parameter is denoted by θ

and y is used to indicate the time series at time i. In addition, the parameters are constant,
and their estimation is based on the data selection. The best selectedmodels in the out-of-
sample period are incorporated to calculate VaR of the crypto and fiat currencies. Each
model’s parameters are estimated twice. More specifically, the parameters are estimated
for the first 100-day period (February 13, 2018 till July 16, 2018) and for the remaining
150-day period (July 17, 2018 till February 28, 2019).

For the VAR calculation and in order to create 399 scenarios for 250 days, the sample
period extends from June 30, 2016 till February 28, 2019 with a total of 649 days of
observations. The first sub-sample period, consisting of 400 days of observation from
June 30, 2016 till February 13, 2018, is used to create 399 scenarios for the upcoming
result on day 400 (February 14, 2018). This procedure is repeated over 250 days with
rolling windows, each one incorporating 399 scenarios where the last day is February
28, 2019. By implementing this approach, the value of each currency and cryptocurrency
under the ith scenario becomes as follows:

Vithscenario = vn
vi−1 + (vi − vi−1)σn+1/σi

vi−1
(5)

Where: vi is the value of the currency or cryptocurrency on day i; vn is the value
of the currency or cryptocurrency on the last day of the chosen time period; σi is the
estimate of the daily volatility on day i; σn+1 is the most recent estimate of the daily
volatility.

Using the following equation, the return scenarios is calculated under each simulation
trial leading to 399 return scenarios, to subtract the expected gains and losses on the first
day of the out-of-sample period:

uith scenario = (Vith scenario − vn)

vn
(6)

Where: Vith scenario is the value of the currency or cryptocurrency under the ith sce-
nario; vn is the value of the currency or cryptocurrency on the last day of the chosen time
period.

Finally, Kupiec test [26] is used for back-testing to evaluate the accuracy of VaR
measures. The Log-likelihood Ratio (LR) is denoted as follows:

LR = −2ln[
(
1 − p)T−NpN

]
+ 2ln

[(
1 − N

T

)T−N(
N

T

)N
]

(7)

2 Maximum Likelihood involves choosing values for the parameters corresponding to each model
that maximize the chance of the data occurring.
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Where: N is the number of exceptions; T is the number of trials; and p is the
probability of failure.

The VaR model is rejected if LR is greater than 3.84. Furthermore, the probability
of failure values (p) are 0.01, 0.025, 0.05 and 0.1 which parallel VaR confidence levels
of 99%, 97.5%, 95% and 90% respectively. The number of trial value (T) is 250 and
is constant at all confidence levels. The number of exceptions (N) will be obtained by
counting the recorded exceptions where the actual loss exceeds VaR on a given day.

4 Findings

The analysis moves further to determine the best fitted model that can help in modelling
the volatility of return series for the three fiat currencies and the two cryptocurrencies.

4.1 GARCH and EWMA Parameters

GARCH (1, 1), EGARCH and EWMA parameters are depicted in Tables 2, 3 and 4.

Table 2. GARCH (1, 1) Estimated Parameters

EURUSD CNYUSD GBPUSD Bitcoin Ripple

Omega (ω) 0.00000088 0.00000076 0.00000766 0.00005507 0.00022216

ARCH
component (α)

0 0.134 0.187 0.159 0.235

GARCH
component (β)

0.963 0.715 0.715 0.841 0.765

LT Volatility 7.76% 3.53% 13.92% – –

Table 3. EGARCH (1, 1) Estimated Parameters

EURUSD CNYUSD GBPUSD Bitcoin Ripple

Omega (ω) −3.190063 −0.992132 −0.460894 −0.143102 −0.39817

Leverage coefficient (γ) −0.01 0.206 0.226 0.243 0.313

ARCH
component (α)

0.138 0.09 0.07 0.053 0.163

GARCH component (β) 0.7 0.919 0.951 0.971 0.914

LT Volatility 7.71% 3.52% 14.39% 135.50% 155.76%

The daily in-sample returns are used to obtain the GARCH (p, q) parameters using
several combinations of the ARCH components (p) and the GARCH components (q).
The ARCH components (p) are taken up to 6 and the GARCH components (q) are
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Table 4. EWMA Estimated Parameters

EURUSD CNYUSD GBPUSD Bitcoin Ripple

Lambda 0.938 0.936 0.924 0.911 0.946

taken up to 9. When estimating the GARCH (p, q) parameters for the EURUSD, the log
likelihood function could not attain any higher value while manipulating the parameters.
This means that the GARCH (1, 1) parameters maximized the log likelihood function
for EURUSD. Also, when estimating the GARCH (p, q) parameters for the Bitcoin and
Ripple, the sum of the ARCH and GARCH components was 1. This means that in the 53
combinations of the ARCH (p) and GARCH (q), the models converged to the IGARCH
(p, q) model where the long run variance is unattainable.

4.2 Optimal Models: In-Sample Vs. Out-of-Sample

When comparing in-sample to out-of-sample results, Table 5 shows that EWMA is the
optimal model despite the absence of a long-run average variance.

Table 5. Optimal Models: In-Sample vs. Out-Of-Sample

Optimal Selected Models Based on the Realized Volatility Comparison

EURUSD CNYUSD GBPUSD Bitcoin Ripple

In-Sample EWMA EWMA EWMA EWMA EWMA

Out-Of-Sample EWMA GARCH (6, 2) EWMA EWMA GARCH (1, 8)

Optimal Selected Models Based on the Implied Volatility Comparison

EURUSD CNYUSD GBPUSD

In-Sample GARCH (1, 1) GARCH (6, 6) EWMA

Out-Of-Sample EWMA EWMA EGARCH (1,
1)

More specifically, the EWMA proved to be the best model in both contexts for the
EURUSD, GBPUSD and Bitcoin when compared to the realized volatility. Whereas, for
theCNYUSDandRipple, theEWMAwas the optimalmodel during the in-sample period
and the GARCH (p, q) yielded better results for the out-of-sample period. However,
when comparing the modelled volatilities to the implied volatility for the currencies, the
results were mixed. Results show that EGARCH (1, 1) did not prove its superiority and
produced the least desirable results among the selected models.

4.3 VaR Results

The optimal selected models corresponding to the out-of-sample period are integrated
to calculate VaR. All parameters have been estimated for a period of 100 and 150 days
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respectively. As previously mentioned, based on the estimated parameters and using
the returns of each currency and cryptocurrency, the daily variances are calculated 399
times for each sub-sample using EWMA for the EURUSD, GBPUSD and Bitcoin, and
GARCH (p, q) for the CNYUSD and Ripple. Applying these volatilities values in Eq. (5)
produced different price scenarios for each currency and cryptocurrency which are fitted
into Eq. (6) to determine the return scenarios. Final results are presented in Table 6.

Table 6. VAR and Kupiec Test Outcome

Method
Applied

VaR CL Exceptions
Recorded

Allowed
Exceptions

LR 95%
Critical
Value

Test
Outcome

EUR
USD

Incorporating
volatility to
historical
simulation
using EWMA

90% 34 [17, 35] 3.27 3.84 Accept

95% 16 [7, 20] 0.95 3.84 Accept

97.5% 11 [2, 11] 3.03 3.84 Accept

99% 3 [0, 5] 0.09 3.84 Accept

CNY
USD

Incorporating
volatility to
historical
simulation
using
GARCH (6,
2)

90% 41 [17, 35] 9.73 3.84 Reject

95% 22 [7, 20] 6.26 3.84 Reject

97.5% 10 [2, 11] 1.96 3.84 Accept

99% 2 [0, 5] 0.11 3.84 Accept

GBP
USD

Incorporating
volatility to
historical
simulation
using EWMA

90% 30 [17, 35] 1.05 3.84 Accept

95% 15 [7, 20] 0.5 3.84 Accept

97.5% 9 [2, 1] 1.09 3.84 Accept

99% 3 [0, 5] 0.09 3.84 Accept

Bitcoin Incorporating
volatility to
historical
simulation
using EWMA

90% 26 [17, 35] 0.04 3.84 Accept

95% 14 [7, 20] 0.18 3.84 Accept

97.5% 7 [2, 11] 0.09 3.84 Accept

99% 2 [0, 5] 0.11 3.84 Accept

Ripple Incorporating
volatility to
historical
simulation
using
GARCH (1,
8)

90% 20 [17, 35] 1.18 3.84 Accept

(continued)
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Table 6. (continued)

Method
Applied

VaR CL Exceptions
Recorded

Allowed
Exceptions

LR 95%
Critical
Value

Test
Outcome

95% 0 [7, 20] – 3.84 Reject

97.5% 0 [2, 11] – 3.84 Reject

99% 0 [0, 5] – 3.84 Accept

The EURUSD, GBPUSD and Bitcoin had the most accurate results at all confidence
levels, with LR values less than 3.84. However, VaR results underestimated the risk
of CNYUSD and were rejected at the 90% and 95% confidence levels. Interestingly,
VaR results were rejected at the 95% and 97.5% for the Ripple since the recorded
exceptions were less than the allowed amount of exceptions which means that the model
overestimated the corresponding risk. The Ripple VaR measures were accepted at the
90% and 99% confidence levels.

5 Discussion and Conclusion

This study reveals original inferences. The first one relates to the forecasting and pre-
dictive ability of the selected volatility models when applied on Bitcoin. EWMAmodel
outperformed other volatility models in both contexts (in-sample and out-of-sample).
This contradicts the findings of many recent studies which confirmed that the GARCH
models were the most effective in forecasting the volatility of Bitcoin and other vir-
tual currencies [3, 4, 12, 14]. Such contradictions may be related to the selected time
period we opted to choose and to the evolvement of cryptocurrencies behavior. The
second inference relates to the volatility asymmetry of the selected cryptocurrencies.
Our research concludes that Bitcoin and Ripple exhibit an asymmetry in their volatility
where good news have a larger effect than bad news. In fact, the values of the leverage
coefficients for the Bitcoin and Ripple are 0.24 and 0.31, respectively (Table 3), in line
with Radovanov et al. [27] results.

Another implication concerns the behavior of Bitcoin when compared to fiat cur-
rencies. Bitcoin and Ripple volatility is significantly higher than all the volatilities of
the fiat currencies that we examined: EURUSD, CNYUSD and GBPUSD. This corrob-
orates the findings of Cermak [28] and Naimy and Hayek [3]. During the out-of-sample
period, our results exclusively revealed that Bitcoin’s optimal volatility model was the
same as the EURUSD and GBPUSD. GARCH (p, q) was the winning model for the
Ripple same as for the Chinese Yuan. This highlights some similarities in the volatility
behavior between the studied fiat and cryptocurrencies, an observation that is new to the
literature.

Also, our results oppose those of Stavroyiannis [10] who stated that Bitcoin violates
VaR and other risk measures. Two possible reasons might have caused the difference
in the results. First, Stavroyiannis used a different calculation methodology based on a
simple calculation of the daily volatility to estimate VaR, while we used the adjusted
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historical simulation method after incorporating the optimal estimated volatility model.
Second, we used a different (recent) time horizon compared to the Stavroyiannis’ time
frame with a lag of almost 18 months.

Finally, Bitcoin and generally the cryptocurrencies market cannot act as real alter-
natives to fiat currencies at the moment. Financial managers and investors need to be
prudent when considering investing in cryptocurrencies, given their unexpected and
extremely volatile behavior. Also, market participants aiming at diversifying their port-
folios or seeking a risky position could consider cryptocurrencies, given their unique
behavior compared to other instruments.
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Abstract. The use of blockchain for identity management (IdM) has
been on the rise in the past decade. We present the first work to study the
actual, large-scale impact of using blockchain for identity management,
particularly how it can protect Personally Identifiable Information (PII)
to curb identity theft and fraud. Our insight is that if blockchain-based
IdM protects PII, it can reduce the number of theft and fraud cases that
take advantage of such PII. At the Center for Identity at the University
of Texas at Austin, we have modeled about 6,000 cases of identity theft,
and PII exploited in them. We utilize this model to investigate how
three real-world blockchain-based IdM solutions (Civic, ShoCard, and
Authenteq) could have reduced the identity theft loss over the past 20
years if they had been universally used. We identify which PII protected
by blockchain is more critical. We also suggest new PII to include in
blockchain-based IdM. Our work paves the way for the design of more
effective blockchain-based IdM or any other new line of IdM for that
matter.

Keywords: Identity management · Blockchain · Identity theft ·
Self-sovereign identity

1 Introduction

The blockchain technology has found a variety of applications beyond cryp-
tocurrency, from insurance to the Internet of Things. One of these applica-
tions is Identity Management (IdM), the framework that identifies, authenti-
cates and authorizes users in order to control access to resources. Many concrete
blockchain-based IdM solutions exist today, ranging from successful startups to
open source projects and foundations.

One of the most prominent goals of IdM, when utilized to manage Personally
Identifiable Information (PII) (such as email addresses, passwords, fingerprints,
and driver’s licenses), is to protect PII from identity theft and fraud. Identity
theft and fraud is the fraudulent acquisition and use of such PII. According to
the latest statistics from the U.S. Department of Justice published in 2019 [8],
c© Springer Nature Switzerland AG 2020
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10% of all U.S. residents reported that they had been victims of identity theft
in 2016 with a total loss of $17.5 billion.

Blockchain-based IdM solutions offer user control, decentralization,
immutability, transparency, security, and privacy for the PII they manage–added
properties that can prevent identity theft and fraud. The actual effect of these
solutions on the landscape of identity theft and fraud, however, has not received
the attention it deserves.

We present the first work to examine the large-scale effect of this new type
of IdM through the lens of a longitudinal study of close to 6,000 cases of identity
theft and fraud, which took place over the past 20 years. We estimate the poten-
tial of blockchain-based IdM in preventing identity theft and fraud, based on its
ability to protect PII leveraged in identity management. Our insight is that if
blockchain-based IdM secures and protects some types of PII, it can eliminate
(or substantially reduce) the number of theft and fraud cases that take advan-
tage of those types of PII. Consequently, it can prevent millions of dollars of loss
that harm identity theft victims every year.

We make the following contributions:

1. We introduce the idea of extrapolating from previous identity theft and fraud
cases to study the future effect of blockchain-based IdM.

2. We take advantage of our longitudinal study of the past 20 years of news-
reporting on identity theft and fraud—modeled by a team of modelers at
the University of Texas at Austin Center for Identity in over six years. We
investigate the frequency, monetary loss, and other properties of identity theft
cases involving PII that could be protected with blockchain-based IdM.

We discover that while blockchain-based IdM cannot eliminate identity theft
and fraud altogether, its effective protection of PII such as Social Security Card
can potentially end millions of dollars of identity theft loss. The protection
blockchain-based IdM solutions extend to some PII is more valuable than others.
Reducing the chance of exposure of these PII (Social Security Card, Healthcare
ID and Driver’s License) would have saved identity theft victims from the highest
amount of loss in the past 20 years.

Based on our study of the identity theft cases, we recommend new PII to
include in blockchain-based IdM to further mitigate the effect of identity theft.
Some of the most prominent PII we suggest include: Financial Information such
as Banking, Credit/Debit Card, and Taxpayer Information as well as Employer
Information and ID.

Our work sheds light on actual, large-scale potential of new IdM solutions,
with a focus on blockchain-based IdM. Our results enlighten developers of new
IdM and their users and scientifically direct these efforts to maximize their
impact. Furthermore, once new blockchain-based IdM is widely used, we can
study its actual effect on the landscape of identity theft and fraud through the
same methodology of examining reported identity theft cases.
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2 Related Work: Identity Management with Blockchain

In this section we explain fundamentals of blockchain and blockchain-based IdM,
review commercially available examples of such IdM solutions, and cover related
work on the actual large-scale benefits of migrating to IdM with blockchain.

2.1 Blockchain

The term blockchain is rooted in the seminal Bitcoin white-paper [12] that intro-
duced a novel crypto-currency (i.e., electronic cash) technology. This technology
allows online transactions to take place without the need to go through a trusted
financial third party. Digital signatures and a peer-to-peer network form the
backbone of the Bitcoin technology. The two parties of the transaction commu-
nicate through digital signatures (i.e., public and private keys). The peer-to-peer
network timestamps transactions by hashing them into a chain of blocks, form-
ing a record of transactions. The longest chain of blocks serves as a tamper-proof
ledger of all witnessed transactions. This ledger (also known as blockchain) can-
not be altered without the consensus of the network majority.

2.2 Blockchain-Based Identity Management

The blockchain technology has been used for a whole host of applications [10],
including identity management (IdM). IdM is the framework that identifies,
authenticates, and authorizes users to access resources. Blockchain-based IdM
solutions [18] adopt blockchain for identity management.

In an IdM, when the user needs to make a claim (i.e., assert something about
one’s identity, like the citizenship of a country), he/she provides an identity
proof (i.e., some form of document that provides evidence for the claim, like a
passport). Identity proofs always contain PII, i.e., any information that could
be used to identify an individual. Such identity proofs should be attested (i.e.,
validated) by the relevant identity authority (e.g., the agency that issued the
passport).

Blockchain-based identity solutions encrypt a user’s identity, hash it, and
add its attestations to the blockchain ledger. These attestations are later used
in order to prove the user’s identity. Two categories of blockchain-based IdM
solutions exist [7]:

1. Decentralized Identity (e.g., ShoCard, Authenteq, BitID, ID.me, and
IDchainZ): This identity solution is similar to conventional identity manage-
ment solutions where credentials from a trusted service are used. The only
difference arises is the storage of validated attestations on a distributed ledger
for later validation by a third party.

2. Self-sovereign identity (e.g., Civic, Sovrin, uPort, and Onename.io): The user
owns and controls his/her identity without heavily relying on central authori-
ties. In essence, self-sovereign identity is very similar to how non-digital iden-
tity documents work today. Every user keeps their own identity documents in
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their device. The user creates a public/private key pair and contacts identity
authorities to associate and attest his/her public key with an identity proof.
When the user makes a claim, the user provides his/her attested public key.
The verifier accepts only the claims signed with the user’s private key.

Blockchain-based IdM improves identity management in several ways. Digital
signatures, one of the major components of the blockchain technology, provide
authenticity of the identity proof and attestation. The peer-to-peer network, the
other major component of blockchain, eliminates the need for a central reposi-
tory of users’ identity. Hence, blockchain can make IdM solutions decentralized,
tamper-resistant, and enhance security and privacy.

2.3 Examples of Commercially Available IdM Solutions

Many foundations, companies, startups, and open source projects have uti-
lized [9] blockchain for identity management. In this work, we have studied dif-
ferent blockchain-based IdM services offered by multiple companies like Authen-
teq [2], ShoCard [3], and Civic [1]. In all these services, the user first logs into
the web/mobile app, and provides email address and phone number to create
an account. The user then selects which government-issued identity documents
to use for identity verification, e.g., Passport, National Identity Card, Driver’s
License, or Social Security Card as shown in Table 1. The user scans one of
these identity verification documents and the app verifies the document against
a third party. After the check, the user identity is confirmed, attested on the
blockchain and can be reused.

Table 1. Identity document options in three blockchain identity management solutions.

Civic ShoCard Authenteq

Passport Social Security Card (SSC) Any Government ID

National Identity Card (NID) Green Card (GC)

Driver’s license Health Card/Photo ID

2.4 Evaluation of Blockchain-Based IdM Solutions

There are very few studies evaluating blockchain-based IdM solutions. For exam-
ple, Baars [4] studied ten blockchain-based identity management systems to
identify their properties and compare them together. These ten solutions were
Onename.io, Qiy, iDIN, eHerkenning, IRMA, PKIoverheid, Jumio, Tradle, Iden-
sys, and uPort. Dunphy and Petitcolas [7] used the “laws of identity” frame-
work (including user control and consent, minimal disclosure, justifiable parties,
directed identity, design for a pluralism of operators, human integration, and
consistent experience across contexts) to evaluate three blockchain-based IdM
solutions (uPort, ShoCard, and Sovrin).



162 R. Nokhbeh Zaeem and K. S. Barber

Our previous work [14] investigated different PII options given to users for
authentication on current blockchain-based IdM solutions. Based on our Identity
Ecosystem model [5,6,11,13,15], we evaluated these options and their risk and
liability of exposure. Powered by real world data of about 6,000 identity theft and
fraud stories from ITAP (Sect. 3), our model recommended some authentication
choices and discouraged others.

None of these studies, however, have looked at the potential large-scale effect
of this new line of IdM solutions. In this work, we investigate how the added
security and privacy of blockchain-based IdM can thwart identity theft. Clearly,
using blockchain would not eliminate all identity theft nor it would fully protect
identity documents. There still exists a chance that the device containing the
identity proof falls into the wrong hands and one poses as the identity owner.
With that said, we can still estimate the potential of blockchain-based IdM in
reducing the effect of identity theft since it dramatically reduces the chance of
compromise for the identity proof/PII. Assuming that blockchain-based IdM
protects the identity proof/PII, we approximate how much these IdM solutions
would have saved identity theft victims by eliminating identity theft and fraud
cases that happened because a particular identity proof/PII was stolen/misused.

3 Identity Threat and Assessment Prediction (ITAP)

In order to estimate the potential of blockchain-based IdM in reducing financial
loss of identity theft, we need a database of identity theft and fraud cases that
records details of such cases and spans a long period of time and a diverse set of
victims. Our Identity Threat and Assessment Prediction (ITAP) project [16,17]
is such a longitudinal study of identity theft and fraud cases.

ITAP is a structured database of news stories that gathers and models data
about incidents of identity theft, fraud, and abuse. Through these news stories,
we seek to determine the methods and resources used to carry out these crimes,
the vulnerabilities exploited, and the consequences of these incidents. The ITAP
model is a large and continually growing, structured repository of such informa-
tion. ITAP spans national and international identity theft cases over the past 20
years (2000–2020) and currently includes 5,906 unique identity theft incidents.

In order to populate ITAP, using a wide variety of online sources, we gather
the data from news stories that report on incidents involving the exposure, theft,
or fraudulent use of PII such as names, social security numbers, and credit card
numbers. We find candidate news stories in two ways: via an RSS feed set up
through Feedly1 and via several Google Alerts2 based on relevant key phrases.
We regularly monitor the stories thus gathered and store those that we deem
appropriate for ITAP.

A team of modelers record salient information about these incidents. The
recorded information about identity thieves includes:

1 https://feedly.com.
2 https://www.google.com/alerts.

https://feedly.com
https://www.google.com/alerts
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1. Performers: the performers of the identity theft incident, including thief, frus-
trater, abuser, or non-malicious actor.

2. Inputs: PII that the performers initially obtained and used.
3. Outputs: PII that the performers created, acquired, or exposed based on the

inputs.
4. Resources: The types of tools, devices, applications, and other instruments

used by the performers in carrying out the incident.
5. Steps: The steps that the performers took.
6. Criminal Activities: The relationship between the performers and the victims,

e.g., insider, outsider, or both.

The information collected about victims includes:

1. Age Group of Victims.
2. Gender of Victims.
3. Citizenship of Victims.
4. Education Level of Victims.
5. Annual Income of Victims.
6. Profession of Victims.
7. Organization Affected.
8. Sector of Society or Infrastructure Involved.
9. Counter Measures Taken by the Victim Organization.

Finally, the information about the incident itself includes:

1. Location of the Event, or the “Internet”.
2. Date When Event Occurred.
3. Date of Article or Announcement.
4. Type of Loss Incurred, e.g., emotional, reputation, or financial.
5. Financial Loss Amount (converted to US$s).
6. Reputation Loss.
7. Emotional Distress.

4 Experimental Results

In this work, we seek to answer the following main research question: What is
the potential of the blockchain-based identity management solutions (namely
Civic, ShoCard, and Authenteq) in thwarting identity theft? For example, how
much financial damage would have been avoided if all the ITAP identity theft
and fraud cases that have a Social Security Number as input where eliminated,
because the owner protected his/her Social Security Number with blockchain-
based identity management? In order to answer this question, we report statistics
from ITAP to answer the following research questions (RQ):

1. How many cases have at least one PII input that could be protected with
blockchain-based IdM (Table 1)?

2. What is the average financial cost of those cases?
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3. What are other PII that could be added to blockchain-based IdM to prevent
(a) high-loss identity theft incidents?
(b) frequent identity theft incidents?

We retrieved the list of PII involved in ITAP identity theft and fraud cases
(i.e., all PII that thieves and fraudsters used as inputs to carry out the incidents
or expose/generate other PII as well as all PII that they exposed or fraudulently
generated as outputs) and manually scanned them for relevant PII according to
Table 1. Table 2 lists these PII and shows which IdM solution could possibly
protect them.

4.1 RQ1: How Many Cases Have at Least One Input PII
that Could Be Protected with Blockchain-Based IdM?

There are a total of 5,906 identity theft and fraud cases in ITAP, and Table 3
shows how many of those cases have at least one input PII from a given category
of PII. (Categories of PII are shown in Tables 1 and 2.) Note that Green-Card-
related PII (e.g., Visa Details) happen to appear only as output in the current
set of ITAP cases, and therefore have zero cases in which they are PII inputs.
Also, there are only two cases with National ID as their input PII, none of
which report their financial loss. As a result, we cannot calculate the average
loss for the Green Card and National ID categories of PII. This might be due to
the fact that ITAP is predominantly U.S.-oriented, where Visa and National ID
contribute to a very small number of identity theft cases.

It is clear from the number of cases reported in Table 3 compared to the
total number of 5,906 cases in ITAP that blockchain-based IdM solutions do
not eliminate all identity theft and fraud, even if universally applied to protect
the PII these solutions do cover. These IdM solutions, however, would save the
identity theft and fraud victims from considerable amount of financial loss.

4.2 RQ2: What Is the Average Financial Cost of Preventable
Cases?

Most of the PII categories of Table 3 pertain to an average loss amount of over
$1M (not averaged per victim but per incident3). For example, if all PII of the
Passport category (including Passport Information, Number, Expiration Date,
and Country of Issue) where protected with blockchain-based IdM, 16 identity
theft cases of ITAP with an average loss value of $1,252,464 would have been
avoided because at least one of their input PII would not be compromised.

The Social Security Card PII category (including Social Security Number,
Suffix, and Social Security Card) is the input to 567 cases with an average
financial loss of over $27M. To provide some context, Social Security Number is
one of the PII involved in the highest loss value cases: the average loss value of
all the ITAP cases is just over $11M, while Social Security Card and Number
cases have an average loss of over $27M.
3 We did not calculate the average loss per victim because the number of victims is

usually not reported in the identity theft and fraud news story.
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Table 2. PII that could be protected with the blockchain-based IdM solutions Civic,
ShoCard, and Authenteq, as found in the ITAP repository.
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4.3 RQ3: What Are Other PII to Add to Blockchain-Based IdM?

Top 5% PII/identity proof documents in terms of feeding input to high-loss
identity theft incidents are as follows:

– Financial Information, including Credit Card Information, and Taxpayer
Information such as Electronic Filing Identification Number (EFIN)

– Social Security Number
– Employer Information and ID
– Medicare ID Number

Social SecurityNumber andMedicare are already included inmanyblockchain-
based IdM solutions. We recommend further addition of Credit Card Information
and Taxpayer Information, as well as Employer Identification to avert high-loss
identity theft and fraud.

Top 5% PII/identity proof documents frequently involved as input to inci-
dents are as follows:

– Social Security Number
– Financial Information, e.g., Credit/Debit Card, Bank Account, and Taxpayer

Information
– Driver’s License Information
– Patient Medical Record

These frequently abused PII have a considerable overlap with PII involved in
high-loss incidents. We reiterate that one category of PII/identity proof that we
strongly recommend adding to blockchain-based IdM is Financial Information,
e.g., Debit/Credit Card, Bank Account, and Taxpayer Information. In fact, the
investigation of the websites of Authenteq, Civic, and ShoCard shows they are
planning to include this information in their IdM solutions.

Table 3. The number of ITAP cases that have a PII protected with the blockchain-
based IdM solutions Civic, ShoCard, and Authenteq, as input.

IdM Authenteq

ShoCard Civic

PII Cat. Private

Health ID

Gov

Health ID

Social

Security

Card

Green

Card

Passport National ID Driver’s

license

Other

Gov. ID

# Cases 28 19 567 0 16 2 86 42

Avg. Loss $1,661,308 $4,052,047 $27,465,086 N/A $1,252,464 N/A $1,751,281 $492,459
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5 Conclusion and Future Work

We presented the first work in the literature that investigated the real-world,
large-scale impact of blockchain-based IdM on identity theft and fraud. We uti-
lized a model of about 6,000 reported identity theft and fraud cases that occurred
in the past 20 years (from 2000 to 2020), and estimated how much blockchain-
based IdM solutions (Civic, ShoCard, and Authenteq) could have saved identity
theft victims, if they had been used. We found that some PII are more impor-
tant to protect: complete protection of Social Security Card, for example, would
have eliminated about 10% of all the incidents we recorded and modeled, with
an average monetary loss of over $27M per incident. We also recommended new
PII to add to blockchain-based IdM solutions: most notably Financial Informa-
tion, e.g., Debit/Credit Card, Bank Account, and Taxpayer Information. Our
results are useful to developers of new this new line of IdM and their users.
In the future, we can retrospectively evaluate the effect of the universal use of
blockchain-based IdM through the same methodology, once it is widely adopted.

Acknowledgments. This work was in part funded by the Center for Identity’s Strate-
gic Partners. The complete list of Partners can be found at https://identity.utexas.edu/
strategic-partners.
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Abstract. Nowadays, Economy 4.0 is more and more often discussed in relation
to communities, cities, centres of public administration, the non-profit sphere, pub-
lic institutions, factories, and the service sphere. This research is at an early stage
of development and there is therefore a need to formulate a scientific framework
and carry out research to bring new knowledge into the discipline of management
science. The paper focuses on 4.0 technologies that are used in chain management
and the benefits they bring. They are an integral part of Economy 4.0. The con-
siderations aim to define the 4.0 supply chain, to indicate the interest in particular
technologies in quantitative terms, to identify the benefits of their implementa-
tion, to identify the most frequently related keywords, and to propose directions
for further research.

Research has shown, among other things, that there is a need to identify factors
that delay the digitalization of supply chains.

In the area of quantitative research, among other things, the productivity of
leading authors and scientific centres, which most often take up the topics from
SC 4.0, was presented. Bibliometric analysis in relation to generated records were
used as a research method.

Keywords: Industry 4.0 · Supply chain · Digitalization

1 Introduction

Nowadays, in the context of the supply chains one can more and more often see terms
such as Industry 4.0. Examples of different definitions of this term are given in the review
work [1], which also contains definitions of individual technologies 4.0. However, it is
not possible to give a single universal definition for all technologies, as each has its
specificities. Since the supply chain 4.0 (SC 4.0) is under consideration, it is assumed
that:

supply chain 4.0 is a chain in which there is a flow of goods (and accompanying
information and financial flows) between vertically integrated companies creating a
multidirectional network of connections in real time through universal technologies
such as Internet of Things, BigData, Cyber-Physical Systems, CloudComputing, Cyber-
Security and through technologies specifically dedicated to logistics processes such as
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AdditiveManufacturing, AugmentedReality, Autonomous Robots, Vehicles Autonomous,
Real-Time Locating System, etc. This applies to both upstream and downstream flows,
which in economic reality most often form a multidirectional network of links between
supply chain participants. The proposed scope of SC 4.0 is difficult to confront with
other proposals because, according to the authors’ knowledge, such a definition does not
exist in the literature.

It should be mentioned that SC 4.0 is sometimes synonymous with such terms as
Intelligent Supply Chain, Digital Supply Chain, Intelligent Supply Chain. This is a
research area that is still poorly recognized, although many articles highlight the useful-
ness of intelligent supply chain solutions. Reviews are slowly beginning to emerge, but
they do not cover a wider set of technologies that are directly related to the flow of goods
between contractors in the supply chain. Therefore, the aim of further reflection is to
identify the most frequently discussed technologies of this type, on the topics addressed
in SC 4.0, the benefits of implementing the technologies, and to define the directions for
further research.

2 Research Methodology

The need to deepen the supply chain 4.0 theme was born out of the results of the pilot
study [2] aimed to identify what kind of technologies are used in business practice and
whether there is the intention to digitalization supply chains to a greater extent. The
survey was conducted on the basis of in-depth interviews in several Polish links in the
supply chain (producers of raw materials, semi-finished products, final products, and
trade). In total, several entities were examined. The respondents were decision-makers
whose responsibilities are related to logistics (e.g. supply, transport, storage).

Research has shown a low level of implementation of 4.0 technology in supply
chains.

In the first stage, on the basis of the literature review, basic groups of technologies
that are directly related to the physical flow in the supply chain were distinguished.

In the second research stage, articles under the slogan “supply chain” were generated
and then the number of records was narrowed down to the items in which any of the
five separate technology groups 4.0 was discussed according to the established search
path: (TITLE(“AdditiveManufacturing” OR “3D printing” OR “Rapid prototyping” OR
“Direct digital manufacturing” OR “DDM” OR “Layered manufacturing”)… further by
analogy).

Based on the obtained results, has been identified the research areas in which the
articles are published, the most productive authors, countries and research centres spe-
cialising in this topic as well as keywords that most frequently accompany articles on
technology 4.0 in supply chains. Presented also the number of publications. The search
area was made up of titles and keywords.

The most common research topics were then identified using keyword analysis. The
analysis was made by correlating the keyword “supply chain 4.0 with the names of all
technologies (which are detailed in Sect. 4). In this part of the research, the area of
searches were keywords. In total, 19500 different keywords were analysed, with five
search paths combined in this case covering all technologies in total.
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The Scopus database was used for the research. Scopus is a global database of
scientific publications that contains information onmore than 70millionworks. Based on
content analysis, Scopus adds appropriate keywords for each publication that authors of
the publication may have omitted or made an error in writing these keywords. Therefore,
more complete search results can be obtained from generally accepted and modern
keywords.

In a third stage, selected examples point to the benefits of using particular
technologies in the supply chain.

In the final stage, the authors indicated future research directions.

3 Technologies 4.0 Used in Supply Chains

Stage 1. In the literature on the subject, the proposals of technology classification 4.0
include from a few to a dozen or so technologies, however, it is possible to distinguish
the types of technologies that are most frequently repeated [2–7]. Taking into account
the research topics, the technologies that are more directly related to physical flows
were selected for further analysis. However, it should be noted that other technologies
are also useful for supply chain management, as indicated by many authors (Kamble,
Gunasekaran i Gawankar [8] - IoT, block-chain; Makris, Hansen i Khan [9] - Big Data,
cloud computing; Din i in. [10] - CPS; Perboli, Musso i Rosano [11] - Blockchain;
Hatterscheid i Schluter [12] - CPS; Awwad i in. [13] - Big Data; Juhász i Bányai [14] -
CPS; Li, Sijun i Cui [15] - Big Data, cloud computing; Rajput over Singh [16] - Artificial
Intelligence).

Therefore, in the next stage, for empirical research, the following technology groups
have been identified with strong links to the operational (physical) sphere of SC
management:

A. Layered production of products using a laser or electron beams referred to as
slogans: Additive Manufacturing/3D Printing/Rapid Prototyping/Direct Digital
Manufacturing (DDM)/Layered Manufacturing;

B. Recording by the camera of images of the physical world and synchronizing it
with computer
graphics and animations, that is: Augmented Reality/Virtualization/Visualization
Technology/Virtual Reality/Digital Twin/Augmented Wearables;

C. A technical device which, to accomplish a given task, moves smoothly
in a given environment and without direct operator intervention, called:
Autonomous Robots/Robotics/Advanced Robotisation/Robotisation/Collaborative
Robots/Cobots;

D. A computer-controlled car, usually unmanned, described under the password:
Vehicles Autonomous/Wireless Vehicles/Autonomous Transport/Drones/Drone;

E. Technologies of systems locating moving objects in real-time, which primar-
ily include: Real-Time Locating System Technologies (RTLS)/Radio-Frequency
Identification (RFID)/GPS.

At the same time, the above passwords have been included in the search paths of
individual technologies, which have been separated by the suffix “or”.
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4 Technologies 4.0 Used in Supply Chains - Statistical Analysis

Stage 2. As a result of bibliometric research (based on the methodology presented in
Sect. 2) was determined that most of the literature is devoted to technologies supporting
vehicle location and product identification. A particularly large number of scientific
studies concern RFID (Fig. 1).

Fig. 1. Number of publications on “supply chain 4.0” per technology. Source: own research based
on Scopus database.

To the core research areas (according to the Scopus classification) in which scholars
write about the 4.0 technologies used in supply chains belong to Engineering; Computer
Science; Business, Management, and Accounting; Decision Sciences. They account for
three-quarters of all studies analyzed.

Detailed research shows that the overall percentage distribution in the main research
areas for individual technologies is similar. The largest differences in the percentage dis-
tribution of research areas in relation to other technologies are found in the Autonomous
Robots technology group. There is a greater share of articles in the Engineering area and
a smaller share in the Decision Sciences area.

The authors come mainly from the United States, China, Great Britain, Germany
and China.

Taking into account particular groups of detailed technologies, it can be concluded
that, apart from the countries mentioned above, the research areas are dominated by
Finland and Italy (Additive Manufacturing), Italy and India (Augmented Reality), Japan
and India (Autonomous Robots), Canada and India (Vehicles autonomous), Italy and
Australia (Real-time locating system technologies). The United States is the leader in
terms of the number of publications published for all technologies.

Some of the most productive authors (who write most about it) in the scope of
the discussed topic include: Piramuthu, S., Li, Y., Masciari, E., Patrono, L. Within the
framework of the different technologies these are: [17–19] - additive manufacturing;
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[20–22] - augmented reality; [23–25] - autonomous robots; [26–28] - real-time locating
system technologies.

The most productive research centres are Hong Kong Polytechnic University,
University of Florida and Pennsylvania State University.

As a result of the analysis of keywords assigned to the generated literature items,
it has been concluded that the 4.0 theme in the context of specific technologies is most
often combined with the issues of production and inventory management (Fig. 2).

Fig. 2. Networking of keywords from Industry 4.0 literature on Industry 4.0 in supply chains
Source: own research based on Scopus database. Access to the interactive version: http://data.
lewoniewski.info/supplychain/test3.html

5 Technology 4.0 in the Supply Chain and Its Benefits

Stage 3. The literature review shows that the potential of technology 4.0 in supply chains
is still underutilised. Many applications are at the conceptual stage or are implemented
on a small scale in specific case studies. Most articles highlight their positive impact on
supply chain management.

In the context of supply chain digitalization, one of the most popular topics today is
3D Printing. This technology can be used in many sectors, such as aerospace, Huang,
and others [17]. Empirical research indicates many advantages of 3D Printing, such as
the simplification of supply chains, by omitting production stages of individual parts, the
possibility to decentralize the production of authors [19] and thus shorten the delivery
time of products which are manufactured closer to the consumer [17], saving energy
and CO2 emissions during the life cycle of products [29], the possibility of recycling
waste from such production [29], the possibility of including prosumers in the creation
of products [30].

Despite the huge potential of this technology and demonstrating that it can be a
source of additional revenue [30], there is a need for more research into the economics

http://data.lewoniewski.info/supplychain/test3.html
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of processing and transporting certainmaterials (e.g. powderedmetal) and estimating the
costs of such products for the environment and human health (e.g. in terms of electron
radiation or disposal of printing materials).

Another technology - the so-called Augmented Reality - among other things, it
allows the design of parts (using CAD and CAM computer systems), production sim-
ulation, and visualization of these processes [20], virtualization of products [21], risk
management in the chain through the use of digital twins [31], shortening the time
and cost of developing the project [20], improving the quality products [22], studying
purchasing behavior when buying low carbon goods [32].

The research so far has focused mainly on the individual sections of the chain.
However, more emphasis is needed on a broader range of studies that capture flows
throughout the supply chain. E.g. authors [21] show, using the example of the flower
industry, how important it is to visualize a product at every stage of its movement.
Authors [21] also describe the virtualization of objects and things in the context of
the entire supply chain using the example of the food industry. Despite the fact that
different types of platforms are increasingly affordable also for smaller entities [21],
research is needed into the cost-effectiveness of implementing such projects. Currently,
for example, the so-called digital glove integrated with glasses is being tested, which
scans the barcodes in warehouses and searches for subsets in the database replacing a
computer mouse. It is therefore important to determine the initial boundary conditions
for the benefit of using this type of innovation and whether, in addition to improving
logistics, specific savings effects are achieved.

Another of the analyzed technologies are Autonomous Robots [25]. On specific
examples, the authors prove that robots: are particularly helpful in situations of fast-
changing product lines, with complex and labor-intensive tasks and high start-up costs of
[33], in cooperation with agent technologies, help solve complex planning and schedul-
ing problems and minimize production costs for [24] and [25], can operate continuously
without intervention, assuming [33], can capture dangerous situations resulting from
human error [34].

Despite the many advantages of robots, research shows that even if companies
increase the automation of their logistics processes, they do not generally intend to
invest in more expensive and advanced technologies [23]. Despite the proven effective-
ness of the use of robots [33] is rarely used in small and medium-sized enterprises as
well. In the supply chain management process (in ports, warehouses) even in larger
enterprises are only partially used.

Taking into account the next technologygroup -VehiclesAutonomous - the literature
underlines that by using wireless car networks, Intelligent Transport Systems (ITS)
have the potential to shape the future of multimodal logistics. Among other things, it
is indicated that unmanned vehicles: can be useful in humanitarian actions, in which
logistics operations involving humans are severely hampered by [34], reduce energy
consumption and greenhouse gas emissions, [35], can help with the inventory process,
have lower operating costs, provide greater safety, shorter delivery times, and have a
positive effect on sustainable development in transport and storage [36].
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Recently, autonomous vehicles have proved to be particularly useful in the provision
of food in city logistics and the disinfection process in hospital logistics, during a pan-
demic. This direction of research - so-called social logistics - is poorly described. There
is a lack of extensive research studies and analyses indicating the costs connected with
it.

The last of the analyzed groups is the Technology of Systems Locating Moving
Objects in Real-Time. Technologies of this type, among, reduce labor costs, simplify
business processes, shorten delivery times and reduce the costs of inventory control of
[37], automate and optimize logistic tasks in the scope of grouping, routing and creating
harmonograms [38], together with other technologies others such as wireless sensor
networks (WSN), middleware, cloud computing, and IoT application software - they
can create essential IoT technologies [39].

This is the most widely discussed group in the scientific literature. The literature
presents mainly benefits resulting from the application of this technology, points to
several device and application functionality. However, there is a lack of benchmarking
analyses indicating cost relations before and after the implementation of this technology
about the management of the whole supply chain.

In the analysed articles, simulations of case studies or traditional case studies were
used as a researchmethod.Quantitative research is only at the initial stage of development
and usually concerns one selected technology. Therefore, there is a need to create amodel
that could be tested on a representative group of enterprises.

The considerations focus primarily on indicating the benefits of implementing indi-
vidual solutions, on the description of changes in configuration and flow of goods
(including in particular inventory levels).

6 Delaying Implementation of S.C. 4.0 - Future Directions
of Research

Stage 4. On thebasis of the conductedpilot projects interviews, it appears that public and
business entities are not always interested in implementing modern technologies or are
only interested in them in selected areas of their activity. According to representatives of
enterprises (including those with a well-known brand), which are the main coordinators
of supply chains and at the same time have great bargaining power over other participants
in the supply chain, in many cases there is no justification for introducing innovative
solutions.

There is therefore a need to identify factors that de facto do not have positive impact
on the economic performance of supply chains.

For example, the market within which the supply chain is embedded may not require
the introduction of spectacular technologies, as relying on existing solutions and coex-
istence in current technological relations may ensure the maintenance of a competitive
advantage.

It therefore seems that there may be a deliberate “postponement of supply chain
digitalization”, as such solutions are not necessarily indispensable under the current
market, configurations and economic conditions.
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Therefore, there is a need to establish a list of factors that determine whether the
implementation of digitised chains should be postponed or completely abandoned (i.e.
barriers to their implementation) and prioritised, as well as to determine whether the
implementation of such chains brings unambiguous economic effects. In particular, it
is worth concentrating on those factors that cause a deliberate “postponement” and
are not an obvious barrier, such as (e.g. lack of competent people, lack of knowledge
of technology) and focus on negative results (Fig. 3).

Fig. 3. Factors delaying the digitalization of the supply chain

There are generally few studies on success factors for supply chain management in
the literature. Among other things, there are items on universal aspects for each chain
[40], on specific industries [41], IT systems [42], and the use of specific technologies
4.0 [43]. There are also few items on factors for the implementation of various supply
chains [44].

Concerning the factors hindering the implementation of 4.0 technologies, they are
considered without reference to vertically integrated economic actors [8]. Sometimes
only factors are indicated for the very reasons of the implementation of the digitalization
chains about specific technologies [45].

Therefore, the results obtained under the proposed new research line will be diffi-
cult to confront them with those already existing and to make benchmarking analyses.
However, they may become an important reference point for further analyses.

7 Restrictions on Research

Search trails contain the most popular keywords for a given technology. However, these
search paths can be extended with further keywords and writing methods.

Due to the format of the article work, only sample items of literature are referred to.
Moreover, in the future research should be extended to other technologies, such asBig

Data, the Internet of Things (IoT), Physical Cybersystems (CPS), Cloud Computing and
CyberSecurity, and the benefits of their application should be considered multi-faceted,
depending on the number of simultaneous implementations of several technologies.
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Due to editorial limitations, only selected technology applications from all gener-
ated and analyzed records are cited. For this reason, it is also not possible to carry out
generalization with an indication for each analyzed source.

8 Conclusions

As a result of the researchwork carried out, it was found, inter alia, that there is an upward
trend in publications in the scope of all surveyed technologies. More than 70% of the
items generated concern only four research areas. It is also likely that more research will
become interdisciplinary in the future. At present, authors from the United States, China,
the United Kingdom and Germany dominate. The description of technology most often
refers to the sphere of production and inventory management.

The literature analysis concluded that theme 4.0 in the context of specific technolo-
gies is most often combined with production and stock management issues.

On the basis of the collected material, it can be concluded that there are numerous
benefits resulting from the implementation of technology 4.0 in the areas of supply chain
management. At the same time, the level of digitalization of the supply chain is not high.
Therefore, research should be carried out in the future to identify factors that delay the
digitalization of the supply chain. As there are no such studies in the literature, this is
an interesting and future direction of research is needed.
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for data generation for this article.
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Abstract. The following paper presents a study on the relationship
between customer movie preferences and online purchases of products
from different categories. The analysis was based on the dataset of 233.1
million Amazon reviews and followed the CRISP-DM methodology. The
presented findings confirm that movie preferences correlate with spe-
cific product purchase preferences. For instance, customers who watch
movies from the categories documentary and drama are more likely to
be interested in books purchase, whereas people who watch action movies
are having higher scores in electronics. The following paper contributes
especially in directly linking movie preferences and product categories
purchases. Provided analysis and generalized model should be interest-
ing for both researchers and practitioners from the e-commerce domain.
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e-commerce · Amazon · CRISP-DM

1 Introduction

Recommender systems (RS) are commonly used as information search and deci-
sion support tools. They are addressing the problem of information overload by
generating personalized suggestions that suit user’s needs. RS are intended to
help users find products or services such as books, movies, or even people, based
on a different kind of information about the user or recommended item [1].

There are three major types of recommender systems: content-based (CB),
collaborative filtering (CF), and hybrid recommender systems [18]. CB exploit
similarities among items, e.g., recommending music of the same genre or news
articles on the same topic. In contrast, CF exploits similarity and relationships
among users to provide recommendations [14]. The most successful examples
of CF recommender systems are employed on Amazon1, Netflix2, Spotify3, and
1 http://amazon.com.
2 http://netflix.com.
3 http://spotify.com.
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Last.fm4. According to the Microsoft Research report, 30% of Amazon.com’s
pages views were from recommendations [17]. Similarly, RS used by Netflix is so
effective that more than 80% of movies watched by Netflix users came through
recommendations [11]. Therefore, RS are a very important element of current
online businesses. However, despite the high effectiveness of RS, companies are
still seeking to improve their algorithms since any improvements in this area
can be very lucrative for them. Thus, research in this domain seems justified.
Moreover, while most of the companies are focused on offering recommendations
for items belonging to a single domain (e.g. Netflix, Spotify), there are large
e-commerce sites like Amazon or eBay which often store customer purchasing
behavior from multiple domains. It is beneficial for them to leverage the knowl-
edge from one domain (source domain) to the other domain (target domain) to
generate better recommendations. These kinds of recommendations are called
cross-domain recommendations and are getting increased interest. Many papers
are analysing cross-domain recommendations [3,9,22]. Yet, to the best of the
author’s knowledge, there are no articles nor publications with the main focus
on exploring the relationship between movie preferences and online product pur-
chases in different categories. The unprecedented success of Netflix RS is another
reason to explore the predictive power of movie preferences combined with other
domains. Those potential relationships might be also another suggestion on how
to solve the so-called cold-start problem for the users for which movie prefer-
ences are already known. The above motivation gives the way to outline the
main research question investigated in this paper, which is: Is there a statisti-
cally significant correlation between movie preferences and online purchases in
different product categories?

2 Literature Review

2.1 Search Methodology

A comprehensive literature review has been conducted to analyze the current
state of the art of research in the area of cross-domain recommender systems.
Key recommendations provided by Webster and Watson in [20] has been used
as a guideline to enhance the rigor of the research process. The chosen research
databases consisted of Springer and IEEExplore since they covered many papers
related to Information Systems, IT, and e-commerce. Moreover, the Google
Scholar search engine and Mendeley tool were used to provide relevant articles
that were not found in the databases listed above. The search was conducted
using the keywords and phrases: “cross-domain recommender systems”; “cross-
domain collaborative filtering”; “cross-domain recommendations”; “movie pref-
erences and product purchases”; “movie preferences and product preferences”;
“cross-domain recommendations based on movies” and combining them with the
domain keywords: “e-commerce”, “online”; and “Amazon”.

4 http://last.fm.

http://last.fm
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The main goal of this literature review was to summarise existing knowledge
in recommender systems with a primary focus on the cross-domain recommenda-
tions in e-commerce. The secondary goal of this literature review was to find any
papers exploring potential relationships between movie preferences and product
purchases in different categories.

An initial number of publications related to cross-domain recommendation
systems consisted of 26,908 items (Springer) and 232 items (IEEE). Filtering to
publications from the last six years (2015–2020) allowed to decrease this number
to 11,743 items (Springer) and 199 items (IEEE). The list of publications was
limited to the top 1000 papers recommended by the search engine. Then the
title screening was conducted and 88 papers were selected. After title filtering,
abstracts were analyzed and 40 positions were selected for full-text reads. Then
backward and forward selection added 12 more papers. Not being able to describe
all of them, the author selected and referenced 19 positions that are the most
representative and interesting studies. The literature has been sorted historically
with a description of their key contributions.

2.2 Related Work

The first paper worth investigating [5] covers an ontology-based customer profile
model with the multi-source cross-domain nature and focused on clear semantics
of customer interests. In general, the paper is using the Amazon case study
dataset to highlight the basic conceptual issues of the 3G (third-generation)
recommending systems model. The model seems interesting from the perspective
of cross-domain recommendations. Yet, no empirical results were presented here.

In the same year, [15] proposed an approach for recommender systems based
on graph metrics and linked open data. According to their evaluation based on
the three tasks of the 2015 LOD-RecSys challenge5, the results for cross-domain
recommendations, outperformed collaborative filtering. As evaluation metrics,
they used the recall, precision, and F-measure for the top 10 recommendations.
Their graph-based approach seemed to find reasonable relations between books
and movies (e.g., common genres) and leverage those for creating predictions.

Analysis and identification of a customer personality is another common
approach when it comes to the new user cold-start problem in CF. Researchers in
[4] tried to alleviate this problem by exploiting personality information (Big Five
scores) inferred from different domains. The main contribution of their paper is
a cross-domain rating prediction method. The evaluation of the method was
conducted on a myPersonality database subset of 5,027,593 likes from 159,551
users on 16,303 items from three categories, namely books, movies, and music.
Presented results show that personality-based methods achieved performance
improvements that range from 6 to 94% for users completely new to the system
while increasing the novelty of the recommended items by 3–40% concerning
the non-personalized popularity baseline. Unfortunately, this research was not
extended to other cross-domain recommendations.

5 https://recsys.acm.org/recsys15/challenge/.
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Another interesting paper [10] presents a neural network-based cross-domain
RS. Their system named CCCFNet combines CF and CB filtering in a unified
framework. Evaluation of their system was conducted on two rating datasets:
Douban6 and MovieLens 20M7. According to their experiment, CCCFNet con-
sistently outperforms the baselines of Average Filling, Bias Matrix Factorization,
CMF, MV-DNN, and SVDFeature.

Scholars in [23] also focused their efforts on providing cross-domain rec-
ommendations and alleviating the issues of a cold-start. They proposed a
cross-domain recommender system, including three approaches (three auxiliary
domain information fusion-based cross-domain CF algorithms), based on multi-
source social big data. Evaluation of their work was based on an actual dataset
in the book and music domains. According to the presented findings, proposed
cross-domain approaches are providing better accuracy scores than the con-
ventional CF-based approaches and matrix factorization. These findings seem
promising, yet according to the paper, this approach is restricted to exploiting
data from the auxiliary domain that is related to the target domain (e.g. books
and music). Domains distantly related are not considered in this study.

A highly related study was conducted by [2]. Researchers in this paper pre-
sented the cross recommendation system based on the data from three different
domains namely music, movies, and books. Their model is capable of generating
one-to-many cross-domain recommendations exploiting movie domain knowl-
edge to generate recommendations for books and music. Yet, their dataset is
very small since it covers only 40 users and the analysis is not extended to other
domains.

Another interesting approach is presented in [22]. The authors proposed an
approach that exploits the potential of partially overlapping domains to improve
cross-domain recommendations. Their method utilizes information about the
entities in the two domains that partially overlap. The paper presents a cross-
domain recommender system based on kernel-induced knowledge transfer, called
KerKT. Presented experiments showed that KerKT had 1.13–20% better pre-
diction accuracy compared with six benchmarks (PCC8, FMM9, CBT10, PMF11

PMFTL12, RMGM13).
More recent studies seem to keep investigating the potential for improve-

ments in the target domain recommendations based on the knowledge gathered
from the source domain. In [8] authors presented a generic cross-domain rec-
ommendation framework that outlines three main phases (“domain selection

6 Douban is a leading Chinese online community that allows users to record informa-
tion related to multiple domains, including movies, books, music, and activities.

7 https://grouplens.org/datasets/movielens/20m/.
8 Person Correction Coefficient.
9 Flexible Mixture Model.

10 Code-Book-Transfer.
11 Probabilistic Matrix Factorization.
12 Probabilistic Matrix Factorization Transfer Learning.
13 Rating-Matrix Generative Model.

https://grouplens.org/datasets/movielens/20m/
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criteria”, “knowledge transfer”, and “recommendation generation”) and com-
ponents essential to conduct cross-domain recommendation. Their framework
was based on the analysis of 128 papers gathered from two selected by them
literature review papers.

Summing up, there seems to be no universal algorithm for RS, and combin-
ing different approaches for different cases might be a good solution. Therefore,
exploring relationships between customer movie preferences and product pur-
chases in different categories might be useful for situations where those movie
preferences of customers might be easily accessible. This paper contributes
in directly linking movie preferences and product categories purchases. Such
research is a specialization of existing methods into a specific application domain.
However, the study proposes also a general conceptual model for RS based on
customer preferences vector.

3 Research Methodology

The CRoss-Industry Standard Process for Data Mining (CRISP-DM) is the
underlying research methodology used in this study. It is a popular methodology
for increasing the success of data mining projects [21]. CRISP-DM provides a
sequence of six phases helping to build and implement data mining models to
support business decisions in a real environment (Fig. 1). It defines a project as
a cyclic process, where several iterations can be used to allow the final result to
be tuned towards the business goals.

The first phase (business understanding) is related to the analysis of the
domain and identification of the goals to achieve. In this study, the research
question was stated and motivated in the introduction. The second phase covers
data understanding. When designing the data mining analysis, it was decided to
exploit the potential of Amazon.com since it is the biggest worldwide e-commerce
company that offers products from many different categories (including movies).
Their website allows retrieving user reviews regarding particular products. More-
over, with each review, there is an associated “Verified Purchase” indicator that
shows whether this particular customer has purchased the product on Amazon
or not. By this means it is possible to collect data about customers who both
purchased and reviewed products from different Amazon categories including
movies (reviews after purchasing in the traditional form e.g. DVD’s or after
watching on Amazon Prime14). This way it is possible to compare customers’
movie preferences and their purchasing behavior in different product categories.
The data did not need to be collected specifically for this research since it was
already publicly available. Details about the dataset are presented in the dedi-
cated section of this paper. A thorough analysis of this dataset allowed to achieve
the data understanding phase. The next step of CRISP-DM involves data pre-
processing, which in this case, took a significant amount of time and resources
since there needed to be done many transformations and data merging. Then,
the correlation model was created (modeling phase) and evaluated (evaluation
14 Amazon Prime (or Amazon Prime Video) is paid subscription service offered by

Amazon that gives users access to additional services such as movies or TV shows.

https://www.amazon.com/
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phase) using a statistical metric (p-value). The results of the correlation analy-
sis are presented in the next section. Finally, conclusions were drawn from the
obtained results, the initial research question could be answered and suggestions
for deployment were presented.

Fig. 1. Cross industry standard process for data mining. Source: [21]

4 Results

The main aim of this paper is to investigate the potential relationship between
movie preferences and e-commerce product purchases in different categories. The
first part of this section describes the empirical dataset used in this study, while
the second part presents Spearman correlation analysis results.

4.1 Dataset Description and Pre-processing

The analysis was carried out using a dataset of 233.1 million Amazon reviews
between 1998 and 2018 collected by [12] and publicly available15. The preprocess-
ing stage covered combining the reviews dataset with the products’ metadata.
Then, there was created a dataset of customers who reviewed at least 5 movies
(Verified Purchases) and reviewed at least 5 other products (Verified Purchases).
Moreover, to limit the dimensionality of the analysis top 30 most popular prod-
uct categories and 39 movie categories were selected (listed in the Appendix).

Structure of the final dataset covered unique customer identification number,
encoded columns representing movie preferences (number of verified reviews in
each category), and encoded columns representing product preferences (number

15 http://jmcauley.ucsd.edu/data/amazon/.
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of verified reviews in different product categories). The dataset covered 147,130
unique customers. Such large dataset is significant advantage of this paper since
in [6,7] the data sets contains only 111 users, in [13] and [16] it is around 100,
and in [19] only 52. The dataset covering 20 years of e-commerce data allows to
extract correlation patterns that are timeless and lasts for a long time.

4.2 Correlation Analysis

After data preprocessing, correlation matrix (Tables 1 and 2) was built using the
dataset with movie and product preferences.

Table 1. Correlations between movie preferences and purchases in different product
categories on Amazon - Part 1 (abbreviations explained in Appendix A)

Source: Own work
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Due to the fact that the distribution of the collected dataset is not normal,
the Spearman rank-order correlation coefficients were calculated. It is a statisti-
cal measure of the strength of a link or relationship between two sets of data. The
higher the value the higher the correlation between analysed variables. Results
revealed that on the one hand, the highest positive correlations in the anal-
ysed dataset of movie categories and product purchase categories were identified
between the Music Videos and Concerts and CDs and Vinyl (Spearman value:
0.2217; p-value < 0.00001), Kids and Family and Toys and Games (Spearman
value: 0.1692; p-value < 0.00001), Drama and Books (Spearman value: 0.1659;
p-value < 0.00001), Documentary and Books (Spearman value: 0,1613; p-value <
0.00001), Animation and Toys and Games (Spearman value: 0,1497; p-value <
0.00001), Documentary and CDs and Vinyl (Spearman value: 0,1486; p-value <
0.00001), Action and Electronics (Spearman value: 0,1453; p-value < 0.00001).

Table 2. Correlations between movie preferences and purchases in different product
categories on Amazon - Part 2 (abbreviations explained in Appendix A)

Source: Own work
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On the other hand, the highest negative correlations were identified between
Science Fiction and Books (Spearman value: −0,0891; p-value < 0.00001),
Animation and Patio Lawn and Garden (Spearman value: −0,0613; p-value <
0.00001), Animation and CDs and Vinyl (Spearman value: −0,0607; p-value <
0.00001), Animation and Books (Spearman value: −0,0578; p-value < 0.00001).

5 Discussion and Implications

The above results indicate that indeed certain movie preferences are sta-
tistically significantly correlated with purchases of products in certain cate-
gories. Most of them can be reasonably explained (e.g. watching videos from
Music Videos and Concerts and purchasing CDs and Vinyls). However, there
are also less obvious correlations such as positive correlation between watching
Documentaries and purchasing CDs and Vinyls or negative correlation between
watching Science Fiction and purchasing Books. Hence, the above analysis
allowed to positively answer the main research question of this paper whether
movie preferences correlate with online purchases in different product categories.
Information about such correlations can be used to improve existing recom-
mender systems or to solve the cold-start problem for customers where movie
preferences can be accessible. Figure 2 presents a generalized conceptual model
for recommender systems that might take advantage of customer preferences.
Such generalization allows to take into account the vector of customer prefer-
ences (such as music genre preferences, dining preferences, book genre prefer-
ences). Thus, this paper provides both, theoretical contributions and practical

Fig. 2. Proposed conceptual model for RS based on customer preferences. Source:
Own work.
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implications. Moreover, human-interpretable results are another advantage of
this research, since many previous papers provide frameworks that are not inter-
pretable by humans.

6 Limitations

Every study has limitations and this research is no exception. First of all, this
experiment was based only on verified reviews. Hence, the people who watched
movies without writing reviews about it are not considered in this analysis.
Secondly, the number of verified reviews in particular movie categories were the
only indicator of movie preferences. User ratings of the particular movies were
not taken into account. Therefore, it was assumed that the more reviews in the
particular category a user has written the more this user is interested in this
movie category. In the situation where a user negatively rated many movies
in a particular category the author assumed that this user is still interested
in this category (because of many verified reviews), however, these particular
movies were not good enough for him/her. Finally, the analysis was based on
user accounts that might be shared with others (e.g. members of the family).

7 Future Work

First of all, future research should add the time factor to this analysis (e.g.
whether movie review was created before or after product purchase). Secondly,
analyzing correlations between other preferences (such as book genre, music
genre, or dining preferences) and e-commerce purchases can provide interesting
results regarding generalization of this model and creating a vector of customer
preferences affecting purchasing behavior. Finally, the application of NLP tech-
niques for text reviews could be a good direction to extend this model.
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Appendix A

See Table 3.

Table 3. List of abbreviations used in the correlation matrix

Abbreviation Movie category Abbreviation Product category

MC1 Romance PC1 Clothing Shoes and Jewelry

MC2 Faith and Spirituality PC2 Books

MC3 Musicals PC3 Women

MC4 TV News Programming PC4 Clothing

MC5 Fitness and Yoga PC5 Home and Kitchen

MC6 Art House and International PC6 Sports and Outdoors

MC7 Mystery and Thrillers PC7 Automotive

MC8 Sports PC8 Men

MC9 Holidays and Seasonal PC9 Electronics

MC10 Drama PC10 Accessories

MC11 Documentary PC11 Literature and Fiction

MC12 Foreign Films PC12 Toys and Games

MC13 Fantasy PC13 Tools and Home Improvement

MC14 Educational PC14 CDs and Vinyl

MC15 LGBT PC15 Cell Phones and Accessories

MC16 Reality TV PC16 Imported

MC17 Exercise and Fitness PC17 Shoes

MC18 Military and War PC18 Kindle Store

MC19 Silent Films PC19 Kindle eBooks

MC20 Classics PC20 Kitchen and Dining

MC21 Anime PC21 Sports and Fitness

MC22 Animation PC22 Replacement Parts

MC23 Futuristic PC23 Jewelry

MC24 Special Interests PC24 Novelty and More

MC25 Science Fiction PC25 Novelty

MC26 Characters and Series PC26 Home Dcor

MC27 Performing Arts PC27 Computers and Accessories

MC28 Music Videos and Concerts PC28 Cases Holsters and Sleeves

MC29 TV Talk Shows PC29 Office Products

MC30 Television PC30 Patio Lawn and Garden

MC31 Horror

MC32 Comedy

MC33 The Works

MC34 Action

MC35 Live Action

MC36 Cult Movies

MC37 Westerns

MC38 Kids and Family

MC39 Musicals and Performing Arts

Source: Own work
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The world has changed since the last iCRM workshop in 2019. In the face of a global
pandemic, traditional business models built around direct face-to-face customer inter-
actions are under pressure and the importance of digital channels has increased dra-
matically. Analysts indicate an increase of more than 8.2% of internet users within one
year [1]. While large online sales platforms report a significant growth in their sales
numbers, many smaller retailers without established digital sales channels are under
pressure and need to adapt quickly to the new business environment. Besides the
primary need for establishing digital sales channels, maintaining and enlarging a
profitable customer base in the new business environment is the second challenge.
Social media offer the means for reaching out to new buyers via existing relationships
as well as for maintaining close personalized relationships with existing customers. In
sum, the increase of 10.5% in active users since July 2019 is a substantial opportunity
to pursue these goals [1].

From an organizational perspective, social customer relationship management
(Social CRM) links the external world of social media with internal business processes
in marketing, sales, and customer services [2]. However, social media should not be
conceived solely as a new communication and marketing channel, but as a lever to
transform existing CRM strategies, processes, and systems [3]. Integrated Social CRM
is an approach that aims to align these aspects in integrated and digitally supported use
cases. It builds on a realm of information technology that helps to turn user-generated-
content (UGC) into actionable information for daily tasks as well as strategic decisions
[4, 5]. Successful Social CRM also means to leverage the unique properties of social
media for realizing interactive, personal, and sometimes even automated interactions
[6, 7].

For the 5th time, the iCRM workshop aimed to shed light on current research and
practical challenges regarding integrated Social CRM. The workshop attracted par-
ticipants from different fields, such as marketing and relationship management, infor-
mation systems design, and computational intelligence. Like in the previous years, all
submissions underwent a double-blind peer review and the authors were offered to
revise their manuscripts based on the feedback from the workshop, which was con-
ducted virtually this year. In sum, five papers were accepted, which covered multiple
perspectives.

The first three papers provide insights into the current role of social media in
various industries. The first paper, “Financial Institutions and Use of Social Media:
Analysis of the Largest Banks in the U.S. and Europe,” examines the use of social
media in customer-facing activities in major financial institutions and shows the
heterogeneous exploitation of social media for CRM purposes. The second paper,
“Outsourcing of Social CRM Services in German SMEs,” presents findings about the
outsourcing intention for Social CRM activities as well as barriers resulting from a
survey among 122 small and medium sized companies. The third paper, “Customer-



Focused Churn Prevention with Social CRM at Orange Polska SA,” reports research in
progress on the potential use of social media for measuring and reducing the churn risk.
The last two papers examine current research and IS development directions in
Social CRM. The fourth paper, “Social CRM: A Literature Review based on Keywords
Network Analysis,” provides a network analysis of 766 research papers and shows the
importance of big data technologies for Social CRM as well as a strong focus of
researchers on major platforms such as Facebook and Twitter in the past. The last
paper, “Social CRM Tools: A Systematic Mapping Study,” examines the main features
of Social CRM tools via an extensive screening of existing literature.

The papers highlight the manifold integration challenges, ranging from the avail-
ability and use of information systems for tasks in Social CRM, to the potential of
speeding up the transformation of existing CRM approaches by using specialized
agencies. Combining the technological and the managerial perspective has been rec-
ognized during the workshop as an important prerequisite for achieving integrated
solutions in practice that help businesses to build and foster relationships in a digital
environment.

Above all, the 5th iCRM workshop was a community effort in extraordinary times,
and the contribution of all authors as well as Program Committee members in meeting
these challenges was highly appreciated.

August 2020 Rainer Alt
Fabio Lobato
Olaf Reinhold
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Abstract. This article aims to analyze the largest banks in the United States of
America and Europe in relation to acceptance, reach, engagement and interaction
with their customers on social media. A qualitative approach comparing some fac-
tors based on analysis of the banks’ social media data is provided. Results show
that the analyzed banks do not use the full potential of social media, incorporating
these tools to their strategies. Attitudes such as lack of post, low number of fol-
lowers, lack of responses to customer interactions, and pages blocking comments
are some of the results that indicate possibilities for improvements in the usage of
these tools for building up relationships with customers. Despite the investment
in technology by banks and the strong presence of social media in contemporary
life, this study shows an opportunity for new strategies related to the interaction
between the banks and their consumers. Besides the analysis of social media char-
acteristics, this paper also provides a sentiment analysis to indicate possible issues
regarding brand image in the online environment.

Keywords: Social media analysis · Social CRM · Financial institutions ·
Consumer sentiment

1 Introduction

Social media has become an important tool in communications and customer relation-
ships [1], as its use is one of the world’s most popular online activities [2]. The number
of social media users in the world went from 0.97 billion (2010) to 2.48 billion (2017)
and a forecast expects this number to rise to 3.09 billion users in 2021 [3].

A concept of Social Customer RelationshipManagement (Social CRM) has changed
the way businesses and customers build their relationships [4]. It is defined by the
possibility of integrating data from social media into CRM tools to improve insights on
consumers, aswell as themanagement of these socialmedia as instruments for interacting
with customers [5]. Given this new scenario, social media research becomes relevant,
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such as Twitter, Facebook, LinkedIn, Instagram, and YouTube, that are considered to be
valuable assets for marketing strategy development [6].

Social media support the development of profitable relationships with customers,
providing competitive advantage to the organization and, through Social CRM, compa-
nies are able to use social media to analyze customer engagement and understand better
the online customer for stronger relationships [7]. Social networks allow companies to
communicate with their customers and could be a support element considering brand
[8] and a new way to establish new relationships with potential customers by promoting
customer satisfaction and ensuring an increase in sales [9].

Some studies seek to understand the use of social media in different sectors [10–13],
and some, focus in bank sector [14–18].

Considering the latest investments from banks in technology, the use of cell phones
and the mobile Internet has brought changes to financial services, as consumers and
banks have been provided with new tools to manage their money, time and company-
customer relationships [19]. Consequently, in the USA, banks were expected to spend
67 billion in technology in 2019 [20].

Another study found out that social media represent great opportunities for banks to
offer better individualmarketing experiences [21]. However, a studywithmanagers from
different banks regarding the effect of digitization processes on customer relationship
satisfaction and results point that, besides the lack of research in the field, part of the
current theory of customer loyalty needs to be revised to align it with the new digitized
sector [17].Moreover, considered thefirst authors to investigate the consumer perspective
on issues of social media adoption by financial institutions, and suggest that consumers
will use social media if the industry clearly creates and articulates consumer value and
develop strategies about technology security perception [22].

Based on the importance of social media in the contemporary world to improve the
company-customer relationships, as well as the relevance of this novel relationships for
the banking industry, this article seeks to analyze the largest banks in the United States of
America (USA) and Europe in relation to acceptance, reach, engagement and interaction
with their customers on social media.

To reach the proposed analysis, the paper includes the concept of Social CRM to
analyze the performance of the selected banks in the five largest social media. Grounded
on descriptive and qualitative approaches, this article also includes the comparison of
users’ sentiments based on mentions in social media regarding products and services
from these banks. The originality of this paper lies on the fact that existing research did
not analyze more than one social network [14, 22, 24].

The results support the alignment of bank actions to explore the value of the adoption
and use of social media as a source of customer information [22, 25]. This institutional
alignment with the source of customer information aims to leverage the innovation of
products and services [26], understand the perceived effects on customer loyalty from the
managerial aspect [17], achieve higher levels of financial performance [18, 27] and still
understand the impediments related to the use of technology [21]. These analyses also
highlight the importance of the client’s opinion and action in social media for financial
institutions [6]. The next pages will explore the methodology, results and conclusions,
indicating the practical implications of the work.
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2 Methodology

Through a qualitative descriptivemethod, looking for the information about banks’ social
media, this paper describes the factors based on the Social CRM concept: acceptance
(adherence of the studied bank to the tool), reach (number of followers), engagement
(number and recurrence of publications on the platforms) and interaction (which means
dialogue, or level of responses between customers and the banks studied).

The study focuses on studying the US and European markets, since other markets,
such as Asia, have different characteristics and moments, making a horizontal compari-
son unfeasible [20]. There were seven institutions of the fifteen largest banks in theworld
in assets, being: JPMorgan (6th), HSBC (7th), Bank ofAmerica (8th), BNPParibas (9th),
Credit Agricole Group (10th), Citigroup (11th) and Wells Fargo (13th) and five of the
most used platforms in the world, which are: Twitter, YouTube, Facebook, LinkedIn and
Instagram [3].

To collect data for acceptance analysis, reach, engagement and interaction, each page
of the banks on Twitter, YouTube, Facebook, Instagram and LinkedIn was analyzed. The
following software solutions were used to analyze the data from the pages: Foller.me®,
Likealyzer.com®, and social-searcher® (sentiment analysis).

3 Results

3.1 Analysis of Twitter Profiles

Twitter, the seventh most used social network in the world in 2018 [3], presents itself as
“the right place to know more about what’s going on in the world and what people are
talking about right now”. With the expansion of social media and the strong need for
social CRM tools, several researchers have explored this field of analysis [28, 29].

This analysis of financial institutions becomes relevant due to a new moment in
relationship with their clients based on Web 2.0 platforms [22]. The five selected banks
are present on Twitter with individual performance characteristics.

Regarding the time, the tool Foller.Me® shows that the banks started using the
platform in different moments. The first to join was Wells Fargo in 2007 and the last,
JPMorgan in 2013. Scope or location data, as well as the URL directing to the bank’s
website, are not disclosed on the pages from JPMorgan and Bank of America, differently
from the other banks. However, all institutions provided a very attractive biography
and further information regarding digital interaction through the platform. Some of
them directed the user to another environment, which could be considered a customer
service page. Concerning the reach, engagement and interaction factors, the scenariowas
different in each bank. The Credit Agricole Group had the largest number of Tweets,
followed by Citigroup and Wells Fargo. The HSBC appears in the last position in this
ranking. However, when it comes to followers, Citigroup appears with nearly double of
the second place, Bank of America. Table 1 discloses these results, as well as the number
of accounts these banks follow and the ratio between followers and following.

The strategy of following profiles is different comparingBNPParibas and JPMorgan.
While the first follows several accounts, the latter does not follow the same strategy.
Listing is an important factor to determine the engagement of users with a profile on



206 T. H. Sena et al.

Table 1. Reach of analyzed banks on Twitter.

Source: Research database

Twitter. It means users add a page to their list, so that they can easily access what
a certain account is posting. In this sense, the most listed bank by followers is the
Citigroup, followed by JPMorgan and Wells Fargo.

Despite the listing, an analysis of the last 100 Tweets from each account shows
the low number of responses from banks, as Citigroup and HSBC have no registered
responses, BNP Paribas and JPMorgan responded to 3% of their followers and Bank of
America responded to 12%. Credit Agricole Group and Wells Fargo, however, show a
moderate level of engagement as they respond to 53 and 56% followers, respectively.

This analysis indicates a high number of shared information by the banks, but a low
level of interaction with users when analyzing the amount of responses. However, even
with a low level of interaction, when analyzed the cloud ofmost common usedwords and
hashtags linked to these accounts, results show a positive word communication (Table 2).
In this case, attention is drawn to the positive and neutral words that appear in relation
to the banks analyzed, as in JPMorgan: leaders, career, build, develop, entrepreneurs;
HSBC: proud, global, potential; Bank of America: honor, congratulations, family, cele-
brate, love; BNPParibas: groups, model, inauguration, young, celebrate; Credit Agricole
Group: solution, message, layout; Citigroup: digitization, community, business, results,
digital; and Wells Fargo: love, proud, communities, volunteers, opportunity and fan.

3.2 Analysis of YouTube Channels

YouTube1 was considered the second most used social network in the world, in 2018,
with the mission of “giving everyone a voice and revealing the world” [3]. The liter-
ature presents some works focused on the analysis of YouTube as a tool for customer
relationships [23].

The channels from the seven selected banks are active on YouTube, demonstrating
acceptance of the tool. Citigroup was the first to use the platform in 2005, while the
Credit Agricole Group was the last in 2010. All other banks joined the platform in 2006.

Wells Fargo leads the number of subscribers, while Credit Agricole Group is the
institution with the lowest number of followers, but also the last to join officially the
platform. BNP Paribas is the leader of posts; however, the largest number of views
belongs to Wells Fargo, even with the lowest number of published videos (Table 3).

1 https://www.YouTube.com/about/.

https://www.YouTube.com/about/
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Table 2. Analysis of topics and hashtags.

Source: Research database

Table 3. YouTube channel information for each bank.

Source: Research Database

In terms of posting frequency, results show no specific standard. Citigroup andWells
Fargo, for example, had not posted in the last seven days when the latest videos were
analyzed. On the other hand, Credit Agricole Group had posted in a period of two days
and the other banks in a period inferior than 24 h.
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Results show point that views tend to increase as more videos are uploaded, with
exception of Wells Fargo, which manage to reach a higher number of users with less
published videos.

3.3 Analysis of Facebook Pages

Facebook2 is the most used social network in the world, with 2.38 Million monthly
active users [3]. Related to this high involvement of users in this platform, there is a vast
amount of work involving Facebook from different perspectives [15]. Using the tool
likealyzer.com3, results were divided in fivemajor groups: FrontPage, page information,
activity, response, and engagement.

BNPParibas andWells Fargo are the two banks that have provided the largest number
of information in the “about” section, with over 50% of filled information, while Bank of
America, HSBC and JPMorgan have about 20% completion. However, Bank of America
and Credit Agricole Group have 92% of activity engagement, while HSBC demonstrate
no engagement.

Nevertheless, regarding interaction, only Bank of America responds to its customers
(20 responses for every 100 interactions). In 75% of cases, followers cannot post content,
which leaves limited user involvement. It is worth mentioning that Bank of America is
the only one that allows posting content from users. Additionally, in general, banks do
not interact with other pages and do not confirm participation on Facebook event pages.

Concerning the types of posts, Credit Agricole Group had the highest percentage of
posts with photos, reaching to 71%. JPMorgan had its largest interaction through notes
(66%) and BNP Paribas the one with most interactions through videos (80%). JPMorgan
and Bank of America have the highest recurrence of posts, reaching more than 1 per
day and Bank of America interacts with over 200 other pages. In comparison with the
other banks HSBC has the lowest performance as it did not post any information, neither
interacted with users.

3.4 Analysis of Instagram Pages

Instagram was launched on October 6th of 2010 and was considered in 2011 the App of
the Year in the Apple Store. In 2012 the platform was acquired by Facebook, reaching to
over 80 Million users and adding 25 languages to its portfolio. This network achieved,
in 2019, one billion monthly users and more than 500 million stories daily.

Instagram is the second most used social media by marketers, with 73%, behind
only Facebook with 94%. Additionally, it is the network with the highest intention
from marketers to increase advertising expenditures [3]. Due to these facts, several
studies analyzed Instagram data [30, 31], making it a relevant tool to provide insights to
companies regarding consumer behavior.

Table 4 shows some analysis of the Instagram accounts from the selected banks
regarding the creation date of their page, as well as number of followers, latest activities
and number of used hashtags.

2 https://about.fb.com/.
3 https://likealyzer.com/.

https://about.fb.com/
https://likealyzer.com/
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Table 4. Analysis of Instagram accounts.

Source: Research Database

Despite JPMorgan being the first to join Instagram in 2011 (according to available
data), Bank of America, BNP Paribas and Citigroup are the ones with the most publica-
tions. Credit Agricole Group and BNP Paribas are institutions with the lowest number
of followers. Although HSBC has not posted on the platform, it has over 27 thousand
followers, indicating a potential underutilization of the tool. BNP Paribas is the insti-
tution with the highest number of publications, even though it has around 17 thousand
followers.

3.5 Analysis of LinkedIn Pages

LinkedIn is considered the tenth most used platform in 2018 [3], however, it is one of the
largest and most popular professional networks in the world. Companies use it to attract
the best talent, establishing connections and building relationships [33]. According to
Anders (2012), although Facebook draws all the attention, LinkedIn defined how to
generate revenue for its users [32]. The analysis of LinkedIn becomes relevant as three
out of five users would like to interact with a company on LinkedIn when interested in
their products [33]. Additionally, three out of four users consider LinkedIn a reliable
source of industry and business information, 78% expect more companies to establish
themselves on the platform and 43% consider LinkedIn a reliable source of corporate
information when making a purchase [34].

The results of this paper show that Citigroup appears as a leader of followers in the
tool (above 2 million) followed by HSBC, JPMorgan and Bank of America with more
than 1 Million followers each. Credit Agricole Group occupies the last position with a
little over 150,000 followers. Most banks are actively present on the platform, with the
exception of BNP Paribas, which does not post as frequent as the other institutions. The
banks use LinkedIn to disclose their job opportunities, for example, Bank of America
and Citigroup had each approximately 7,000 advertised jobs.

3.6 Sentiment Analysis of the Selected Banks on Social Media

The sentiment analysis ranking technique helps companies to understand their clients
and how they evaluate services using socialmedia [35]. Several studies used socialmedia
sentiment analysis to provide them with feedback from customers [36–40]. It should be
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used to analyze hidden meaning of expressions or feedback in social media, that could
be positive, negative, or neutral action [41].

The sentiment analysis of the selected banks were categorized in negative, positive
and neutral experiences according to posts related to the banks, as well as their products
and services (Table 5).

Table 5. User’s perspective analysis.

Source: Research Database

Wells Fargo Bank has the highest number of positive posts, while HSBC ranks in the
last position. Regarding negative sentiments, all banks perform similarly, except BNP
Paribas with only 3% of negative sentiment. The ratio indicates the relation between
positive and negative sentiments. However, the results indicate a higher tendency for
neutral posts for all banks. Neutral sentiments could point to a negative or a positive
sentiment when analyzed closely. Therefore, the institutions can profit from a frequent
monitoring to understand what users are posting about their brands on social media.

3.7 Result Summary

To summarize the analysis of the seven selected banks according to the five biggest social
media, a ranking was developed taking into consideration the number of the publications
and followers (reach and engagement) of each bank in each social network, assigning a
score from one to seven for each item.

Results on Table 6 indicate that:

• Banks operate more with some networks than in others.
• Citigroup was the most active institution considering number of followers and
publications.

• HSBC and Credit Agricole Group performed poorly in most social media, despite the
potential indicated in the previous analysis. While the HSBC uses mostly LinkedIn
and Twitter to communicate with its customers, Credit Agricole Group focused its
activities on Facebook.
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Table 6. Analysis of reach factor on social media.

Source: Research Database

Table 7. Analysis of interaction factor on
social media.

Source: Research Database

Considering the results of interaction factor shown in Table 7, results point that:

• The firms are not offering to listen to their customers on Facebook and YouTube as
the comment feature is blocked, excluding customer-bank interaction.

• Bank of America is the only bank that allows an open channel to listen to its customers
on Facebook.

• Instagram and LinkedIn were the most used platform for communication with
customers.

• The best scores for Twitter response belong toWells Fargo andCredit Agricole Group.
However, results were still below 60% of response.

4 Conclusions

This paper proposed a descriptive analysis of the major banks in the USA and Europe
regarding their performances on social media, indicating possible use of these tools
to engage on Social CRM activities and improve the company-customer relationships.
The performance was measured according to the following factors: acceptance, reach,
engagement and interaction. Additionally, the use of analytical software provided a
sentiment analysis, taking into consideration brand mentions on the five largest social
media.

Results indicate that the analyzed banks underutilize social media. The lack of pub-
lications, low number of followers, low rate of responses to customers and blocking
of comments in pages show this underutilization of social media as a communication
channel with customers and as a source of insights on consumer behavior.

The acceptance factor was satisfactory for all banks analyzed, since all have regis-
tration in different social medias analyzed. However, most institutions performed low
regarding reach, engagement and interaction factors in different social media. Based on
these factors, specific results show that:
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• Facebook could improve the communication with customers and analysis of possible
insights derived from this interaction.

• YouTube could be used as interaction channel where users comment and share their
videos.

• Instagram could improve brand of the company and a new way to interact with their
posts.

• Twitter should be a potential tool for improvements regarding interaction with
customers on the platform.

• LinkedIn posts allow the companies to interact with other users on platform.

These analyses provide insights on how the selected banks use using social media to
communicate and interact with their target. Financial institutions could, therefore, profit
from an increase in social media activities as these platforms are considered impor-
tant channels for managing the relationship with consumers. The results highlight the
opportunity to invest in interaction with customers on these social media, as well as
the relevance of monitoring them in order to produce insights to stay ahead and remain
competitive.

Regarding the limitations, the paper provides a temporal analysis including only
publicly disclosed data and the seven largest banks in USA and Europe. Further research
could address the issue crossing different data sources, as well as analyze more banks
in different regions.

Acknowledgement. The Authors gratefull acknowledge to CAPES, FAPEMIG and CNPq
407907/2018-1.
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Abstract. Outsourcing is a common market practice that supports companies to
focus on the development of their core business. Innovative SMEs, especially, can
highly benefit from this support. Although outsourcing is commonly adopted in
the field of Digital Marketing, services are changing as companies require more
analytical and technological skills from suppliers. These new demands overlap
with the concept of Social CRM and its integration of social media data into
CRM tools to improve insights on customers. Based on Social CRM services,
as well as the reasons for companies to outsource, this paper provides insights
on current practices derived from a questionnaire applied to SMEs in Germany.
Results show that German SMEs outsource to increase customer satisfaction,
focusing on core business, service quality and cost reduction. Additionally, they
invest more on services related to the interaction between brand and customers
on social media. These results support companies in the field to understand the
current and future demands and service suppliers to focus on specific needs when
approaching German SMEs.

Keywords: Outsourcing · Social CRM · German SMEs · Digital marketing

1 Introduction

Outsourcing is a word that describes the business practice of hiring a party outside a
company to preform services and create goods [30]. Companies leverage their resources
through outsourcing by: (1) developing their core competencies in which they aim to be
the best at; (2) focusing investment and management attention to these competencies;
and (3) strategically outsourcing other activities where they either cannot or do not need
to be best [26]. In recent decades, industrial companies have reduced the number of the
vertical range of manufacture of their products and concentrated on those steps of the
production process that generated the highest added value, leading to network formation
of innovative suppliers [16].

The enormous developments in the information and communication technologies
(ICT) creates a favorable scenario for an increase in outsourcing. The level of innovation
of a company will influence its outsourcing decision, especially in small and medium-
sized enterprises (SMEs), which tend to outsource more when they are more innovative
in products and processes [1].
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Besides the need to focus on their core competencies, companies outsource also to
reduce costs. The cost reduction in the transfer to an external service provider results
primarily from the exploitation of scale economies, as outsourcing providers specialize
in the offered services and usually provide them on a much higher scale [7, 16].

Following these outsourcing strategies, companies have long outsourced creative
marketing activities, such as advertising and promotion campaigns. Nevertheless, com-
panies are now increasingly outsourcing marketing operation and analytics as well
[24].

This increase emanates from the need of marketing approaches to adapt to new forms
of conversation and interaction between companies and their customers in the realm of
the social web [23]. Social customers are connected with their peers and they expect
to interact with a company on their terms, at their time and through channels they feel
comfortable with [13, 32].

Hence, the already extensive range of services provided by digital marketing agen-
cies (DMAs) are now going through an adaptation to offer analytical services based on
the integration of different data sources [31]. These new services overlap with the con-
cept of Social Customer Relationship Management (Social CRM), which focus on the
improvement of company-customer relationship based on the integration of social media
data into existing Customer Relationship Management (CRM) solutions to provide bet-
ter insights on customer journey, as well as to enhance the communication channels used
by firms [3].

Therefore, Social CRM derives from the concept of CRM, which combines people,
processes and technology throughout an organization to understand its customers [6,
17] and provide an infrastructure to support companies defining and increasing value
for customers and motivate them to stay loyal [10]. Social CRM benefits from emerging
Information Systems (IS) solutions [17, 22], aswell as the increase of company-customer
interactions derived from advances, which started in the Web 2.0 era [12, 13, 23]. For
that, it is necessary to integrate large amount of data into CRM systems [2] and use
information technology (IT) techniques to analyze this data [27].

This scenario influences how DMAs define their services in an increasing scenario
in favor of analytical services [18, 32]. On the other hand, Social CRM can provide
an integrated approach that supports DMA and companies to establish new processes
[31]. This new integration and service supply might also influence outsourcing strategies
from companies, especially innovative SMEs, that tend to focus on their core business,
outsourcing specialized knowledge.

The importance of SMEs has been increasing across the globe because of their
specific potentials, such as high specialization, the ability to react faster than larger
companies [15], and capacity to create jobs [21]. In Germany, the contribution from
SMEs to the economy increased from 745 billion Euros in 2011 to 907.6 billion Euros in
2017 [9] and they account for two-thirds of employment and two-fifths of all investments
[21], making it relevant to analyze the German market.

Based on the aforementioned facts, this paper analyzes the factors influencing Ger-
man SMES in the adoption of outsourcing strategy towards Social CRM services. For
that, the following research questions were established: (1) what are the reasons for
German SMEs to outsource Social CRM services?; and (2) what Social CRM services
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are mostly outsourced by German SMEs? This study presents the results and analysis
of a survey conducted with SMEs in Germany, as well as the practical implications of
the concluding facts.

2 Related Concepts

2.1 Outsourcing Strategies and Influencing Factors

Different strategies are pointed out by the literature as belonging to the outsourcing
decision-making process. The three most mentioned are (1) Single Vendor - when com-
panies prefer one provider for most services; (2) Competition - when few providers
provide most services; and (3) Best-of-breed - when companies choose the best provider
for each service [16, 20, 25].

Besides the strategy, it is important to define the factors that influence companies
when deciding to outsource services. Besides the two main factors or reasons pointed
out by scholars – cost and focus on core competencies [19, 26] – other aspects might
also represent chances and risks regarding outsourcing [16]. Therefore, the following
reasons/factors were selected and adapted to be part of the survey:

• Focus on Core Business
• Promotion of New Business Models
• Increase in Service Quality
• Cost Reduction
• Use of Innovative [CRM] Methods
• Improve Customer Satisfaction

These factors, together with the outsourcing strategies, supported the design of ques-
tions related to answering the first research question about the reasons for German SMEs
to outsource.

2.2 Social CRM Services

The Social CRM framework depicted in Fig. 1 supports the categorization of services
by allocating and grouping the offerings from DMAs into Integration, Analysis and
Management/Interaction. Results from [31], who analyzed the supply of Social CRM
services through the analysis of the offerings from DMAs, pointed to a higher offering
of interaction services, followed by services in the analysis category and, lastly, the
Management/Integration category.

The same framework guides the analysis to find whether the current supply from
DMAs matches the demands from German SMEs. Table 1 presents the Social CRM
services according to the categories shown in Fig. 1.

The remaining 24 services and their categories supported the design of survey ques-
tions that support answering the second research question about the types of outsourced
Social CRM services.
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Fig. 1. Categorization and Ranking of Social CRM Services based on [2] and [31]

3 Methodology

In 2019, German SMEs participated in a survey developed and applied to answer the
proposed research questions. The survey was based on the literature from the topics
of outsourcing and Social CRM, as described on the previous chapter. This chapter
introduces aspects from the survey design and insights on the participating sample.

The study took place using a developed questionnaire applied through an online
survey tool called Typeform1. The questionnaire was divided into three sections: (1)
Outsourcing and Reasons; (2) Outsourcing of Social CRM Services; and (3) Demo-
graphic Data. The 20 questions were built according to the aforementioned Social CRM
services and categories, as well as to outsourcing strategies and reasons, divided into
open, semi-open and closed options.

As recommended, before its application, the questionnaire was tested by selected
experts to uncover methodological gaps and inconsistencies before the research design
was carried out on a large number of observation units [28]. This test group consisted
of six experts and was composed of three employees from the marketing department of
an SME and three experts in the field of Social CRM, who provided feedback on the
structure and comprehensibility.

The target group of this empirical research consists of German micro, small and
medium-sized enterprises. Thus, anSMEdefinitionbasedonRecommendation2003/361
of the EUCommission was used to ensure the selection of participants. Hence, this study
used the definition of SME, according to a company’s number of employee and turnover,
as follows: (1) Micro – up to ten employees and two million Euros; (2) Small – up to 50
employees and 10 million Euros; and (3) Medium – up to 250 employees and 50 million
Euros [11]. The study considered the size of the companies in the analysis to identify
possible differences when companies choose a reason for outsourcing and the category
of services they invest more.

Since innovative SMEs tend to outsource more [1], companies participating in large
technology-oriented trade fairs in Germany were contacted. For that, participation lists
from the Forum Deutscher Mittelstand 20192 and DMEXCO 20193 were used. Based

1 https://www.typeform.com/.
2 https://forumdigitalermittelstand.de/.
3 https://dmexco.com/de/.

https://www.typeform.com/
https://forumdigitalermittelstand.de/
https://dmexco.com/de/
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Table 1. Social CRM services and categories

Interaction
01. Content Production/ Copywriting
02. Community Management
03. Social Media General Interaction
04. Crisis Management
05. Setup of Services within Social Platforms
06. Omnichannel Interaction
07. Product/Service Offerings
08. Traffic Increase to Landing Pages*

Analysis
09. Brand Mention Search*

10. Social Web General Search*

11. Competition Analysis
12. Keyword Analysis
13. Trend Monitoring and Detection
14. Analysis of Brand and Campaign Impact
15. Lead Opportunity, Detection, and Classification
16. Data Analysis Reports

Management/Integration
17. Development of a Communications Strategy
18. Integration of CRM and Social Media Data
19. Feedback and Complaint Management
20. Social Media Accounts Management
21. Track and Monitor Leads/Prospects through Social Media
22. Conversion Rate Comparison
23. Establishment of Process Roadmap for Customer Interaction*

24. Educational Trainings on Data Integration
25. Software Development and/or Setup
26. Information Architecture and Design
27. Digital Influencer Marketing

Source: Adapted from [5, 31]
*To provide a faster questionnaire, these services were excluded as they are strongly connected
to other services and do not influence the results and conclusions.

on these lists, a total of 700 potential participants were selected and contacted via email.
Out of this total, 122 companies completed the questionnaire.

Regarding the size, 33 (28%) were microenterprises, 63 (52%) were small and 23
(20%) were medium size. When comparing with the total population of SMEs in Ger-
many (approximately 2.45 million), the vast majority consists of micro-sized enterprises
which employed up to nine people, while small enterprises are around 357 thousand
and 58.8 thousand are medium-sized enterprises. However, microenterprises do not
outsource as much as larger ones [29], indicating the possible difference in the study
sample.
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Most of the companies belonged to the Information Technology (IT) sector (24%),
followed by Telecommunications and Media (12%), Consumer and Industrial Goods
(11%) and Construction (10%). The other sectors corresponded to less than 10% of
respondents.

The next chapters explore the results of the survey descriptively and highlight the
practical implications of outsourcing practices concerning Social CRM.

4 Results

Out of the 122 companies participating in the study, only 55 are currently outsourcing
any of the Social CRM Services. Nevertheless, the 67 remaining companies were asked
to choose their reason for not outsourcing. Results displayed in Fig. 2 indicate that the
high efforts to adapt their internal work, together with a small cost advantage, are the
main reasons for companies to not outsource Social CRM activities (Fig. 3).

Fig. 2. Reasons for not outsourcing

The next results explore the answers from participants who claimed to outsource
Social CRM services. Respondents were asked regarding their outsourcing strategies
and reasons. The results seek to answer the first research question concerning factors
influencing the decision to seek for services outside the company.

Regarding outsourcing strategies, most respondents (45.5%) claimed to follow the
Best-of-breed strategy, followed by Competition (27.3%) and Single Vendor (12.7%).
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Fig. 3. Reasons for outsourcing and their importance

14.5% of the respondents claimed to not have a specific strategy. Results show that
the majority of participants adopt the strategy to outsource activities to more than one
company, choosing the best provider for each service. These results are aligned with the
offer analysis of Social CRM services from DMAs. Many agencies choose to specialize
themselves in specific services [31] and this specialization reverberates in demands from
companies seeking the best provider according to their outsourcing strategies. It creates
a favorable scenario for multi-vendor strategies, envisioning different service providers
within a company’s value chain [4].

Moreover, the participants were asked to choose the reasons for them to outsource
according to the importance of each reason.

Overall, participants seem to be concerned with improving customer satisfaction
by outsourcing their Social CRM activities. Focusing on core business, increasing ser-
vice quality and reducing costs follow customer satisfaction also as important reasons.
However, it is important to understand whether the size of the company plays a role
in reasoning outsourcing. Table 2 shows this analysis, indicating that medium-sized
enterprises consider also the use of innovative methods and service quality as important
reasons for outsourcing activities.
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Table 2. Reason for outsourcing and company size

Reason Company size

Micro (Mean) Small (Mean) Medium (Mean)

Improve Customer Satisfaction 4.69 4.71 4.88

Use of Innovative CRM Methods 2.94 3.42 4.38

Cost Reduction 3.75 4.19 3.88

Increase in Service Quality 3.88 4.00 4.63

Promotion of New Business Models 3.25 3.68 3.25

Focus on Core Business 4.25 4.39 4.25

Source: Own Database

The aforementioned results provide insights that support answering the first research
question regarding the reasons for German SMEs to outsource Social CRM services.
The second question concerns the services these companies are outsourcing the most.
Figure 4 shows the service categories and proportion of digital marketing budget spent
on each one.

Fig. 4. Proportion of digital marketing budget spent on each service category
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Participants invest more of their outsourcing budget in the Interaction category.
However, participants indicated the category Analysis as the greatest potential for an
increase in outsourcing.

Nevertheless, it is important to assess which specific services these companies are
outsourcing or planning to outsource in the near future. The latter can support service
providers to detect possible demands in the short term. Table 3 provides some insights
regarding the current outsourcing scenario and imminent demands.

Table 3. Outsourcing of social CRM services

Services Yes No Not yet

Interaction Content Production/Copywriting 56.4% 32.7% 10.9%

Community Management 43.6% 34.5% 21.8%

Social Media General Interaction 70.9% 20.0% 9.1%

Crisis Management 21.8% 38.2% 40.0%

Setup of Services within Social
Platforms

14.5% 65.5% 20.0%

Omnichannel Interaction 65.5% 23.6% 10.9%

Product/Service Offerings 66.7% 20.4% 13.0%

Analysis Competition Analysis 29.1% 41.8% 29.1%

Keyword Analysis 32.7% 38.2% 29.1%

Trend Monitoring and Detection 21.8% 47.3% 30.9%

Analysis of Brand and Campaign
Impact

52.7% 27.3% 20.0%

Lead Opportunity, Detection, and
Classification

21.8% 49.1% 29.1%

Data Analysis Reports 34.5% 38.2% 27.3%

Management/Integration Development of a
Communications Strategy

22.2% 64.8% 13.0%

Integration of CRM and Social
Media Data

52.7% 32.7% 14.5%

Feedback and Complaint
Management

38.2% 40.0% 21.8%

Social Media Accounts
Management

47.3% 40.0% 12.7%

Track and Monitor Leads through
Social Media

25.5% 54.5% 20.0%

Conversion Rate Comparison 29.1% 52.7% 18.2%

(continued)
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Table 3. (continued)

Services Yes No Not yet

Educational Trainings on Data
Integration

18.2% 74.5% 7.3%

Software Development and/or
Setup

20.0% 70.9% 9.1%

Information Architecture and
Design

25.5% 54.5% 20.0%

Digital Influencer Marketing 10.9% 76.4% 12.7%

Source: Own Database

Participants were asked if they are currently outsourcing a Social CRM service
(Yes), if they are currently not outsourcing the indicated service (No) and if they plan to
outsource that service in the short term (Not Yet). When answering ‘No’, companies can
infer that they do this activity internally, as well as that they do not perform this activity
in the company.

In general, companies outsource mostly services within the Interaction category.
However, two services in this category are not highly outsourced as the others. The
first one regards the setup of company accounts on social media. Besides indicating
that this activity is mostly done inside the company, the result shows that it will remain
so, as the number of companies willing to outsource this service in the near future
is also low. On the contrary, German SMEs divide themselves mostly between not
outsourcing or planning to outsource crisismanagement. It reflects an increasing concern
from companies related to this service, aligned with an increase in social media activities
and brand relationship in this environment [8]. In the same line, participants showed
interest in outsourcing activities related to trend analysis and monitoring, which also
points out concerns regarding the social media environment.

Many other services, not highly outsourced, relate to activities sensitive to the dis-
closure of company data, such as conversion rate comparison, lead management and
monitoring. This points out to a barrier that DMAs might face due to the lack of internal
data from clients. Additionally, training, software development and design of informa-
tion architecture related to Social CRM seem to be done internally or not done in the
company.

Another result points to the lack of outsourcing related to the management of digital
influencers in social media. Over 75% of the companies claim to not outsource such
service. It indicates that they are either managing these activities inside the company
or that German SMEs do not use influencers for supporting their marketing activities.
Moreover, SMEs may experience barriers towards some forms of influencer marketing
that require substantial investments, especially when seeking access to influencers who
have access to the target audience continuously [14].

Besides the indication of outsourcing activities, the mean from the investments
declared by participants on a five-point scale (0–10, 11–25, 26–50, 51–75 and 76–
100) was analyzed according to the company size. These points in the scale indicate the
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percentage spent on digital marketing activities and Table 4 presents the mean of these
results, taking into consideration the service categories and the size of the participating
SMEs.

Table 4. Mean of spent budget according to company size and service category

Service category Company size

Micro (Mean) Small (Mean) Medium (Mean)

Interaction 3.56 3.55 3.75

Analysis 2.00 2.45 1.88

Management/Integration 1.62 2.19 2.38

Source: Own Database

As shown before, the results point to higher investments in services related to the
Interaction category. However, services related to the Analysis category receive sec-
ondary attention from small companies, while medium-sized enterprises allocate budget
to the category of Management/Integration as a second option.

It is also relevant to look closely in the data to find which services within these
categories are currently outsourced according to the company sizes. In this sense, small
companies claim to outsource analytical activities, which are mostly related to data anal-
ysis reports and analysis of brand and campaign impact as show on Table 3. Moreover,
medium companies claim to outsource Integration/Management activities related to the
comparison of conversion rate and integration, feedback and complain management and
integration of social media and CRM data. The latter, however, is considered an impor-
tant challenge for companies, as well as providers of information system solutions in
the field of Social CRM [22].

5 Conclusions and Further Work

The aforementioned results provide insights concerning the outsourcing of Social CRM
services among participants. Based on a questionnaire with German SMEs, results
answered the two proposed research questions by (1) providing insights on the rea-
sons for these companies to outsource and (2) highlighting the main services outsourced
by them. Moreover, the analyses ground the following conclusions:

• SMEs, which do not outsource Social CRM services, are mostly concerned with the
effort to adapt their internal processes and the low-cost advantage of outsourcing these
services.

• German SMEs indicate concerns towards improving customer satisfaction, focusing
on core business, increasing service quality and reducing costs as the main reasons
for outsourcing Social CRM services.

• When looking at the differences between company sizes, medium-sized enterprises
consider also the use of innovative methods and service quality as important reasons
for outsourcing.
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• Participating SMEs invest more in activities within the Interaction category, which
correspond to efforts in communicating campaigns with customers via social media
managing their feedback to solve problems and improving satisfaction.

• Services like Crisis Management and Trend Monitoring and Detection are indicated
as possible demands in the short term, as respondents showed interest in outsourcing
them in the near future.

• Considering the differences in company size, small companies claimed to outsource
analytical activities in a secondary step, mostly related to data analysis reports and
analysis of brand and campaign impact.

• However, medium companies claimed to outsource Integration/Management activ-
ities in a secondary step, mostly related to the comparison of conversion rate and
integration, feedback and complain management and integration of social media and
CRM data.

The Social CRM framework and the results of services supplied by DMAs, shown
in Fig. 1, indicate a higher offer of services related to interaction, followed by the cat-
egories Analysis and Management/Interaction, respectively. These results match with
the current demands from German SMEs, as services related to interaction receive more
investments, followed by services related to analysis and later to management and inte-
gration. However, results also support the identification of possible future demands
from SMEs in Germany and indicate a future increase in demand for services related to
analytics.

Some practical implications derive from these results, as the conclusions can support
companies taking decisions towards outsourcing. German SMEs can understand the
differences in outsourcing according to company size, as well as the most outsourced
services from each category. This can impact their strategies when seeking to outsource
some digital marketing and Social CRM activities. Service suppliers, especially DMAs,
can benefit from these results when approaching German SMEs by better understanding
their current and short-term demands. The indication of current needs, as well as the
potential to increase investments in other services in the short termcould support agencies
to revise their services, adapting them to the demands of SMEs.

The study also has some limitations and factors that can ground further work on this
topic. The number of participants does not represent satisfactory the population of SMEs
in Germany and, therefore, could be improved. A higher number of participants could
also provide better statistical analysis by crossing different variables. Future work could
adapt the survey to focus on different markets as well as provide qualitative analysis of
the reasons for outsourcing or insourcing.
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Abstract. This article presents research in progress on customer-
focused churn prevention. The research aims at providing a customer-
centric methodology for churn prevention based on customer social data
(social CRM), as a significant complement to an approach based on cus-
tomer data derived from their calling activities (e.g. discovering calling
patterns) from Orange systems (like CRM). In scope of the presented
research a customer churn tendency is intended to be inferred as knowl-
edge from customers’ messages posted on a company portal (such as
Orange one) thanks to discovering customer’s emotions, opinions and
sentiment of customers’ messages. As a result of the present stage of
research works a literature review was provided, as well as a first con-
ceptual model derived from the review in order to underpin a role of
social CRM for churn prediction. A research agenda was also elaborated.
This article provides an attempt of presenting a concept of a measure
of customer churn tendency based on a customer experience, in particu-
lar customer satisfaction. This particular work considers a business case
for a telecom industry, as an example of an industry for which reducing
customer churn is one of the fundamental requirements. It is a work in
progress concerned on analysing data from a social media channel related
to one of the telecom companies (Orange) aiming at discovering signals
hidden in textual messages, which can be signs of a potential churn.

Keywords: Social CRM · Customer churn prevention · Customer
experience

1 Introduction

The purpose of this article is to present a research work in progress conducted by
the author. The work is focused on providing methods of early customer churn
prediction based on information from social channels of communication with a
customer (social CRM). It can be treated as an element of a more complex app-
roach, which is deriving knowledge on a customer from customer’s data available
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in a company (e.g. CRM data). Orange in scope of its project concentrates on
discovering activities which may result in churn (statistical approach) and it
investigates to some extent CRM data to discover these kinds of activities. It
also uses NPS (Net Promoter Score) based on questionnaires of customers to
discover a level of customer’s satisfaction (NPS presents a level of satisfaction of
a customer expressed by a willingness to recommend a company to other peo-
ple). In scope of the present research the author of this article is going to enrich
Orange approach by proposing and elaborating methods of discovering knowl-
edge on customer satisfaction from Orange portal data, given that knowledge
on customer’s satisfaction is crucial for the company (and presently investigated
via NPS). A motivation behind this research is concerned with the role of social
CRM and a significance of churn prevention presented below. In general, inves-
tigating customer relationships with a company, retention and customer engage-
ment is a strategical issue. Decreasing customer churn impacts on preserving
enterprise’s revenue and requires ensuring an appropriate customer relationship
management. CRM together with social CRM provide a key tool set which can
help to reduce churn and it is important to depict a significant role of social
CRM in this process. In practical terms, the motivation is concerned with the
fact that social CRM can be a good source of knowledge on a customer, this
data is available in the company and it is underused. It will allow acquiring a
new kind of knowledge on a customer. It should be also noticed that CRM data
are less accessible due to legal and privacy constraints. A research question of
this research has been formulated as follows: what methods are appropriate for
predicting churn risks. Results of first works carried out in scope of this research
are described in the section related to the research approach. A first conceptual
model is proposed. A set of first methods was discovered during the literature
review and these methods will be examined in details in order to assess their
potential relevance to the approach as well new methods will be proposed based
on results of the examinations and experiments. It corresponds to the research
question. A research gap has been identified thanks to those first works. It is
related to deriving churn risks from customer messages available in social chan-
nel of communication with a company. Moreover, there is a research gap for
churn prediction from data in Polish identified (churn prediction based on cus-
tomer messages expressed in Polish) which gives an opportunity for potential
contributions.

2 Related Works

A literature review was provided by the author at the first phase of the research
and it was aimed at finding some trends as well as inspirations for creating a
solution. Three major areas of the review can be distinguished. The first part of
the review was focused on understanding important elements of current major
research approaches on CRM and Social CRM information systems, as well as
their role for a company and its customers. A fundamental research in this area
is presented in [1]. This research article provides a comprehensive view on CRM
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system and describes capabilities-based perspective of a social CRM system,
allowing us to understand role of each of them as well as their mutual relations.
It explains that a social CRM system will not replace traditional one, but it is
a significant enrichment of the first one, enabling new quality of knowledge. In
addition, [17] provides analysis of business value of CRM systems. Articles [18,20]
and [25] – explore a role of CRM systems (in particular [20] - in developing coun-
tries’ context, [25] - in a context of value drivers). Articles [19,23] - describe a role
of CRM in banking system for a customer perception and quality of relationships
between a company and a customer. Works presented in [21] and [22] provide
a process-oriented perspective on CRM and describe an impact of some factors
on the processes. Finally, the following articles consider CRM performance and
effectiveness: [24] - proposes and describes CRM performance and measurement
framework (this framework was also experimentally implemented), [26] – pro-
vides model of CRM effectiveness. All the above mentioned articles were helpful
in understanding a role of CRM and moreover [1] provided knowledge on an
important enrichment. The second part of the review was concerned with exist-
ing approaches of a churn and a churn prediction (e.g. what churn factors are
taken into consideration, which data is used for the modelling, what are the meth-
ods of prediction and assumed variables derived from data). In summary, this
review shows some trends, like a trend of considering a churn prediction through
an assessment of a likelihood of a customer to leave a company. A prediction
based on different methods (ML and statistical methods), churn factors and dif-
ferent sets of data are proposed in the set of articles. For instance [2] studies
aspects of customer choices and choice models vs customer lifetime value (CLV)
models and different prediction methods considering their pros and cons, [3] -
provides model based on CLV: it describes CLV and CLV-based churn model
developed on account transactions from Belgian financial service company con-
sidering different classifiers: logistic regression, decision trees, neural networks.
Almost every article in the considered set contains description of experiments
on methods which are performed using concrete data. For instance few arti-
cles describe research related to telecommunication churn approach proposing
concrete methods of analysis based on telecommunication data derived from
calls ([4] - rough set approach, [6] - neural networks in Indian telecom mar-
ket, [14] - churn prediction, segmentation and fraud detection using supervised
ML, the issue of data and appropriate selection of target variables were con-
sidered, [16] - describes experiments with a use of CNN method performed on
phone call transcriptions). Other exemplary prediction methods are presented
in the following articles. The article [5] - proposes improved balanced random
forests, [12] - derives a method based on order and social networks (mixed), [13] -
provides an anti-churn model using pca method. Some research works considers
predicting churn based on analysis of social groups ([8,9] and [11] - in mobile
networks, [10,15]). In one of the examples some interesting methods enabling
personalization of services for a customer are proposed ([7] - mining customer
ratings). All the proposed herein analytical methods are based on numerical data
(deriving calling patterns), except [16]. The final part of the literature review
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was dedicated to discovering existing methods of knowledge prediction from cus-
tomer textual data, (like data from social communication channels). It allows
inferring properly churn factors from customer messages. Very little research is
available on churn factors derived from textual data (only [16] discovered so
far). As it is concerned with inferring knowledge from textual data, there is
some interesting and emerging research based on deep neural networks (meth-
ods like e.g. Bert). Moreover, there is very little research dedicated to Polish,
which is also a good opportunity to contribute to churn analysis based on texts
in Polish. Below there is a synthetic view on this part of the research. There
are few works on discovering emotions from texts identified for further research,
like [27] – describing user profiles that include explanatory features, like emo-
tions and personality for service personalization, [28] - presenting experiments
with a large dataset of fine-grained emotions, [29] - emotion-enriched word rep-
resentations, [30] – presenting system submitted to IEST-2018 task, focused on
learning implicit emotion from Twitter data, [31] - describing the task of emotion
detection in textual conversations in SemEval-2019.

3 Business Case: Telecom Churn Prevention with Social
CRM

According to McKinsey report [32] the telecom industry continues to face grow-
ing pricing pressure worldwide and it is forced to respond through more compet-
itive offers, bundles, and price cuts. Based on above mentioned report, analysing
telecom companies around the world reveals that implementing a comprehensive,
analytics-based approach can reduce their churn by as much in average as 15%.
The figure Fig. 1 shows that customer retention is the most significant retail rev-
enues’ driver. In the same time, the success rate of selling to an existing customer
is 60–70%, while the success rate of selling to a new customer is only 5–20%. The
author conducts research on novel churn prediction methods taking a telecom
company as a business case, concretely Orange Polska (a part of Orange Group).
This local operator has implemented among others a CRM system, a Business
Intelligence platform for automation of operational and analytical support of key
processes in the area of accounting, planning, reporting and sales management
as well as a portal called “My Orange” dedicated to contacts with its customers

Fig. 1. Retail revenue drivers
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Anonymous data from these systems can be used in order to derive knowledge
and propose key churn measures as well as churn prediction methods.

4 Research Approach

Design Science together with guidelines for Information Systems was decided to
be a methodology used in the present research. A work is provided iteratively
in a four steps’ approach (research, analysis, synthesis and realization). These
first findings are a result of author’s research activities based on the literature
review and examination of Orange case. Outcomes of this stage of the research
(artefacts) consist of a literature review, as well as a conceptual model and a
research agenda updated thanks to the works performed. In the next stage, a
major artefact will be delivered as a set of methods for a customer churn pre-
diction based on a measurement of customer experience and satisfaction level.
A conceptual model for the approach was proposed as an outcome from the
literature review, see Fig. 2. It is an attempt of depicting the role and place of
social CRM in companies’ environment. It was among other inspired by [1]. The
proposed research agenda assumes the following tasks: providing state-of-the-art
analysis - on churn (general perspective), on anti-churn strategies (“as it is”) for
a business case company (telecom), on a churn prediction from a customer data,
on methods for knowledge discovery from texts (emotions, sentiment, opinions),
building a model of a churn prediction for a business case company (telecom)
(“to be”) - as data-based anti-churn solution (delivering relevant methods), eval-
uation of the solution empirically. In this research scope the author will deliver
among others: a theoretical model on churn prediction, results of experiments
with selected state-of-the-art methods, evaluation of the experiments and pro-
posal of the enrichment of methods to be finally tested and evaluated, final set
of methods based on data sets from a company social media communication

Fig. 2. Conceptual model of churn from CRM and social CRM
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channel. The present literature review helps to answer earlier research ques-
tions arisen from Orange needs: how to deal with a customer churn involving
a customer experience perspective, how to predict a customer churn tendency
with a use of customer’s information from a social CRM. This review shows
that social enhancement of CRM can lead to better customer understanding.
In CRM system predominantly structured data is collected which allows deriv-
ing a certain kind of knowledge (e.g. communication patterns). Involvement of
social media opens up for potentially new kind of knowledge, which is mostly
based on unstructured information, e.g. information in form of texts in a natural
language. It provides opportunity to derive customers’ feelings, moods, opinions
(e.g. on services, brand), questions toward a company. It is a potential rich source
of knowledge on a customer, relatively difficult to extract from data. However,
some interesting works were found, based on which further experiments on dis-
covering specific knowledge on customer’s feelings can be provided.

5 Conclusions and Outlook

The author of this article addresses a challenge of providing novel methods of
extracting knowledge based on social data of customers in Orange Polska. Knowl-
edge on customers’ emotions, moods, opinions can fuel a churn model. It could be
later envisioned as an integral part of an enterprise solution. A literature review
on existing research shows that there is a research gap in above described app-
roach concerning extracting knowledge from Social CRM in order to fuel churn
predictions, in particular a lack of practical cases. The author presents a work in
progress on methods that can fuel a model of a customer churn. At this stage the
author works on some algorithms of neural networks which can retrieve knowl-
edge on emotions and sentiment from data (e.g. Bert for Polish). This knowledge
can help in defining successful measures of the level of customer experience and
satisfaction. At this stage some data from published Polish corpora are used,
like1,2 adjusted to the purpose of the research. Data from the Orange portal will
be used in the next phase. It is assumed that its characteristics will be similar
to the data used during the present research provided by the author: it will be
short messages (2–3 sentences in a message). An initial verification of some texts
from “My Orange” was provided by the author. There is a variety of information
contained in those texts, for instance customers references to a particular topic,
expressions of different emotions (around a topic or in general), expressions of
opinions e.g. on a service, on a trademark.
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Abstract. The ways of relationship between companies and customers
have changed dramatically due to web-users engagement with Social
Media. This phenomenon brought up a new concept, Social Cus-
tomer Relationship Management (Social CRM), a multidisciplinary and
promising research topic. This multidisciplinarity requires the combi-
nation of different perspectives from the many research areas involved.
In this sense, having in mind that undertaking a literature review is a
cornerstone step to conduct reliable scientific research, this paper con-
tributes to existing research by performing a structured keywords litera-
ture review based on network analysis. The results obtained revealed the
most investigated topics in this field and their relations. Additionally, it
was possible to identify the main areas investigating Social CRM related
subjects.

Keywords: Social CRM · Customer Relationship Management ·
Literature review · Knowledge networks · Network analysis

1 Introduction

Nowadays, it is unquestionable the importance of Online Social Networks (OSN)
for the companies to establish a relationship with their customers [1,18]. The
Social Customer Relationship Management (Social CRM) concept arouses some
years ago as “a new paradigm for integrating social networking in more tradi-
tional CRM systems” [4], or yet “a philosophy and a business strategy, supported
by a technology platform, business rules, processes and social characteristics,
designed to engage the customer in a collaborative conversation in order to pro-
vide mutually beneficial value in a trusted and transparent business environment.
It’s the company’s response to the customer’s ownership of the conversation”
[15].

More pragmatically, Social CRM aims to use and integrate information from
social media and the traditional CRM systems, enhancing the results reliability
c© Springer Nature Switzerland AG 2020
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as well as to provide new sort of insights [6,11,19]. In this context, Electronic
Word-of-Mouth plays a significant role since customers are more exigent and
having easy access to steadily more information about products, services and
brands reputation [3,24]. The big social media data seen in platforms such as
forums, blogs, OSN and news reports contain a sea of thoughts and opinions
[10,21,24]. Analyzing such data may reveal new insights for companies aiming
to improve their offers [3,14,22,24], and to become more competitive in the
market [23,26].

In face of these facts, academia and industry have been proposing techniques
to deal with that scenario, including analytic tools for Social CRM [11,19,22].
That field focuses on best practices for relationships management with customers
via OSN [6,12]. Besides that, the behavioral economics boom, altogether with
OSN pervasiveness that brought to the table more information about consumers,
sheds light on Social CRM.

It is already observed that the scientific literature is growing steadily all over
the years [9]. Recent bibliometrics shows that the number of published scien-
tific papers has climbed by 8–9% each year over the past several decades [17].
This phenomenon is clearly observed in multidisciplinary, emerging and dynamic
research topics. Knowing that undertaking a literature review is a cornerstone
step to conduct reliable scientific research [13]. There are some review types,
such as critical review, meta-analysis, overview, mapping approaches, system-
atic review, comprehensive etc. [8]. The review soundness depends on many fac-
tors, usually looking for a compromise between the analysis coverage and depth.
The whole process can be considered time-consuming, especially in the scenario
described previously regarding multidisciplinary, emerging and dynamic research
topics [16].

Moreover, in multidisciplinary studies, the researcher might be not famil-
iarized with all subjects, making a need for automatic/semi-automatic tools to
guide the efforts in the exploration of a new field, evaluating its relationship
between concepts and research areas, and guiding further in-depth qualitative
analysis. There are several strategies for mapping knowledge structure, wherein
the Keyword Co-occurrence Network, or, simply, Keyword Network (KN) is note-
worthy due to its comprehensibility, clarity, and easiness of implementation [25].
KN are networks constructed from articles keywords correlations; therefore, two
words which belong to the same paper are related to each other, forming a net-
work edge. The analysis of these networks can be done by social network analysis
tools as well as Ego Network analyzers, which enable the interpretation of the
keywords correlation [27].

Retaking the issue mentioned before, Social CRM deserves attention, since
it fulfills all three characteristics mentioned above. First, Social CRM embraces
very diverse areas, like Marketing, Computer Science, Business, Communication,
and Information Systems, for instance; Then, it is directly related to Online
Social Networks (OSN), which is a new and intrinsic dynamic investigation field
[19].
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In the light of such facts, this ongoing research paper addresses the issue
mentioned above by conducting a key-word literature review on Social CRM
subject. As there is relatively little research in the multidisciplinary relation
of Social CRM efforts, this paper identifies the works gateways, most frequent
topics, and its relationships. Hence, the following research questions were raised:

1. What are the main topics that have been addressed in Social CRM literature?
2. How these topics are related to each other?

The main method applied to answer these research questions was the key-
word co-occurrence network, in which the keywords are modeled as a network
graph and then it is analyzed. For this paper, first, social network analysis is
conducted to identify the main areas of topics discussed and their relations. A
more specific analysis in Social CRM concept was made by performing an Ego
Network investigation, analyzing the Social CRM as the main node.

The remainder of this paper is organized as follows. In the Sect. 2 the method-
ology adopted is described. The results are discussed in the Sect. 3. Finally, the
paper concludes with a summary, threats to the research validity and further
research questions to coped in future work.

2 Methodology

In this paper the steps were structured accordingly to systematic literature
review scheme presented by [13], which includes: (i) Identification of a topic
of interest, (ii) searching and retrieving the appropriate literature, (iii) ana-
lyzing and synthesizing the findings and, (iv) reporting the methodology and
conclusions. The tasks conducted are described below.

1. Identification of a topic of interest: As mentioned, the topic of interest
here is Social CRM. The motivation to adopt the keyword review is because
this topic is multidisciplinary, emerging and dynamic, with a considerable
number of publication in recent years.

2. Search and retrieving: In this step, the search query, inclusion criteria and
data collection was conducted as follows:
(a) Query definition: The query was built using Boolean operators commonly

supported by scientific databases systems:
(b) Inclusion criteria: Considering the number of publications, the following

criteria were established:
– Only journal articles were considered;
– Only papers written in English were evaluated;
– Papers without keywords were not included.

(c) Data organization: The meta-data was defined aiming to enable the envi-
sioned analysis. The features considered were: Title, Digital Object Iden-
tifier (DOI) code, Publication Year, Journal, Abstract, and Keywords.
These data were organized in a Comma-Separated Values (CSV) file.
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(d) Data acquisition: Aiming to reduce the human effort and the time
required to conduct the review, this step was automated through a Web
Crawler written in Python using the Scrapy Framework. The input of the
data acquisition tool developed consists of web page links for the searched
query. The output was the CSV with the data collected.

3. Analysis and synthesis: This step comprises of three main tasks, to know:
pre-processing, analysis and interpretation, which are described below:
(a) Pre-processing (filtering): In this first pre-processing stage, spurious key-

words that represents noise are removed. Examples of spurious are jour-
nal predefined keywords codes (e.g.: M100, M212), or keywords in other
languages than English. Both, keyword codes and foreign languages key-
words, founded in the case study were duplicated versions of the keywords
of interest, for this reason, they were removed.

(b) Pre-processing (Normalization): Basically, this task aims to unify syn-
onyms and create the network structure for further analysis. This is
the most time-consuming task. The detailed sub-processes are described
below, then, an example is given.
i. Preparation: The list obtained from the previous task were converted

in a single column list containing all keywords (KW). Then, the items
were sorted lexicographically to facilitate the comparisons.

ii. Synonym identification: The KW were compared to each other
and the synonyms were identified and a reference term was cho-
sen/created. An example for the Synonym identification process is the
occurrence of these keywords across the papers: {“artificial neural net-
work”, “ann”, “artificial neural network (ann)”, “artificial neural net-
work analysis (ann)”, “artificial neural networks”, “neural network”,
“artificial neural networks (anns)”}. The reference term chosen was
the first, ‘artificial neural network”.

iii. Synonym substitution: The synonym list is then combined with the
keyword list of each paper, where synonyms were substituted by the
respective reference term. For the previous example, all occurrences
of the given list were substituted by “artificial neural network”.

iv. Binary combination: For each keyword list corresponding to a paper,
a binary KW combination was constructed. Taking into account a
paper with the keywords {“agility”, “altruism”, “animation”}, the
Binary combination result is {“agility - altruism”, “agility - anima-
tion”, “altruism - animation”}. The pair of keywords produced in the
previous step represents the existence of a connection (edge) between
them.

(c) Analysis: The data was analyzed using Gephi, an open source software
for graph and network analysis [7]. The CSV file containing the KW pairs
was imported as adjacency list of a non-directed graph, with the sum as
edge merging strategy. Self-loops that might occur due to the Synonym
substitution process were ignored. The distribution algorithm used to
plot the network was the Fruchterman Reingold, with default parameters,
since this algorithm produced easy-to-read graphs. The filtering strategies
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adopted were based on the graph topology. The first was the degree range,
aiming to improve the model comprehensibility by reducing the number
of nodes with few connections. The other filter was applied to create the
Ego Network to be analyzed.

(d) Interpretation: With the network statistics and the graphic visualization
it was possible to identify hubs, outliers and most important research
topics and its relationships.

4. Reporting: In this point all previously tasks are described and the results
are discussed. This paper represents an outcome of this step.

3 Results

Following the methodology described in the previous section, the first step was
to define the topic of interest and the Search Query. Considering the “Social
Customer Relationship Management” subject, some related topics were added
to the query aiming to improve the search coverage. Therefore, the following
search query was adopted:

(‘‘Social networks’’ or ‘‘Social media’’) AND (‘‘CRM’’ OR

‘‘Customer relationship management’’) OR (‘‘Social CRM’’)

The ScienceDirect database was adopted in this study since its reuniting
prominent journals related to Social CRM field. Additionally, its portal allowed
the usage of a Web Crawler to automate the data acquisition process.

3.1 General Results

The ScienceDirect search engine returned 791 papers for the query above, includ-
ing Research and Review articles. The period considered was from January 2017
to June 2020. From these, 25 papers were not meeting the inclusion criteria,
remaining 766 papers that covered close to 3,000 unique keywords extracted
from papers, which where distributed in around 162 scholarly journals. In the
Fig. 1 it is shown the distribution of publications in the last four years.

Analyzing the Fig. 1 it is possible to perceive a crescent interest in this area.
It is important to highlight that the data collection covers till mid 2020. The
data collected also allowed the identification of journals that are publishing more
papers in this areas. For this, journals with less than 20 papers published during
this period were filtered, resulting in 10 frequent scholarly journals as shown in
Table 1.

The most relevant journals for Social CRM field in ScienceDirect database
represents five main areas: (i) Marketing, with the journal Industrial Marketing
Management ; (ii) Management and Business, represented by Information
& Management and Journal of Business Research journals; (iii) Computer
Science, with the Procedia Computer Science; (iv) Hospitality/Tourism with
International Journal of Hospitality Management and, finally, (v) Psychology,
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Fig. 1. Distribution of publication per year.

Table 1. Distribution of journals publications.

Journal Number of papers

Industrial Marketing Management 61

Journal of Business Research 59

International Journal of Information Management 45

Journal of Retailing and Consumer Services 40

Technological Forecasting and Social Change 34

Information & Management 33

Procedia Computer Science 32

Computers in Human Behavior 24

International Journal of Hospitality Management 23

Decision Support Systems 22

represented by the Computers in Human Behavior - just to mention the four
most relevant. The later is gaining even more attention with the behavioral
economics and the seminal work of Richard Thaler. It is important to point out
that all of these journals have more than 20 papers mentioning Social CRM
topics in the last four years. These facts demonstrates that Social CRM is a
multidisciplinary and promising research topic.

3.2 Keywords Pre-processing

From the 766 papers that met the inclusion criteria, 2,951 unique keywords were
extracted. Following up the methodology, the first step applied was the filtering
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process (3.a), in which non-related keywords were removed. Around 90 keywords
were removed, most of then were the translation of the original keywords for
other language than the English and some predefined codes.

The remaining were passed to the Normalization step (3.b). This was, by
far, the most time consuming step. For the main keywords, the synonyms were
identified in order to reduce the dimensionality. For instance, the “big data” was
chosen as the node which represents the following keywords:

big data • big data analytics • big data analytics capability • big data
analytics system • big data commerce • big data framework • big data
visualization • big data warehouse • big data-enhanced database marketing
• big-data

Thus, for this example, these 9 keywords were substituted (step 3.b.iii) by
one, “big data”. Consequently, the number of unique keywords was reduced con-
siderably, with 397 keywords being substituted by a representative ones. It means
a reduction of around 15%, aiding the next step, the binary combination (3.b.iv),
which resulted in 9,598 peers from the 2,554 keywords.

3.3 Keyword Network Analysis

The peers of keywords works as an adjacency list, where the keywords are the
nodes and the peer represents a connection (edge) between then. This data
structure allowed to build the correspondent network. In the Table 2 is given a
network summary and basic statistics.

Table 2. Keywords network summary statistics.

Feature Quantity

Number of nodes 2,554

Number of edges 9,598

Average degree 7.516

Avg. weighted degree 8.096

Network diameter 8

Graph density 0.003

Connected components 66

Avg. clustering coefficient 0.895

Avg. path length 3.73

The statistics presented in Table 2 were obtained by Gephi V0.9.2 and fol-
lowing the methodology described previously. Through its analyses it is possible
to assert that the network follows the free-scale one [5], considering that, despite
the majority of the nodes have a stable number of connections, however, few
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keywords have a very high connection degree. This fact is also related to the
diameter (8), which is the shortest distance between the two most distant nodes
in the network; and to the proportion of direct ties in a network relative to the
total number possible - density (0.003) [20]. Figure 2 shows the degree distribu-
tion among the nodes.

Fig. 2. Network degrees distribution.

Another feature shown in Table 2 that deserves attention is the number of
Connected Components (66), it means that the networks has 6 components
connected, demonstrating that the network has clusters formed by subject. It
is also corroborated by the Avg. Clustering Coefficient. Despite the present of
clusters, it is difficulty to visualize due to the scale-free property, in which a lot
number of nodes have just few connections.

Aiming to allow a better visualization, a filtering strategy based on the Topol-
ogy was applied. In the Figure a network topology is shown, using a filter by
degree with the lower bound equal to 70. Analyzing the Fig. 3, it is possible
to perceive that “big data”, “social media”, “decision support systems”, “cloud
computing”, “business-to-business”, and “Customer Relationship Management”
are the ones most frequent in this field.

It is also possible to verify some relations, for instance, “big data”, a well-
known concept in this area, is heavily connected to “customer relationship
management” and “social media”, where “social media” is connected with
“small and medium enterprises”, “business-to-business”, “machine learning”
and “tourism”. An interesting point is that “social media” is more used than
“social networks”, which forms a disconnected component - connected only with
“trust”.
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'tourism'

'social media''big data'

'internet of things'

'machine learning'

'business-to-business'

'decision support systems'

'customer relationship managem...

'small and medium enterprises'

'trust'

'cloud computing'

'sustainability'

'social networks'

Fig. 3. Filtering nodes with degree below 70.

Finally, the Ego Network for the node “Customer Relationship Management”
was also built, but using the Force Atlas distribution algorithm instead the
Fruchterman Reingold adopted in the previous topologies. Basically, this plot
getting only the nodes directly connected to a chosen node. Again, due to the
scale-free property and aiming to improve its readability, a filtering strategy
based on the node degree was applied. The obtained Ego Network is given in
the Fig. 4.

Analyzing Fig. 4 it is possible to perceive the similarities with non-ego net-
works previously given. It happens for two reasons, (i) the network follows a
power-law and (ii) the research queries prioritized the “Social Media” and “Cus-
tomer Relationship Management”.

The most relevant social platform for this application field is “Facebook” with
degree equals to 66. This results is also reaffirming the conclusions presented in
[2]. It is important to highlight that Twitter is the overall most mentioned plat-
forms, especially in researches related to social sciences, for instance. However,
Facebook fan-pages, Reviews tool (with score and comments) and chats are rel-
evant features to perform Social CRM [19]. The Facebook relationships can be
viewed in the Fig. 5.
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'social media'

'social customer relationship...
'value creation'

'dynamic capabilities'

'customer relationship manage...

'technology-organisation-envi...

'small and medium enterprises'

'sem-neural network'

'social media advertising'

'customer engagement'

Fig. 4. Ego Network for the node “Social Customer Relationship Management”.

Fig. 5. Ego Network for the node “facebook”.
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4 Final Remarks

Social Customer Relationship Management is a relevant and promising research
topic considering that social media users are getting even more engaged over
the years. Being a prolific research field, it is difficult to follow up and cover all
published material. In this sense, automatic or semi-automatic strategies arise
as an elegant solution, reducing the efforts to figure out a broad area panorama
and to identify important relations between the topics addressed a research area.
On that account, in this paper, the conduction of a keywords literature review
on Social Customer Relationship Management was reported. The review was
planned to answer two research questions: (RQ1) “What are the main topics
that have been addressed in Social CRM literature?”; and (RQ2) “How these
topics are related to each other?”.

Altogether, 766 papers with almost three thousands unique keywords were
obtained from the ScienceDirect database. The resulted keywords network fol-
lows a power law, permitting its classification as a free-scale network. That is,
just few keywords are presented in the majority of the papers. These information
allows to answer the RQ1, trough network analysis regarding the node size, it was
possible to perceive the five most relevant areas in Social CRM studies, to know:
Marketing, Management, Computer Science, Hospitality/Tourism and Psychol-
ogy, being represented by the following keywords: “Social Media”, “Marketing”,
“Tourism”, “Big Data”, “Behavioral Analysis and “customer relationship man-
agement”, for instance. The RQ2 was answered by the network analysis based on
the edges. Stronger edges means a higher connection between the keywords. The
results reinforces the above mentioned areas and the interdependence between
them.

4.1 Treats to the Research Validity

The adoption strict methodology can reduce the research bias, even though
some treats to the research validity exists and should be mentioned. For this
work, a semi-automatic approach was adopted, in which a few steps are, in some
measure, subjective. The most relevant one in this context is the step 3.a.ii
(Synonym identification), conducted in the pre-processing phase. To reduce an
undesired bias, an independent judge was asked to evaluate and validate the
obtained list. In addition, a supplementary material with the papers list and the
output of each step is given in a GitHub Repository1 to facilitates the research
replicability.

4.2 Future Works

Regarding the potential extensions of this work, there exist several aspects which
can be addressed in future developments. For instance, a next step might be the

1 https://github.com/fabiolobato/keywords socialcrm.

https://github.com/fabiolobato/keywords_socialcrm


248 F. M. F. Lobato et al.

inclusion of more databases and the abstract analysis for a systematic catego-
rization. Other relevant extension would be the expansion of the search queries
for inclusion of the terms discovered in this papers results.
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Abstract. The evolution of Web 2.0 has allowed the development and
success of social media, which has brought about drastic changes in how
people interact in the online environment. One of the phenomena related
to this fact is the massive production of user-generated content that is
seen as a powerful data source on customer behavior. These data allowed
innovation in existing approaches such as Customer Relationship Man-
agement (CRM), which led to a concept known as Social CRM. This
concept aims to use and integrate information from social media and
traditional CRM systems through IT tools, to improve the reliability of
results, and to provide new types of analysis. Social CRM tools, how-
ever, has different challenges and limitations concerning their analytical
potential. Given this gap, this paper explores the current tools used for
Social CRM through a systematic mapping study.

Keywords: Social media · Customer relationship management ·
Social CRM · Systematic mapping study

1 Introduction

In the last ten years, there has been a significant change in the way people inter-
act online [1]. The rise of Web 2.0 allowed the development of several systems,
which resulted in the success of social media. These platforms are understood
as a set of web-based applications that allow the creation and exchange of user-
generated content (UGC) [22]. Sharing photos, videos, thoughts, opinions, and
participating in review websites are examples of UGC [28].

When analyzing social media from a consumer perspective, these platforms
represent a channel of rich information about brands and services, as well as
opinions, which support the decision-making process [19]. From the perspective
of companies, social media are powerful sources of data on customer behavior,
in addition to being a dynamic and low-cost communication channel [11]. Given
c© Springer Nature Switzerland AG 2020
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the influence provided by social media, companies of all sizes are being forced to
adopt new strategies in order to survive the competition in the hyper-connected
world [33].

The interaction between companies and their customers on social media,
influenced by Web 2.0, promotes the innovation of the existing approach to
Customer Relationship Management (CRM) [11]. The integration between CRM
and social media is a growing research topic in Information Systems, which led
to the concept of Social Customer Relationship Management (Social CRM) [19].

Social CRM aims to use and integrate information from social media and
traditional CRM systems, in addition to improving the reliability of results and
providing new types of analysis. Among the most significant benefits that could
be achieved with the adoption of Social CRM are increased sales and revenue
from associations, exhibitions, and sponsorships, as well as a direct reduction of
service and marketing costs [29]. As a consequence, these systems are causing
considerable changes in the market [11,19,38].

To achieve the mentioned goals and benefits, companies can make use of
Social CRM tools to process and analyze the information generated by customers
on social media [12,23,37]. However, as it is a new and promising research topic,
there are still many open challenges, including the limitation of these tools [27].
c. As the main contribution, this article provides the current technologies used
in Social CRM.

The remainder of this paper is structured as follows. Section 2 briefly
describes Social CRM tools. Section 3 describes the research methodology and
systematic mapping process, supported by the analysis’ results in Sect. 4. Finally,
in Sect. 5 the conclusions are presented.

2 Social CRM Tools

The practice of Social CRM aims to obtain improved support of the marketing,
sales, and services processes through social media. Companies can enter these
processes with the adoption of simple IT tools [4,10]. These tools are known as
Social CRM application systems, or simply Social CRM tools, and allow them
to collect social media data in order to offer organizations the acquisition and
continuous generation of customer knowledge [2,15].

Social media monitoring, social marketing campaigns, and event management
in the social domain are some of the activities that organizations can use to
generate valuable customer information with the help of Social CRM tools [18,
35]. Due to a great diversity and applicability of features, there is no single
application that covers the whole concept of Social CRM, but several types of
application systems are relevant [3]. According to Alt and Reinhold [4], Social
CRM tools can be classified into seven types, and these are presented in Table 1.
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Table 1. Types of Social CRM Tools (following Alt and Reinhold 2012)

Type of Social CRM Tool Functional description

Business Intelligence (BI) Consolidation and visualization of operational data for
decision-making. Due to the focus on structured data,
analyses of keywords or product mentions in postings
may be analyzed with BI tools.

Community Management Creation and administration of communities or forums,
e.g. to plan and track activities on multiple social media
platforms.

CRM System Support of core operative CRM processes to obtain an
overall view on customer activities. Social media are
considered as additional interaction channel that needs
to be aligned with other channels.

Social Media Management Administration of profiles and distribution of content on
multiple platforms (e.g. sharing of postings on various
platforms).

Social Media Monitoring Evaluation of pre-defined public and restricted social
content (UGC) by topics, opinions/trends, sentiments
or user activity (e.g. opinion leader or “influencers”).

Social Network Analysis Tracking of authors on several social media platforms to
provide evaluations on relationships among authors,
authors and topics as well as effect of single contents on
discussions.

Social Search Search of blogs via keywords or topics and navigation
through social web postings and identification of
relevant content.

3 Research Methodology

The Systematic Literature Review (SLR) is a formal review of the literature
adopted to identify, evaluate, and summarize evidence of empirical results to
answer one or more research questions [24]. However, when the field of interest
is broad, and the purpose is to get an overview of what is being developed in the
research field, a Systematic Mapping Study (SMS) is highly recommended [32].

This paper reports an SMS carried out to obtain the current tools used in
Social CRM. The review process followed the guidelines proposed by Kitchen-
ham et al. [25,32], and consists of three main phases illustrated in Fig. 1. In the
first phase, keywords, research questions, and the process protocol are devel-
oped; in the second phase, the search for related studies is conducted and then
summarized in order to answer the research questions. Finally, the result of this
mapping is presented.
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3.1 Research Questions

The main purpose of this paper is to glimpse the use of current Social CRM tools.
More specifically, to list these tools by conducting SMS in the current works that
address the adoption of Social CRM with software support; then analyze them.
These objectives allow us to develop the following research questions(RQ):

Fig. 1. Systematic mapping process [13]

– RQ-1 What are the current tools used for Social CRM?
The goal is to provide an updated list of the main tools used in Social CRM.

– RQ-2 What are the main types of these tools?
The goal is to get an overview of how these tools are targeted.

– RQ-3 What are the main features of these tools?
The goal is to understand which tasks or analyzes are most offered.

3.2 Search Process

As digital databases have both large quantities of publications and variability
in their types, it was decided to automatically retrieve from each database, all
publications that match the keywords adopted. Subsequently, in order to enrich
the results of the SMS, the “snowball” search method was used to provide rele-
vant literature manually [40]. In summary, this paper uses two search strategies
to collect existing literature. Figure 1 illustrates this process.

(1) Systematic retrieval
Since Social CRM’s topic belongs to the field of Information Systems, the fol-
lowing digital libraries [26] are used to identify studies: ACM Digital Library,
IEEE Xplore, Science Direct, Web of Science, and Springer Link.

Define a Search Key String. The research focused on its main objective as a
determining factor for choosing the keywords for systematic search. Therefore,
“social crm” and “tools” were chosen as keywords initially. Then, combinations
of these keywords were made, based on the use of their synonyms and their vari-
ants (singular and plural), which resulted in the following search string: (“social
crm” OR “social customer relationship management” OR “social information
systems” OR “crm 2.0”) AND (“tools” OR “tool” OR “application” OR “appli-
cations” OR “software” OR “system” OR “systems”)
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(2) “Snowball” search

In order to obtain the most significant number of tools found in the literature
search, it was decided to complement this with the addition of relevant literature
through a “snowball” search [40] in the papers retained after screening, a process
described in Subsect. 3.3.

Fig. 2. Screening process

3.3 Screening Process

Based on the definitions of the research questions, inclusion, and exclusion cri-
teria were developed in the search process in order to refine the results found.
Both criteria are shown in Table 2. Automatic searches sometimes tend to incur
failures, such as duplication of results. To correct such failures, after collection,
the papers were checked automatically and manually (EC1). Looking forward
to obtaining high-quality papers, research published in other languages than
English were excluded (EC2).

A period of publication limit was also stipulated, ignoring papers published
before 2015 in order to obtain the current solutions for Social CRM (EC3).
Besides, analyzing the papers of the last five years is considered to be good
practice in review studies in the information systems field. Among the publica-
tions found in the automatic search, some of them are not published in their
entirety or still do not have relevant content. Therefore, master’s and doctoral
theses, textbooks, websites, and unfinished works were ruled out (EC4). Publi-
cations whose web access is unavailable were ignored (EC5). Hence, this study
selected Social CRM papers that included, reported, or mentioned the use of
software tools in their implementation process (IC1).
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Table 2. The inclusion and exclusion criteria

Inclusion criteria

IC1:Papers that mention the use of tools in some Social
CRM area

Exclusion criteria

EC1: Exclusion of repeated papers

EC2: The paper was not written in English

EC3: The paper was published before 2015

EC4: Exclusion of master and doctoral thesis, textbooks,
websites, and unfinished working papers

EC5: The paper is not available on the web.

In Fig. 2, we have the screening process, which consists of 6 steps. The first
refers to the identification of studies in the digital databases previously cited,
using the search string defined in Subsect. 3.2. The second step consists of the
elimination of studies according to the exclusion criteria mentioned above. The
selection of SMS papers is carried out along steps three to five. In the third
step, the selection is made by evaluating the title of the work. When the lack of
relevance in the title is verified, the item is removed directly.

When a relevant contribution is detected, the paper moves forward to the
fourth step, which deals with the selection, evaluating the abstract of the work.
Finally, in the fifth step, the remaining works are carefully read through. In
addition to the screening process, there is the sixth stage that deals with the
“snowball” search, this is done based on the references of the articles that passed
the screening stages (third to the fifth step). It is worth noting that articles
manually selected in the search for “snowball” also go from third to fifth steps.

4 Results and Analysis

In this section, the results of conducting the SMS are summarized, considering
the research questions defined in Subsect. 3.1. First, an overview of the selected
studies is presented, and then the answers to each of the research questions are
discussed.

Figure 3 details the screening process and results. Initially, 922 papers were
selected in the systematic search phase, and eleven papers were retained. Then,
in the screening using the “snowball” search under the references of the selected
papers, five papers were retained. Finally, a total of sixteen papers were obtained.

After studies were selected on SMS, they were carefully analyzed. Regarding
RQ-1, a total of 49 tools applied to Social CRM were identified. It is important
to mention that in this process, deprecated tools were omitted in this survey.
Deprecated tools are understood to be tools that had their support or activities
currently terminated on the market. In addition, tools that were acquired by
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Fig. 3. Papers screening results

third parties, merged with another company, or had their names changed, were
updated accordingly to their current status. The list with the tools found is
presented below.

Identified tools: Social Baker [30], Fanpage Karma [30], SimilarWeb [30], Voziq
[21], Social Studio (Salesforce) [14,20,38], Tlab [14], Neo4j [14], Tweets Stats [5],
Mention [4,5,20], SentiStrength [7], Discover Text [7], Digimind [16], Synthe-
sio [4,16,31], Sindup [16], HootSuite [20,36,38], BrandWatch [20], SproutSocial
[20,31,36], Twitonomy [20], Simplify360 [20], PipelineDeals [37], Desk (Sales-
force) [37], Piksel [37], Sysomos [37], Tweet Deck [37], SAS [4], Microstrategy [4],
Qlikview [4], Get Satisfaction [4,36,38], Jive [4,38], Salesforce CRM [4,8,36,39],
Microsoft Dynamics CRM [4,39], Falcon.IO [4], RD Station [4], Adobe Analytics
[4], Novomind [8], Obi4wan [8], Talkwalker[9], Conversocial [9,36], Boomsonar
[17], Nimble [38], Netbase [38], Khoros [4,38], Hubspot [36,38,39], Zoho [31,39],
Act! [39], SAP [39], Sage [39], Social Cloud (Oracle) [39], Keap [39].

Since most of the papers do not describe details about the mentioned tools, it
was necessary to consult the website of each tool to obtain a better description,
especially of its features. The information obtained made it possible to conduct
a classification of the tools according to the categorization of their types [6]
described in Sect. 2. The results of this classification are shown in Fig. 4.
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Fig. 4. Classification of Social CRM tools

According to the classification in the tools found, the results demonstrate
that Social CRM tools have a strong foundation in Business Intelligence, Social
Media Monitoring, and CRM Sytems technologies, thus answering RQ-2.

Finally, an analysis of the features tools was conducted. During the analysis,
it was noticed that the tools had similar features but with different names. In
order to obtain a consistent analysis, these features had their names standardized
and are presented with their description in Table 3.

Fig. 5. Features of Social CRM tools
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Analyzing the features of each tool described in the papers, we built Fig. 5.
The obtained result allows us to state that Dashboards, Marketing Automation,
Trends identification, Social Messages Management, and Sentiment Analysis are
the main features offered by the analyzed tools, thus answering RQ-3.

One factor that justifies the use of Business Intelligence technologies is that
it often provides various analyzes and performance metrics using dashboards
to report the summary of results. The dashboards are excellent for managers’
decisions makes as they offer a clear and dynamic view of several analyzes simul-
taneously. Besides, it facilitates the interpretation of data related to costumer
behavior [34].

Table 3. Main features of Social CRM tools

Features Description

Dashboard and Smart

Visualizations

Panels that show important metrics and indicators to achieve objectives

and goals traced visually, facilitating the understanding of the information

generated.

Sentiment Analysis Contextual mining of a text that identifies and extracts subjective

information. It helps companies to understand the social sentiment of

their brand, product or service.

Competitor Analysis Analysis of competition to find out what their strengths and weaknesses

are, and how those strengths and weaknesses compared to your own from

a social media perspective.

Marketing Automation It allows to identify, monitor and act in a personalized way with the

public, improving the relationship in general automatically.

Chatbots Automation of repetitive and bureaucratic tasks, such as frequent

questions, in the form of a predefined dialogue between the user and a

“robot”

Brand Monitoring It is a process to strategically and proactively monitor the reputation,

growth, and topics associated with a brand or set of brands.

Trends Identification Identification of the main topics related to the brand, product or a

specific publication.

Influencers Identification Identification of digital influencers that best match the brand or product

identity.

Customer Journey

Identification

Customer identification and segmentation from the purchase intention to

the current consumer stage.

Publish Management Management of publication content.

Social Messages Management Management of messages received on one or more social media.

Sales Management Definition of objectives, planning and control of the entire sales process.

Service Management It offers product or service management, in its various aspects, such as

inventory control, supplier and others.

Contact Management Process of recording contact details and tracking their interactions with a

company

5 Final Remarks

The adoption of social media as a communication channel and data source to
understand customer needs is crucial for keeping companies alive in an increas-
ingly competitive market. There are plenty of tools, depending on the Social
CRM activities. The paper tackles a research gap by conducting a systematic
mapping study on commercial Social CRM tools.

The results obtained in this study contribute to better visualization of current
Social CRM solutions available in the market. Besides, the analysis conducted
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is capable of providing insights for businesses in the decision-making process.
Our conclusions also help practitioners, since it was presented a comprehensive
and accessible list of tools categorization and their features, helping the selection
of the appropriate tools according to the companies’ needs. The integration of
industry and academic information resulted in an analysis aligned with a market-
oriented vocabulary.

The study reported has some limitations, mainly regarding the search queries
and the validation of the results. The addition of more synonyms for Social CRM
should be considered in future works. Moreover, some social media management
tools, despite not belonging to the Social CRM scope, could be included in the
analysis.

Due to an ongoing process and the low amount of expert feedback, the results
were not analyzed by practitioners using a proper/replicable methodology. Cer-
tainly, it should be tackled in future works. Finally, we would like to include
some pricing and freemium/premium analyses, correlating with features and
tools categories.
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Preface

The Third Workshop on Quality of Open Data (QOD 2020), organized in conjunction
with the 23rd International Conference on Business Information Systems (BIS 2020),
was affiliated at the University of Colorado, USA. The specific focus was on bringing
together different communities working on quality in Wikipedia, DBpedia, Wikidata,
OpenStreetMap, Wikimapia, and other open knowledge bases and data sources.

There were 13 papers submitted for the workshop and the Program Committee
decided to accept 6 papers (an acceptance rate of 46%). There were 17 members in the
Program Committee, representing 16 institutions from 9 countries.

The first paper “Open Data Quality Dimensions and Metrics: State of the Art and
Applied Use Cases,” focused on questions related to open data quality indicators and
illustrated it with some case studies from the industry. In this work, the authors
described a brief state of the art of the quality dimensions that can help in assessing
web and open data quality.

The second paper “Analyzing OpenStreetMap Contributions at Scale: Introducing
OSM-interactions tilesets,” showed how tilesets can be generated for specific objects
such as highways or buildings to support OSM researchers, especially when conducting
intrinsic data quality assessment. OSM interactions were reconstructed from the full
history of OpenStreetMap and converted to vector tilesets with open source tools,
including the OpenStreetMap Historical Database (OSHDB) and “tippeanoe.”

The third paper, “Synthesizing Quality Open Data Assets from Private Health
Research Studies,” focused on HealthGAN approach, which generated high-quality
synthetic data and produced similar results while preserving patient privacy. By cre-
ating synthetic versions of the private datasets, the authors created valuable open-health
data assets for future research and education efforts.

The fourth paper, “Models for Quality Assessment of Arabic Web Documents,”
proposed a general model that can assess the quality of Arabic documents that lack
Wikipedia metadata with acceptable accuracy. The model was trained and built using
features from documents collected from Arabic online news sites and blogs, and
annotated in collaboration with university students.

The fifth paper, “Materia: A Data Quality Control Embedded Domain Specific
Language in Python,” focused on evaluation of Materia using two metrics: productivity
and a quantitative performance analysis. Authors showed how Materia can simplify
complex descriptions of tests in Pandas and mirror natural language descriptions of
common QC tests.



The last paper, “Enhancing the interactive visualisation of a data preparation tool
from in-memory fitting to Big Data sets,” presented an approach which was used to
overcome web-browsers’ client-side data handling limitations and to avoid information
overload when using granular information charts from existing in-memory data
preparation tools with big data sets. The developed solution provided the user with an
acceptable GUI interaction time.
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Analyzing OpenStreetMap Contributions
at Scale: Introducing OSM-Interactions

Tilesets

Jennings Anderson(B)

University of Colorado Boulder, Boulder, USA
jennings.anderson@colorado.edu

Abstract. OSM-interaction tilesets are vector tiles containing GeoJ-
SON features that represent interactions between mappers (contributors)
and objects in OpenStreetMap (OSM). Interactions are abstractions of
edits to OSM elements called nodes, ways, and relations. Example inter-
actions are contributors “adjusting the corners of a building” or “re-
aligning a road” while the edit to the database is recorded as a “modifi-
cation to the coordinates of a node.” This abstraction to an OSM-object-
level description makes these changes easier to understand without hav-
ing to explain the OSM data structure. Each interaction is represented as
an individual GeoJSON feature with properties containing information
about the editor and the changeset in which the interaction between
the data and the editor occurred. OSM Interactions are reconstructed
from the full history of OpenStreetMap and converted to vector tilesets
with open source tools including the OpenStreetMap Historical Database
(OSHDB) and tippecanoe. This demo shows how osm-interaction tile-
sets can be generated for specific objects such as highways or buildings
to support OSM researchers, especially when conducting intrinsic data
quality assessment.

Keywords: OpenStreetMap · Intrinsic data quality · Volunteered
geographic information

1 OSM-Interactions

1.1 Introduction and Background

More than a map, OpenStreetMap (OSM) has grown into the world’s largest free
and open geospatial data repository. Comprised of billions of geographic points
that describe hundreds of millions of individual geographic features around the
globe, this database has been edited by more than 1.4M contributors in the last
15 years. Today, this community of global contributors is made up of hobbyists,
humanitarians, and professionals alike, who work together to improve the map [2].

This short demo-paper discusses the development and potential uses of an
analysis-specific dataset built for OpenStreetMap research called osm-interaction

c© Springer Nature Switzerland AG 2020
W. Abramowicz and G. Klein (Eds.): BIS 2020 Workshops, LNBIP 394, pp. 267–271, 2020.
https://doi.org/10.1007/978-3-030-61146-0_21
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tilesets. Created in the Mapbox vector tile format, these tilesets are comprised of
both OSM objects and the metadata about the historical edits to the objects that
describe the interaction between the contributors and the map. The availability
of these tilesets is a significant step forward in the creation of an OSM Geo-
Information Science toolkit to support a wide-variety of OSM-related research.

1.2 Contributor-Centric OpenStreetMap Data Analysis

OSM-Interactions tilesets enable contributor-centric OSM data analysis that pri-
oritizes information about an edit to an OSM object over the object itself. For
example, knowing which user–and when–added the name to a highway or an
address to a building or how specifically they altered the geometry of an object
is more pertinent than knowing the actual coordinates of the highway or build-
ing itself [1]. These attributes allow for intrinsic data quality assessment of OSM
when external datasets are not available [3], as is the case for much of the world
where OSM data has become the authoritative geospatial data source [5].

Scalable analysis of the entire history of OSM is possible when used in con-
junction with open-source vector-tile processing tools such as tile-reduce1.

1.3 OSM-Interactions Tilesets

Built from the Contribution View provided by the OpenStreetMap Historical
Database (OSHDB) [6], an osm-contribution-tile is an enhanced record of edits
to individual OSM objects organized into vector tiles. Each object in an osm-
contribution tile is a GeoJSON representation of a specific interaction that a
mapper had with an OSM element such as creation, modification, or deletion;
these objects are one-step abstracted from the original OSM elements as found
in the OSM database because they resolve embedded geometries and slight mod-
ifications to those geometries, as returned from OSHDB [6].

Accounting for Minor Versions. Previous work in this area refers to these
slight modifications as minor versions; these occur when child nodes of an object
are moved but the metadata of the parent object remains unchanged [1]. Exam-
ples of minor versions include moving the individual points within a road to
better align to satellite imagery or squaring the corners of a building to more
accurately represent the built environment. These are a common edit type in
OSM, with over 120M OSM objects containing at least 1 minor version as of
mid-2019 [1].

Tracking minor versions of an object is imperative for intrinsic data quality
assessment in user generated content. If, for example, a mapper re-aligns the
nodes in a road to improve the positional accuracy of a road’s geometry when
access to new imagery is made available, then only the minor version of this
object is aware of this update. The timestamp associated with the latest edit

1 github.com/mapbox/tile-reduce.

https://github.com/mapbox/tile-reduce
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to the actual OSM way element is ignorant to this update, making the data
appear more stale than it is. Only a calculated minor version of this OSM object
contains the metadata (timestamp and user) of this latest update to the object’s
geometry.

Highway Interactions Tileset. Known as a way element in OSM, a
LineString geometry that represents any type of road object contains the
highway tag with a value such as primary, secondary, footway, etc. Together,
all of the highway objects in OSM represent a global road network. There are
over 65M km of OSM objects with the highway tag in OSM. The highway-
interactions tileset consists of individual GeoJSON features per edit to highway
objects around the globe. Each feature includes metadata for the edit such as
the timestamp and username along with specifics of the edit: a record of any tag
changes and whether or not a geometry change occurred. The resulting geometry
from the edit defines the GeoJSON feature. These tiles are built only at zoom
level 14 to reduce the number of features in each tile.

Fig. 1. Example analysis with osm-interactions in Port-Au-Prince, Haiti

Figure 1 shows an example analysis of the history of road editing in Port-Au-
Prince, Haiti afforded by the osm-interaction tileset containing the history of all
highway objects. It shows the first major spike in road editing activity in response

Fig. 2. Sample rendering of the osm-interactions highway tileset. Saturation denotes
age of edit. The multitudes of lines shows the numerous geometry changes.
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to the 2010 earthquake followed by a period of consistent maintenance mapping
as the local mapping community evolved [7]. The spike in mapper activity in
2017 is likely in response to Hurricane Matthew, however, the volume of edits
does not increase proportionally to 2010, suggesting that mappers edited fewer
highways overall in 2017 (Fig. 2).

Building Interactions Tileset. Buildings are the most common way elements
in OSM with over 386M objects in OSM containing the building tag. Similar to
the highways tileset, the osm-interactions buildings tileset contains a GeoJSON
feature per edit to a building object in OSM with the metadata describing the
edit. In addition to the new geometry and a record of any changes, the difference
in squareness of a building is also included (Figs. 3 and 4).

Fig. 3. Example building analysis with osm-interactions in Port-Au-Prince, Haiti shows
that disaster mappers edited more buildings in response to Hurricane Matthew in 2017
than after the 2010 earthquake.

Fig. 4. History of buildings in Tamale, Ghana. Orange represent new minor versions
of buildings while purple represents the previous version of an object. Objects in red
were deleted. Each object is encoded with a timestamp and can be combined with a
time-slider to see the complete history of the map at second-resolution. (Color figure
online)
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1.4 Summary

Highways and buildings are just examples of the capabilities of analysis-specific
OSM metadata tilesets. Both the code and tilesets are available on github2.

Acknowledgements. This work is supported by NSF Grant IIS-1524806 and uses
the ChameleonCloud Computing Testbed for both generating tilesets and analysis [4].
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Abstract. In order to derive reliable insights or make evidence-based decisions,
the starting point is to assess and meet a minimum quality of data, either by those
that publish the data (preferably) or alternatively by those that prepare data for
analysis and develop specific analytics. Much of the (open) data shared by gov-
ernments and different institutions, or crowdsourced, is in tabular format, and the
amount and size of it is increasing rapidly. This paper presents the challenges faced
and the solutions adopted while evolving the web-based graphical user interface
(GUI) of a tabular data preparation tool from in-memory fitting to Big Data sets.
Traditional standalone processing and rendering solutions are no longer usable in
a Big Data context. We report on the approach adopted to asynchronously pre-
compute the visualisations required for the tool, in addition to the applied visual-
isation aggregation strategies. The implementation of this approach has allowed
us to overcome web-browsers’ client-side data handling limitations and to avoid
information overloadwhen using granular information charts from our existing in-
memory data preparation tool with Big Data sets. The developed solution provides
the user with an acceptable GUI interaction time.

Keywords: Big data visualisation · Data preparation · Data quality · Exploratory
data analysis · Visual information cluttering · Data reduction · Asynchronous
pre-processing

1 Introduction

With the advent of mobile technology and the Internet of Things, together with the trend
to share, either publicly or under request, different datasets for research and analysis,
has led to data sets that are too large and complex for traditional data processing and
data management applications.
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The Big Data era has brought massive datasets that are noisy and heterogeneous,
requiring new processing and visualisation approaches, given that traditional databases
and architectures are not able to efficiently store and process them. The heterogeneous
data sources have to be accessed using different protocols, transmission rates, with
different data quality levels and schema representations.

In the field of Big Data information visualisation and data management, research
has classified the wishful characteristics of a Big Data Visualisation tool [1]. The first
desirable characteristic is defined as scalable data management to handle and enable
real-time interaction over datasets with a huge number of objects. Coupled with data
management, scalable and efficient visualisation of large and dynamic sets of volatile
raw data is an advisable feature to have. Regarding the consumer of such tools, the
other two recommended attributes are: visual scalability to avoid problems related to
visual information cluttering, and customisation capabilities of visualisations to meet
the expectations and analysis needs of different user types.

Moreover, increasing data democratization, i.e. societal and technological evolution
making data accessible to everyone, is leading to the availability of very diverse and large
datasets for analysis, to people that might lack data analysis expertise (e.g. as research
scientists, policy makers, or individuals).

Visualisation techniques, used in data visualisation tools, provide users with intuitive
means to interactively explore the content of the data, identify interesting patterns, infer
correlations, and support sense-making activities.

Currently, the challenge is to implement the best combination of underlying data-
management technologies and visualisation techniques to enable end-users to gain value
and insights out of the data quickly, minimizing the role of IT-experts in the loop. This is
especially critical in the Big Data context and for data preparation and Quality of Data
(QoD) improvement tools, where users are not limited to exploration and analyse of data
and therefore need to be able to transform the dataset to meet their goals.

The contribution of this paper is the description of detected problems and imple-
mented solutions for the visualisations of a Data Preparation Tool for Big Data
sets.

In this paper, we first present related work in the visualisation and data preparation
domains (Sect. 2). Then, we introduce our original in-memory data preparation tool
in Sect. 3. In Sect. 4, we describe the challenges faced and solutions adopted when
evolving its visualisations from in-memory fitting to Big Data sets. Finally, we present
our conclusions and discuss potential directions of future work in Sect. 5.

2 Related Work

Traditional data visualisation tools are usually restricted to small datasets, processed
offline and limited to accessing and visualising pre-processed sets of static data.

In an attempt to handle the characteristics of theBigData era, the research community
has proposed different visualisation approaches [1].
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The most common techniques are those of data reduction, which aim to summarise
the dataset by using different approximations. The approaches followed for data sum-
marisation include sampling (i.e. visualising a representative subset or filtering non-
contributing sets of data) [2, 3] and aggregation (i.e. visualising an aggregated or
abstracted version of the dataset by using binning or clustering techniques) [4, 5].

The next set of proposed techniques target the hierarchical exploration of a dataset,
allowing the visual exploration of large datasets at different levels of detail [6, 7]. These
are computed by a hierarchical aggregation of the dataset, which allows the user to get
a synopsis of the dataset and retrieve details of the data at different levels.

These two types of strategies (i.e. data reduction and hierarchical techniques) aim
to contribute to the visual scalability characteristic discussed in the introduction. Other
research has targeted the real-time interaction (with the dataset) feature byworking on the
progressive result delivery and different caching and prefetching strategies. Regarding
progressive techniques, these tend to combine both user interaction-based dynamic result
calculations [8] and incremental computation and delivery of results [9].

Moreover, visualisation approaches have been developed to tackle the dynamic
nature of datasets by implementing incremental and adaptive strategies that allow for an
on-the-fly exploration of large and dynamic datasets [6, 10].

Finally, regarding visualisation techniques, another area of research has focussed
on assisting the user by recommending visualisations that are more appropriate for the
specific characteristics of the data (or identified trends) [11], or the user behaviour and
preferences [12].

Regarding commercial tools, a body of research work has analysed some popular
visualisation tools (i.e. Tableau, PowerBI, Plotly, Gephi and Excel) and techniques, and
how well they fit into the size, heterogeneity and dynamism properties of Big Data [13].
These tools are more focussed on visualising data prepared for analysis.

A recent market analysis report has analysed data preparation tools [14], studying
the integration and exploration features, data manipulation features and user experience
and user interface features among others, as part of the technical assessment of these
tools. As the studied features prove, Big Data management and visualisation techniques
are key to these data preparation and QoD improvement tools, whereas commercial tools
are focussed on data preparation following the extract, transform, load (ETL) procedure,
and not in the data exploration task for QoD assessment and improvement.

In this state-of-the-art context, we report on our initially developed in-memory data
preparation and QoD improvement TAQIH tool, and on the experience of enhancing this
tool from in-memory dataset visualisation and preparation to Big Data sets.

3 TAQIH – in-Memory Data Preparation Tool

TAQIH [15] is a data preparation tool developed to support non-technical users on 1) the
exploratory data analysis (EDA) process of tabular health data, and 2) the assessment
and improvement of its quality. A web-based tool was implemented with a simple yet
powerful visual interface.
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First, it provides interfaces to understand the dataset, to gain an understanding of the
content, structure and distribution. Then, it provides data visualisation and data quality
improvement utilities for the dimensions of completeness, accuracy, redundancy and
readability [16].

TAQIH was designed and developed with in-memory data preparation technolo-
gies, so visualisation, data management and data transformations are limited to a single
computer’s memory and web-browser capabilities. Experimentally we have been able
to manage datasets under 200 MB using a desktop machine with 8 GB of RAM, but
for providing the end-user with an acceptable interaction time (10 s for keeping the
user’s attention [17]), this is reduced to few tens of MBs. Data transformations are
synchronously applied as they are requested, and visualisations updated accordingly.

TAQIH contains a main navigation bar at the top of the GUI, where items are placed
from left to right following the usual iterative pipeline in EDA. First, ‘General Stats’
and ‘Features’ menu items provide global and detailed views of the data to gain insights
about content, distribution and quality. Then, the ‘Missing Values’ section deals with the
completeness dimension of data quality. After that, the ‘Correlations’ section presents
the statistical relationship among variables, to help the identification of possible redun-
dancies among variables or incoherent data, related to the redundancy and accuracy
dimensions of data quality. Next, the ‘Outliers’ section identifies observations that differ
significantly from others in the features and instances axes which is also related to accu-
racy, redundancy, readability and trust dimensions in data quality. All views include a
small sample of the dataset (following data reduction by sampling) to help interpreting
the dataset and identifying the transformation actions needed.

TAQIH is composed of both pre-processed property visualisation and summary visu-
alisation (histograms or density plots), but also includes binary heatmaps (for miss-
ing values) or boxplots (for outliers) representing instance level data, which can be
cumbersome when moving to very large datasets.

4 Enhancing Data Preparation Tool Visualisations for Big Data

Volumes considered in the Big Data context (i.e. large datasets not fitting in a com-
puter’s memory and expected to be increasing) impose new challenges over traditional
datasets which could be totally managed in a computer’s memory. When it comes to
data preparation and QoD assessment, traditional Python-based or R-based methods do
not directly handle datasets that do not fit into a computer’s memory.

Additionally, many traditional general statistics or quality assessment algorithms
need to keep global variables for their computation, for example, cardinality calculations
might require expansion as large as the data source size. This makes existing data quality
algorithms unsuitable for distributed parallel computing.

We have also identified two more issues when moving QoD assessment to large
datasets: the visualisations used to allow the users to explore the data to evaluate its
quality and that data preparation tasks cannot be run synchronously anymore.
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Traditional visualisations (e.g. missing values or outliers) mainly work by plotting
all the instances of the dataset, which requires pulling all instances from the dataset,
and having the user’s client applications manage all the data to visualise and respond to
users’ interactions. This is no longer feasible and it is unrealistic to expect the user to
wait until a data cleansing task, over a large dataset that might require hours, is complete.

4.1 Migration to an Asynchronous Distributed Architecture

To overcome the data volume challenges identified, we have opted to use algorithms
that provide approximations to evolve the TAQIH tool into an asynchronous processing
framework. Big Data computing infrastructures have been used, for those algorithms
which have distributable or parallelized versions, whilst for those requiring adapta-
tions, state-of-the-art proposals have been implemented following Big Data computing
approaches where possible, and per-chunk processing where more fine-grain control of
shared global variables is required.

Figure 1 illustrates the previous TAQIH architecture contrasted to the architecture
redesign for the GYDRA architecture.

Fig. 1. TAQIH solution single machine focussed architecture (top) and GYDRA solution
distributed architecture (bottom)
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The GYDRA tool’s user interface has been developed using the Django framework,
HTML5, Asynchronous JavaScript (AJAX) and Bootstrap responsive web library. Dis-
tributed asynchronous tasking is managed through the Celery Distributed Task Queue
tool with RabbitMQ as a message broker to implement the real task queue. The Celery
worker (depicted asWorker Preprocess andWorker Pipeline in Fig. 1) can either run data
pre-processing or transformation tasks by using the GYDRA Python library reading and
handling HDFS stored datasets per chunks or by submitting applications to an Apache
Spark cluster.

4.2 QoD Assessment Visualisation Updates

For the Big Data QoD indicators visualisation issues, approximations requiring a limited
and controlled but representative amount of data to be displayed have been implemented.
The computation and generation of the visualisation is performed by the asynchronous
workers to reduce processing load and smooth the user experience on the client side.
Subsequently, the different visualisation components of the GYDRA preparation tool
are analysed individually.

Tab-Based Navigation Approach and General Stats
GYDRA has retained the main tab-based navigation approach and sample of the
dataset described for TAQIH, while a new data transformation pipeline section has been
added across the different views, to better understand the dataset and dynamically add
transformations during EDA (since transformations have to be processed offline now).

Fig. 2. TAQIH navigation and the’General Stats’ section. This figure is reproduced from [16]
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Information summarisation is provided through a navigation approach by providing
a hierarchical view, starting from ‘General Stats’ and moving to the ‘Features’ section,
and by including a raw data sample across all sections. Next, the ‘Missing Values’,
‘Correlations’ and ‘Outliers’ sections are placed to assist the user through common EDA
tasks. Figure 2 and Fig. 3 depict the navigation approach and ‘General Stats’ sections
of TAQIH and GYDRA tools respectively.

Fig. 3. GYDRA main application navigation and ‘General Stats’ section including transforma-
tions pipeline and a sample of the dataset
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Features
Concerning the ‘Features’ section, visualisation remains quite similar, moving feature-
related transformations from a feature specific section to the common transformation
specification pipeline section. Additionally, cardinality and the number of appearances
per each feature variable has been dropped, considering the scalability limitations when
moving to big data sets. We have replaced this feature with the visualisation of the Top
10 values. Figure 4 and Fig. 5 depict the feature analysis section of the TAQIH and
GYDRA tools respectively.

Fig. 4. TAQIH per feature analysis section. This figure is reproduced from [16]

Missing Values
For the Missing Values section, previously a binary heatmap with individual data was
displayed, while in the GYDRA tool, percentages of missing values have been com-
puted and visualised. TAQIH had a specific Missing Value imputation section, while
in GYDRA, this has been moved to the common transformation pipeline. Figure 6
depicts the TAQIH tool’s Missing values section, while Fig. 7 shows the GYDRA tool’s
implementation.
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Fig. 5. GYDRA per feature analysis section.

Fig. 6. TAQIH tool’s missing values section. This figure is reproduced from [16]
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Fig. 7. GYDRA tool’s missing values section

Correlations
The Correlations section remains similar considering its most important visualisation is
a correlation matrix, displaying feature association values (see Fig. 8). The density plot
used in TAQIH to compare two features among their value set was dropped.

Outliers
Regarding the Outliers section, in the TAQIH tool both a traditional box plot and a his-
togram with each different value occurrence (classified as in or out layer) were used.
For GYDRA, a novel box plot visualisation has been proposed (see Fig. 9). The out-
lier distribution is plotted as two histograms, one for low values and the other one for
high values (suspected outliers and outliers according to Tukey algorithm). Multivari-
ate outlier detection was dropped from TAQIH while an alternative for Big Data was
implemented.
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Fig. 8. GYDRA tool’s correlations section

Fig. 9. GYDRA’s Outlier diagram with outliers binning

5 Conclusions and Future Work

In this paper, we report on the enhancements implemented to a tabular data prepara-
tion and QoD improvement tool, focussed on its visualisation features, when moving
from in-memory datasets to Big Data sets. Architectural and visualisation solutions
adopted have been described accordingly. It was necessary to move from an in-memory
synchronous architecture to an asynchronous distributed processing architecture to be
able to operate the datasets, as well as the remote creation of visualisations. Asyn-
chronous pre-processing of visualisations was adopted instead of on-the-fly processing,
given the need to compute general statistics and per feature indicators (e.g. top n values
or correlations). For Big Data sets it is not possible to calculate these indicators and
provide a timely response to the user otherwise. Next, we have adopted different data
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reduction approaches to ensure visual scalability and meet local memory limitations for
visualisation, introducing a novel box plot for Big Data.

Futurework is plannedon researching and implementing features lost in the transition
from TAQIH to GYDRA. Next, the focus will be on the integration of streaming data
and researching exploration techniques to help the user in understanding the dynamic
of the sources to better define their ingestion pipelines. In line with this, enabling users
to navigate through the dataset to find missing values should be enhanced to help users
identify and understand underlying trends. Related to user assistance, machine learning
techniques are being researched to support the user by suggesting appropriate preparation
tasks.
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Abstract. Current solutions for data quality control (QC) in the envi-
ronmental sciences are locked within propriety platforms or reliant on
specialized software. This can pose a problem for data users when
attempting to integrate QC into their existing workflows. To address
this limitation, we developed an embedded domain specific language
(EDSL), Materia, that provides functions, data structures, and a fluent
syntax for defining and executing quality control tests on data. Mate-
ria enables developers to more easily integrate QC into complex data
pipelines and makes QC more accessible for students and citizen scien-
tists. We evaluate Materia via two metrics: productivity and a quantita-
tive performance analysis. Our productivity examples show how Materia
can simplify complex descriptions of tests in Pandas and mirror natural
language descriptions of common QC tests. We also demonstrate that
Materia achieves satisfactory performance with over 200,000 floating-
point values processed in under three seconds.

1 Introduction

Quality Control (QC) on scientific data is a critical step in the data prepro-
cessing pipeline and is essential to performing good science. This “QC process”
describes any systematic approach undertaken by data experts to check for errors
in datasets. It can be done manually or automatically. In the manual case an
expert scientist scans through columns of records and notes any problems they
find. For example, they may discount a temperature value for being too cold
for the season or when visualizing data they will see that a value spikes up
dramatically compared to its preceding measurements, or drifts over time.

If these anomalies are not recorded and properly associated with their corre-
sponding dataset, the utility of collected scientific data is significantly limited.
Errenous values in a dataset do not accurately reflect the ground truth they are
supposed to measure and, accordingly, cannot be used in scientific models to
enhance our understanding of natural phenomena. In recent years, automation
has transformed both the data collection and QC process but has not fully solved
the QC problem [11,12].
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Increased automation in the data collection process has introduced novel
vectors for the propagation of data errors. Old sensors, dying batteries, poor
wiring, network failures, and more, can contribute to a missed data point or an
incorrect value being logged. In the environmental sciences, these opportunities
for failure are compounded by the relative remoteness and wild characteristics
that pervade data collection sites [2]. Everything from weather events to wild
animals can cause sensors to log incorrect data or stop data feeds altogether.

To combat this problem of quality issues introduced by autonomous data
collection, a handful of technologies have been devised and deployed into mod-
ern workflows to provide quality control. Among them are the GCE Toolbox [7],
Loggernet [9], ArcGIS [4], and Pandas [8]. The GCE Toolbox was produced to
provide a dedicated toolkit for managing QC processes in the earth and envi-
ronmental sciences. Loggernet’s support software and ArcGIS provide tools and
modules which enable users to perform limited Quality Control on data. Pandas,
by contrast, is a general purpose statistics and data analytics library embedded
in Python which was not built for data Quality Control but provides function-
ality which supports QC tasks very well, like binding metadata to data frames
and allowing users to define time-series indices.

Together these libraries, software packages and frameworks give data man-
agers a variety of options to choose from for their QC needs. Unfortunately, they
have drawbacks that hinder their utility to specific individuals or prevent easy
integration into existing data collection workflows. For the GCE Toolbox, Log-
gernet and ArcGIS, each of these solutions are reliant on proprietary or expensive
software to run. For the GCE Toolbox, a subscription to the Matlab language
is required. The ArcGIS software requires a licence costing a minimum of 200
dollars per year. Loggernet QC solutions only work with Campbell Scientific sen-
sors: which are expensive, enterprise-level instruments used for collecting data,
and are often eschewed for cheaper “iButton” devices, which are used in projects
as prominent as the NSF funded McMurdo Dry Valleys Long Term Ecological
Research Network (LTER) in Antarctica [1].

1 dfcopy[’repeat -ids’] = (dfcopy[self.column] !=

2 dfcopy[self.column ].shift (1))

3 .cumsum ()

4 counts = dfcopy[[’repeat -ids’,self.column ]]

5 .groupby ([’repeat -ids’]).agg(’count ’)

6 counts_less = counts.loc[counts[self.column] > 1]

7 dfcopy = dfcopy

8 .join(counts_less ,

9 on=’repeat -ids’,

10 lsuffix=’_caller ’,

11 rsuffix=’_other ’)

12 dfcopy[self.column] = dfcopy[self.column + ’_other ’]

13 .map(lambda x: x >= 3)

Listing 1.1. Code which checks for repeat values in Pandas and returns a Boolean
array indicating if a value is a repeat or not if it exceeds the repeat threshold of “3”.
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Pandas does not suffer from these limitations being a free, open-source library
implemented in a free programming language: Python. Instead, Pandas’ problem
is one of domain expressiveness. The abstractions provided in that library do not
always map well to defining tests in the quality-control space. An example of
such a mapping can be seen in Listing 1.1, which depicts a test that checks for
values that do not vary across multiple time steps. This implementation, while
efficient, can be difficult to parse even as an experienced coder, making it that
much more difficult for a domain scientist.

To fill these gaps which are unmet by existing solutions we developed Materia:
a domain specific language embedded in Python. This language provides several
data structures which simplifies the development effort required to read in tab-
ular time-series data, manage quality control flags and perform the logical com-
parisons required for QC workflows. Furthermore, Materia leverages Python’s
built in method chaining to support a fluent syntax for managing tests. Finally,
Materia provides a functional syntax which abstracts away iterative operations
and enables tests to be defined over an “arbitrary” value at a single point in
time. And, although the default assumption is that a function will be testing
a single value, these tests also keep track of the context around a single value
enabling more complex operations on one series or multiple.

The remainder of this paper is organized as follows: related and prior work are
presented in Sect. 2; design and implementation details on Materia are presented
in Sect. 3; evaluations of Materia and discussions of results are presented in
Sect. 4. Finally, conclusions and future work are presented in Sect. 5.

2 Related Work

Relevant to the motivating problem of this research, there are several papers that
discuss the importance of data quality control in the environmental sciences.
Recent scholarship on this topic has emphasized an increased need for program-
matic solutions to this problem. In the paper “Quantity is Nothing Without
Quality: Automated QA/QC Streaming for Environmental Sensor Data,” the
motivation and execution of automateable quality control processes are discussed
at length [2]. This paper informs domain expectations of general quality control
processes and helps circumscribe the domain problem space.

In addition to this, several other works in the environmental science domain
describe what standards are expected from quality controlled data [6,14]. Specif-
ically, the handbook by Gouldman et al. provides examples of flag codes in use by
the National Oceanic and Atmospheric Administration (NOAA). This resource
exemplifies what a QC-focused programming language should support. It also
details many types of automated tests which are standard for their organiza-
tion: “Rate of change in time”, “Spike Test”, “Regional Range Test”, “Stuck
Value Test”. These tests map directly to several of the tests we will evaluate for
performance and brevity, and reinforces the validity of our chosen tests.

The development of the GCE toolkit, which represents the closest prior imple-
mentation of an EDSL for QC is detailed in Sheldon et al. [13]. In this work, Shel-
don provides implementation and design details for the GCE toolkit which were
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leveraged to build up Materia. Specifically, the Dataset data structure used in
Materia can be thought of as a simplified version of the GCE toolkit’s “Dataset”
object with some implementation features drawn from Pandas. This work also
provides context about the use and impact of the GCE toolkit in the earth
science domain and provides insight into the specific communities which could
benefit from Materia. Sheldon indicates that it is used by various Long Term
Ecological Research (LTER) sites, the United States Geologic Survey (USGS),
and by GCE itself in addition to many others.

In addition to the above paper, the paper associated with the Pandas library
was also mined for insight on how to construct an efficient data management/-
analytics library in Python [8]. This work helped us understand how to organize
the columnar data in our datasets and use numpy arrays most efficiently. Specif-
ically, we organized our arrays into numpy matrices with shared types mirroring
their “block manager” and provide support for “label based data access.” Using
Pandas as a reference in this way enables us to build upon state-of-the-art work
and provide interfaces people are familiar with.

The concept of an embedded domain specific language (EDSL) has been
steadily growing in attention and scholarship over the past two decades. For an
overview of embedded domain specific languages, see Gill [5]. This classification
describes programming languages built within and using an existing program-
ming language. This construct allows for ease of development on the part of
the language developer and allows language users to use syntax and supporting
libraries which are familiar to them when working on domain problems.

3 Materia

Materia is a domain specific language (DSL) shallowly embedded in Python.
The term, “shallowly-embedded,” means that it extends the host programming
language with additional functionality and makes-use of language provided con-
structs. It provides data structures, an abstraction which removes loop-definition
clutter from function definitions, and a fluent syntax. Together this functionality
enables users to quickly define and execute QC tests on tabular, time-series data.
In addition to these features, Materia was designed to work with a wide variety
of datasets and arbitrary flag codes to enhance its utility to various organiza-
tions. The following subsections will describe in detail these specific aspects of
Materia. For more details on the usage and implementation of Materia, source
code and documentation can be found at [10].

3.1 Data Structures

Materia is comprised of 2 key data structures: a DataSet and a TimeSeries.
Both of these structures were designed to mitigate overhead of array creation
and management, flag storage and data alignment on the part of the user.

The first data structure, a DataSet, can be thought of as a lightweight Pandas
dataframe. Compared to it’s bulkier cousin, it provides some domain-specific
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functionality which the dataframe lacks. First, it stores header metadata found in
many tabular data files in a dedicated row-major matrix. This header metadata
can be used for reference at any point in the development of a quality control
script and can also be used to produce unique and semantically meaningful
header names for label-based array access of specific data columns. An abridged
example of a tabular data file which would work with Materia can be seen in
Table 1.

Second, a DataSet operates under the assumption that data will be indexed
by a series of datetime values. Accordingly, it performs automatic detection
and conversion of any datetime columns found in the provided data file. It also
automatically sets one of these columns as the primary index for the DataSet.
This timeseries index is used in Quality Control tests to find missing values and
align time series for comparison when they have the same temporal range but
may not have the same number of array elements. All vectors in the DataSet
object are numpy arrays and are stored in column major format.

To provide a simple and familiar interface for extracting an individual Time-
Series object from a DataSet, the DataSet class overloads the “[]” operators to
enable label-based access of individual columns. The returned TimeSeries object
manages the execution of tests and storage of resultant flags. A time series
object is comprised of three numpy arrays: the global time series index which
was defined at the DataSet level, the values array for this series and an array
which keeps track of quality flags resulting from tests. The TimeSeries object
tracks what tests were run on it and other related metadata like its label in the
DataSet and flag codes which were originally defined over the DataSet object.

Table 1. An example of a tabular dataset, downloaded from the Nevada Research
Data Center. Materia was designed for datasets like this one.

Site name: Rockland summit Rockland summit

Deployment: Air temperature Air temperature

Monitored system: Climate Climate

Measured property: Temperature Temperature

Vertical offset from surface:

Units: degC degC

Measurement type: Maximum Minimum

Measurement interval: 00:01:00 00:01:00

Time stamp (UTC-08:00)

2019-04-01T16:41:00.0000000-08:00 −9999 5.235

2019-04-01T16:42:00.0000000-08:00 5.124 4.97

2019-04-01T16:44:00.0000000-08:00 5.165 5.046
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3.2 Managing Flag Codes

Contrary to some popular conceptions of the purpose of Quality Control, the main
output of the initial phases of a quality control process is not repaired data. Instead,
it is only metadata. This metadata comes in the form of “flags” – codes that indi-
cate to a data user what the quality of particular values in a dataset may be. Flags
are typically stored in an array. They are aligned alongside values in a tabular for-
mat making them easy to cross-reference when managing data.

While flags are a simple concept they can sometimes be difficult to work with
in practice. This difficulty is due to the general standardization problem in sci-
entific organizations. Like many other aspects of data, flags are not standardized
across organizations, with some orgs using string values to convey the quality of
their data (“bad,” “good,” “suspect”) while others use integers (0,1,2) [3]. This
diversity of flag codes requires that Materia support flag standards which have
differing numbers of flags, datatypes and names. In order to accommodate this
plurality, Materia provides a function which allows users to affix a dictionary of
their own flags to a DataSet object, visible in listing 1.2.

1 DataSet.flagcodes ()

2 .are({

3 "None":"OK",

4 "Repeat Value":"Repeat Value",

5 "Missing Value": "Missing",

6 "Range": "Exceeds Range",

7 "SI": "Incosistent (Spatial)",

8 "LI": "Inconsistent (Logical)",

9 "Sp": "Spike"

10 })

Listing 1.2. How to define flag codes on a Materia DataSet.

After setting this dict on our dataset, subsequently extracted TimeSeries
objects keep track of these key-value pairs so that users need only provide the
key when executing a quality control test. An example of this can be seen in
listing 1.5. By mapping the flag codes to strings in this way, Materia allows users
to define their own keys for flags which enables them to access them in a more
succinct way. Users can use “SI” instead of “Inconsistent (Spatial).”

3.3 Defining Tests

1 def rv_test(value):

2 n = 3

3 if not value.isnan ():

4 if value == value.prior(n):

5 return True

6 return False

Listing 1.3. A QC test definition to check for multiple repeat values in a row using
the Materia language.
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The Materia language itself was designed around a functional paradigm, whereby
users can define tests which operate on an abstract datapoint. Instead of devel-
oping functions which operate on specific arrays of values or contain internal iter-
ations, users instead define Python functions with a single argument: “value.”
This argument represents a single datapoint in an arbitrary time series. This
abstraction enables users to define tests in fundamental terms which mirror real
test specifications. An example of a test definition using this syntax can be seen
in Listing 1.3.

In this example, we can see how a series agnostic test definition syntax sup-
ports natural expression of a data quality control test. Instead of working with
whole vectors or iterating over a vector passed in as an argument, we are instead
expressing our repeat value test as “If a value is equal to the prior 3 values in
this series, return that it failed the test (true).” We also see how the “value”
argument provides significant functionality to support fluent test definitions.

1 def spatial_inconsistency(value):

2 comp_val = series_max_10.value ().at(value)

3 diff = value - comp_val

4 avg = (value + comp_val) / 2

5 threshold_p = 75

6 exceeds_threshold = (abs(diff/avg) * 100.0 >

7 threshold_p)

8 if exceeds_threshold:

9 return True

10 return False

Listing 1.4. A QC test definition in Materia which checks if the values within two
related time series diverge beyond a specific threshold. series max 10 refers to a time
series pulled from the dataset prior to this function definition.

“Value” is itself an object which contains a scalar by default but can contain
a vector of values. In order to support comparisons between vectors and scalars
and maintain fluent test definition syntax it overloads the following binary con-
ditional operators: “==,” “! =,” “<=,” “>=,” “>=,” “>,” “<”. As can be seen
with the “value.prior(n)” call, this object also keeps track of the context of the
time series from which it was called. As many tests need to support comparisons
between values preceding or following individual data points in a time series, its
essential that Materia’s test definition function provide an interface for retrieving
contextually relevant data points.

1 series.datapoint ()

2 .flag(’Repeat Value ’)

3 .when(rv_test)

Listing 1.5. How to execute a test on a time series object in Materia.

One further example of Materia’s test definition syntax can be seen in
Listing 1.4. In this test definition, we can see that our “value” abstraction also
overloads mathematical operators to support binary operations between our
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value object, numeric constants, and other value objects. In order to support
a diverse array of mathematical operations on various data types, these over-
loaded binary operators support standard operations between individual scalars
and heterogeneous operations between vectors and scalars. Finally, we also see
in Listing 1.4, that a method is provided by time series objects which allows us
to pass in a particular value and get out a temporally aligned value from that
series. This method enables users to define tests between related series of values
within the same temporal range.

3.4 Calling Tests and the When() Function

In order to execute these tests within the context of a particular set of values,
each TimeSeries object provides several methods which are chained together.
These methods execute the test which is passed to “when()” as an argument
and affix flags depending on the results of the provided tests. The syntax of
these methods can be seen in listing 1.5.

This part of Materia implements a fluent syntax through chained method
calls. This is done so that a test execution can mirror a natural language state-
ment: “Flag a datapoint in [this] series with’repeat value’ when the repeat value
test fails.” This syntax for calling tests in Materia further reinforces the mental
model that tests are being called on singular data points in our TimeSeries.

In listing 1.5, we can see how the when() method operates from a user perspec-
tive; specifically, it is just a higher-order function which executes the “rv test”
argument passed to it. Internally, this when() function performs several tasks to
execute passed tests and manage their results.

Immediately upon being called, the “when” function uses the Python library,
inspect, for method reflection. Using getsource(), it stores the source code of the
passed function so that this information can be later used to provide additional
context to our flags. Second, it uses getargspec() to determine if an optional itera-
tor argument was declared as part of our test definition. If there was, “when” will
invoke the function with two parameters and not one. This secondary argument
can be used for debugging or checking specific errors in the provided dataset.

After performing these reflective operations, “when” then declares a loop over
the internal values array. At each iteration of this loop, a new “Value” object is
created and passed in as an argument to the provided test function. This Value
object is constructed with the contextual information of its surrounding values in
the calling TimeSeries, its offset from the beginning of the array and its datetime
index. By managing our loop inside of the “when” function and providing users
with a robust object for testing values this simplifies test definitions significantly.

4 Evaluation and Discussion

Materia was formally evaluated within the scope of two categories which are
commonly used to evaluate EDSLs: productivity and performance. The first,
productivity, encompasses measures of how a language may improve a users
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ability to write effective programs in their domain. For Materia we first exam-
ined how closely a test definition in a language conforms to a natural language
description of a test found in earth science handbooks and literature. Second, we
compared specific implementations of QC tests in Pandas against functionally
equivalent definitions in Materia. This enabled us to compare ease of mapping
the domain problem space to the language of implementation. For performance,
we compared the runtimes of test definitions in Materia against implementations
in Pandas. For these tests we used 6 commonly found quality control tests as
our benchmarks

4.1 Benchmark Tests

The six tests used as our benchmarks and foundations of syntactic com-
parison come from Campbell et al. missing-measurements, range, persistence,
spatial inconsistency, internal inconsistency and change in slope [2]. Missing-
measurements checks the difference between two date-times in chronological
order, if they exceed a specified time interval that means a measurement is miss-
ing and a row must be inserted. Range tests seek to identify if a value exceeds
some normal range in values. Persistence checks if a given value in a dataset
is a repeat of one or more data points preceding it. With spatial inconsistency,
two or more time series measuring the same data type in close proximity to
one-another are compared. If one diverges it usually indicates a logging error.
Internal consistency evaluates a break in a logical condition between two time
series. For example: a minimum variable measurement at a certain time index
cannot exceed a maximum reading from the same sensor for the same variable
at the same time index. Finally, a change in slope describes a dramatic upward
or downward change in our time series’ slope over a short time period.

4.2 Productivity

For the first metric of productivity, natural-language similarity, we selected the
following five descriptions of individual quality control tests:

– “No values less than a minimum value or greater than the maximum value
the sensor can output are acceptable” – Range Test [6]

– “This test compares the present observation n to a number . . of previous
observations.” – Persistence [6]

– “A sharp increase or decrease [in slope] over a very short time interval (i.e.,
a spike or step function)” – Change in slope [2]

– “ensuring that the minimum air temperature is less than maximum air tem-
perature” – Internal Inconsistency [2]

– “. . . data from one location are compared with data from nearby identical
sensors” – Spatial Inconsistency [2]

These particular tests were chosen because they reflect the six cardinal tests
enumerated by Cambell et al. [2], with the exception of “missing measurements.”
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“Missing measurements” was omitted from this examination because it was
implemented as static method in the TimeSeries class. These descriptions were
compared by the developers of Materia, through and informal side-by-side com-
parison. (These implementations are not included here for space reasons however
they can be found at [10].)

From this examination, no clear consensus was found. Quantifying similar-
ity on a four step range, from “very similar” to “similiar” to “dissimilar” to
“very dissimilar” we determined that a Materia-based implementation of a per-
sistence test, visible in Listing 1.3, was “very similar.” We considered the very
complex “Change in slope” test to be, by contrast, “very dissimilar”. We found
internal inconsistency and range tests “similar” and spatial inconsistency to be
“dissimilar.”

Overall, the results of similarity or dissimilarity seem to be most significantly
related to how simple the mathematical or boolean operation used in a test
may be. For the persistence test, syntactical similarity is bolstered by the fact
that an natural language description explicitly mentions a comparison and that
Materia provides a “prior” function which was designed to mimic natural lan-
guage comparisons like this. On the other end of the spectrum, a Materia-based
implementation of a slope test is over 30 lines of code and reflects the multiple
calculations required to compare two slopes. The natural language description
of this does not capture the complexity of these operations at all.

For the second metric gauging productivity, we compared Materia-based
implementations of code against Pandas-based implementations. For Spatial
Inconsistency, Spike and Range Tests, the details of implementation were approx-
imately the same; although Pandas based implementations occasionally required
the use of helper functions like np.logical and to support vector-wise Boolean
operations. With a logical inconsistency test we see more deviation with Mate-
ria’s more simple definition where a user can simply declare “return max value
< min value”. In Pandas we require the use of a helper function, “np.where”
to return an array of boolean values. Although not a significant addition, this
does introduce some visual noise which can be hard to parse. Finally, we see
significant divergence between implementations of a persistence test in Pandas
and Materia. As can be seen in Listing 1.1, Pandas requires several different
statements to identify and filter a time series down to identified repeat values.
It requires further statements to express the result as a Boolean array. Without
knowing what the code does, it’s hard to understand even with a few minutes
of exposure. By comparison, it takes mere seconds to understand what the per-
sistence test in Materia (Listing 1.3) is doing.

4.3 Performance

Due to space limitations we cannot include a comprehensive breakdown of our
performance measurements. It should be noted however, that across all tests,
Materia did perform more poorly than the highly optimized Pandas. In general,
Pandas, ran it’s operations faster by an order of magnitude compared to Materia.
We argue that this is not a fatal mark against this EDSL as the absolute runtimes
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of Materia never exceeded 2.5 s for more than 200,000 data points. When this
represents 6 months of data and Quality Control is often done on a month by
month basis or as part of prepossessing steps we deemed this an acceptably low
runtime for practical use.

4.4 Additional Considerations

In addition to the above evaluation metrics, it should also be noted that Mate-
ria provides several features which support productivity but were not formally
evaluated and are not found in more general purpose languages like Pandas.
Specifically, Materia provides to users the automatic binding of flags to data, the
automatic detection of column datatypes, alignment with a time series index,
the graceful management of multivariate data stored in a tabular format, and
the ability to handle nonstandard, highly variable header metadata.

In addition to these features, Materia also uniquely supports tracking Quality
Control methods by storing the specific functions which were used to generate
flags. This level of provenance is extremely important to creating comprehensive
data products. With this feature, data producers are able to not only express
that a datapoint may be suspect or bad but also under what conditions it was
found to be suspect or bad.

5 Conclusions and Future Work

Over the course of this paper we introduced a topology of modern data quality
control, existing solutions and the limitations of those solutions which moti-
vate this work. We further introduced our embedded domain specific language:
Materia, and detailed the design and implementation of it. This language was
not shown to be superior in terms of performance compared to its most similar
counterpart on the Python platform: Pandas. However, it was argued that it
should be sufficiently performant for most typical quality control use-cases. In
terms of productivity, Materia was developed to be more usable than Pandas for
defining quality control specific tests and functions. Additionally, it was shown
that Materia aggregates many features into one language which can positively
impact the quality of life for developers building quality control applications and
scripts.

There are many opportunities for future development of Materia. First and
foremost, with the functional structure that was implemented for this prototype,
its evident that many quality control tests are embarrassingly parallel. Accord-
ingly, this language would significantly benefit from a deep embedding which
could be exported to a GPU computing language. Many of these functions map
1 to 1 with a kernel that could be deployed to individual threads on a GPU
architecture. In addition to this, with a deep embedding, Materia could support
a deeper and richer syntax than is currently provided in this implementation.
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Abstract. Digital content has been increasing rapidly. This content can be
generated, accessed and used by anyone and thus the need for quality assess-
ment of web content before usage becomes an important issue. Devising
methods to assess the quality of Arabic digital content is the focus of this paper.
Our work was partially based on Wikipedia articles annotated into featured and
good according to quality guidelines of Wikipedia. Our analysis was directed at
finding features that can serve as best quality indicators. Using the defined
features, we trained a high accuracy quality assessment model using machine-
learning algorithms. Our work went beyond the Wikipedia documents to build a
general model that can assess the quality of Arabic documents that lack Wiki-
pedia metadata with acceptable accuracy. The model was trained and built using
features from documents we collected from Arabic online news sites and blogs,
and annotated in collaboration with university students.

Keywords: Document quality assessment � Arabic Wikipedia � Arabic
information retrieval

1 Introduction

Due to the diversity of web content and the ease of posting on the web, one can expect
diversity in web information quality and degree of trust. One cannot give the same trust
to a social media post and an article in a well-known newspaper. The need for quality
assessment of web content is paramount. But this is not a trivial task: manual quality
annotation does not scale, so automatic quality assessment is needed.

In our research, we worked to build a model to assess Arabic document quality, first
for the domain of Arabic Wikipedia articles characterized by abundant metadata but
also large quality variations [10], then for general Arabic documents, that may lack
Wikipedia style metadata.

Wikipedia has its own assessment system that classifies articles into quality classes
according to specific criteria using manual judgement through a peer review process.
The best articles are “featured” articles [1] and after that there are the “good” articles
[2] that don’t meet the criteria of featured articles but still of high enough quality.
Articles that didn’t undergo quality review and those that were not qualified to be high
quality are called here “random” articles. The documents that are already assessed as
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high quality (featured or good) by human experts constitute a very small fraction of the
Arabic Wikipedia and will serve as the annotated data to train our Machine Learning
(ML) based models for quality assessment of Wikipedia articles.

After building the Wikipedia model with high accuracy based on high quality
Wikipedia articles, we collected documents from several popular online blogs and news
sites. These documents do not have elaborate meta-data and are not classified based on
quality. We manually annotated a number of such articles and trained an ML general
model to assess document quality using features available for any article. We treated
the quality level as a classification problem to place the article into one of the two
quality classes: high quality and random [2].

For ML models we experimented with several algorithms. Based of performance
results, Support Vector Machine –SVM- (Sequential Minimal Optimization –SMO-
implementation) and Random Forest (RF) were the main classifiers adopted for our
models. As usual in machine learning, four measures for the classification effectiveness
are used: Precision (P), Recall (R), F-measure (or F-score) and Accuracy (A) which
can be read from the confusion matrix of individual experiments.

The rest of the paper is organized as follows. In Sect. 2 we discuss related work on
article quality assessment, general and Arabic. In Sect. 3 we outline our ML approach
to article quality assessment and the feature selection. In Sect. 4 we give the results of
our experiments for Wikipedia and General articles quality assessment and the effect of
feature selection on the results. In Sect. 5 we give our conclusions and point to possible
directions of future research.

2 Related Work

2.1 Article Quality Assessment

In [4], Blumenstock discusses the simplest metric that can be used to classify the
articles of English Wikipedia to featured (Wikipedia highest quality articles) and
random articles. The model achieved 96.31% accuracy when applying binary classi-
fication on the dataset for the threshold of word count equals to 2000 words, but as
expected, this method has drawbacks and can be fooled easily. Lipka and Stein [9] give
a more advanced step in identifying articles by analyzing a writing style feature which
is character tri-grams. Their results improve on the word count (naïve) approach.
Yahya and Salhi studied Arabic Wikipedia articles quality with emphasis on features
from 3 groups; textual content features, non-textual content features and features
related to contributors and editors but didn’t use that to build models for quality based
classification using machine learning [16].

Stivilia, Twidale, Smith and Gasser present seven information quality metrics:
authority, completeness, complexity, informativeness, consistency, currency and
volatility [13]. They define these metrics using 19 statistical measures from both the
content and metadata of articles. The experiments show that the developed model can
capture big differences between featured and random articles [13]. In [14], Warncke-
Wrang, Cosley and Riedl did many experiments and investigations after Stivilia [12] to
come up with an actionable model for assessing Wikipedia articles quality. They
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worked with completeness, informativeness, number of headings, article length and
number of references features. The results of this model were close to the other models
with a larger number of features. In [7], De La Calzada and Dekhtyar argue that not all
articles in the Wikipedia are the same and define 2 article categories: stabilized and
controversial articles and use different models to measure the quality of articles in each
category. The stabilized model uses measures related to the structure and construction
of articles while the controversial model depends on the history log of revisions for the
article. Lim, Vuong, Lauw and Sun present two quality models: the basic model and
peer review model to measure the quality of articles depending on the authorities of its
contributors [8]. In [5] it is argued that the quality of content of medical Web docu-
ments is affected by domain features and the authors use specific vocabulary and codes
and document type for improved results. In [15] the authors attempt to improve the
quality of DBpedia by analyzing features and models that can be used to evaluate the
quality of articles, providing foundation for the relative quality assessment of infobox
attributes. In [6] Wikipedia article quality is assessed by analyzing article content rather
than the feature set and utilizes NLP deep learning to achieve the reported results. In
[11] a combination of the usual features and deep learning is used for better results in
Wikipedia article quality assessment. All through, some of the features used are easy to
calculate while the others are more sophisticated. We tried our best to find the best
combination from different models and studied the importance and effect of these
features in the quality of Arabic articles. We propose new features not mentioned in the
above research which we found useful in the case of general documents.

3 Our Article Quality Assessment Approach

3.1 Classification Models Using Machine Learning (ML)

The main steps used to build a classification model using machine learning algorithms
(implemented using software like WEKA) are as follows:

1. An annotated dataset (classified by humans) is used to train the model.
2. Feature extraction: the training dataset must be presented as features related to the

classes of the model. When the classes are related to quality (high and low), then
quality related features must be extracted from each instance.

3. Then a classification algorithm (classifier) is used on the extracted features for each
instance in the dataset to build a model that can classify any external instance.

4. After that the model must be tested to get the evaluation measurements about the
performance and decide if the model is acceptable or needs further fine-tuning.

Figure 1 shows the basic steps in building a classification model using ML. The
same steps were used in building our two quality assessment models: for Wikipedia
articles and for general articles. Next we describe the two machine learning models we
built.
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3.2 Wikipedia Based Quality Model

We experimented with features related to the textual content like writing style, spelling
errors and metadata provided for Wikipedia articles such as links, multimedia content,
edits, contributors and social media effects. The best combination of features was
selected to help in building a high accuracy quality assessment model.

Naïve Approach: Word Count: We started with the simplest method, referred to as
the Naïve Approach using word count as the sole measure for quality classification [4].

We applied this method to a balanced dataset with four classes of articles “Fea-
tured”, “Good”, “Random for featured” and “Random for good”. As seen in Table 1,
we found that the average length of featured articles is 9176 words, for good articles it
is 4694, for HQ class (featured and good combined) it is 7038 and for the random class
it is 653 words, indicating that word count seems to be a good indicator for Wikipedia
article quality. We were interested in calculating the threshold value for word count that
gives the minimum classification error rate for the two class cases: High Quality if the
word count exceeds this threshold, Random otherwise. We considered word count
threshold levels from 1000 to 3000 and the accuracy was calculated. Figure 2 shows
the results. The threshold with minimum overall classification error rate is 2100 words.

Fig. 1. Building a classification model.

Table 1. Average word count for quality class.

Class Word count

Feature 9176
Good 4694
High quality (Featured+Good) 7038
Random for feature 749
Random for good 548
Random for high quality 653

300 A. Yahya et al.



The article word count was also used as a feature to train a classifier using the
WEKA for the two classes High Quality vs. Random and Featured vs. Good. Many
classifiers were applied in different modes of training and testing (10 folds cross
validation, splitting data at 66%). As expected, the classifiers predicted class with high
accuracy reaching 97.5% in the case of High Quality vs. Random. As expected, for the
Featured vs Good case, the accuracy dropped to 83%.

Building our Dataset. We wrote a PHP code with Media-Wiki APIs [3] to extract 309
featured and 305 good articles from the Arabic Wikipedia. We considered two types of
random articles: the first is arbitrary length (AL) random articles, the other has random
articles close in length (CL) to the two high quality article subclasses (featured and
good) to neutralize the effect of article length when needed. To maintain balance, we
extracted 309 random articles of comparable length distribution to “featured” articles
and called the set “random for featured” and another 305 of comparable length for the
“good” case and called it “random for good”. So, overall, we selected a total of 1228
random (of unknown quality) articles. For the AL case the selection was completely
random, and for the CL case the selected articles were of comparable length and length
distribution to the corresponding high quality subclass.

Analyzed Features: We studied the features in three main categories: textual features,
non-textual features and contributors and editors. The following features were calcu-
lated using PHP code written with the Wikipedia APIs.

Textual Features: Textual content is the basic parameter to analyze in each article; we
can use it to find specific parameters that may reflect the writing style, spelling errors and
other quality features. The following textual parameters were extracted/studied:
(1) Article Length inwords, (2) Average Sentence Length, (3) Average Number ofWords
per Comma. (4) Number of Paragraphs. (5) Average Paragraph Length (in words).

Fig. 2. Error rate for classification by word count.
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Non-Textual Features: We considered several non-textual features and wrote the code
to extract them from Wikipedia pages using Media-Wiki APIs. These features were:

1. Categories: Wikipedia articles can be tagged to one or more categories related to the
topic of the article. We think that the number of categories an article tagged to may
serve as a quality measure as it could be an indicator for the degree of article
specialization, so we extracted all categories for each article in the training set.

2. Links: Links are among the most important features in studying any web content.
Wikipedia itself has many types of links that can be analyzed to find if any of them
has an effect on article quality. The links in Wikipedia that we extracted are:
a. Language Links: links connecting an article with parallel articles in other

languages.
b. External Links: links that redirect users from a Wikipedia article to locations

outside of Wikipedia. This feature indicates how much an article is connected to,
and is supported by, other web content.

c. Internal Links: links going from a specific article to other Wikipedia articles.
d. Backlinks: links that come from Wikipedia articles to the Wikipedia article of

interest. Back links may indicate trust in content (or authority of the article).
3. Multimedia Content: Multimedia content consists of tables, pictures, videos and

sounds in articles. We conjectured that articles with multimedia content are
expected to be of higher quality since multimedia elements can serve to support the
article.

4. Number of High Quality Articles Related to an Article in Other Languages
(OtherL_HQ): as we know, each article in Wikipedia is connected to other articles
related in content but in different languages using language links. We think that if
the parallel article is considered of high quality in the other language that will
support the writers and help them improve the quality of the article. Therefore, the
more high quality articles related to an article in other languages the better quality
an article has.

5. Number of References: This parameter can be considered as one of the most
important indicators of quality. More references may mean more work and effort the
writer has done, and the more trust in the facts of the article.

6. Number of Shares in Social Media (Facebook, Twitter and Google+): Social Media
is an essential part of today’s life. Therefore, we think that the shares of an article in
social media may be an indicator of quality. Code for counting the number of shares
was written in PHP, using the APIs Facebook, Twitter and Google+ offer.

7. Age of Article: We looked at Wikipedia articles age as a quality indicator assuming
that HQ articles must have an age that allows for modifications/improvements.

Edits and Contributors: Contributors to Wikipedia can be registered users, anonymous
users or bots. Wikipedia stores all the users and their contributions to articles (known as
revisions of articles) in the history log which can be a source of information about
article contributors, edits and their numbers, sizes and dates. We studied the following
features:

1. Number of Contributors: anonymous, registered and bot contributors, the latter
being programs that perform specific actions to articles such as spelling correction.
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2. Average Edit Size: articles average edit size was computed from the history logs.
3. Number of High Quality Articles Related to an Article by the Authors (NHQAA):

We know that the writer’s expertise can reflect strongly on the quality of his/her
writing. The more high quality content an author publishes the more expertise
he/she has. We took all the contributors to featured and good articles and for each
author we counted the number of high quality articles he/she has contributed to, so
we got a list that has all the authors and the number of high quality articles each
author contributed to. Then we computed the sum of the number of high quality
articles related to an article by its authors. This was implemented using PHP and
Media-Wiki APIs.

3.3 General Article Quality Model

After building the Wikipedia based model, we moved to building a model to assess the
quality of general text documents. For that we needed a dataset with articles from
different sources to neutralize the effect of Wikipedia authoring guidelines, and limited
features to those related to textual content alone so that the results are applicable to
general web documents. Next we describe the dataset we collected and the features we
studied and analyzed for use in the general article model.

General Dataset Collection: We collected articles in modern standard Arabic from
popular news sites (https://www.alquds.co.uk/, https://www.aljazeera.net/, https://
www.egyptwindow.net/, http://www.alriyadh.com/, https://elaph.com/ and prominent
bloggers with large enough article sizes (http://ahmedjedou.blogspot.com/, https://
www.essamalzamel.com/). The average word count was about 1050 words per docu-
ment. Then we set to label the collected articles manually by volunteer university
students. Each article had at least three assessments. We used a threshold for the
average evaluation score to get a balanced dataset of 112 articles labeled as High
Quality (HQ) and 113 articles labeled as Low Quality (Random).

Analyzed Features: The features we analyzed for the new dataset articles are:

Features Used in the Wikipedia Model: We used the same textual features used in the
Wikipedia model available for general documents.

Other Features: The other features we used for the new model are:

1. Title Relation with Article Body: This feature describes the degree of overlap
between the title and the body of an article. We calculated it by counting the number
of occurrences of the title words in the article body.

2. Part of Speech (POS) Tagging: Each word in Arabic sentence can be classified to
Verb, Noun, Pronoun, Adverb, Adjective and Numbers or others describing the
word part of speech. To tag article words we used Stanford POS Tagger[12], which
is a widely used open source tagger. We fed the sentences of each article and got the
tag of each word. Then we computed the percentage of the occurrence of each tag in
the article and considered them as attributes.
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4 Results and Discussion

In this section, we present an analysis of the features studied. We also discuss the
results of applying machine learning models using WEKA on features mentioned in the
previous section for both Wikipedia and general articles models.

4.1 Wikipedia Model Features and Classification Results

First we present the results of studying the features mentioned in the previous chapter
for the Arabic Wikipedia articles, and then we talk about the classification results for
the quality assessment model for Arabic Wikipedia articles.

Results for Textual Features. Table 2 contains the results of analyzing the textual
content features which are: word count, number of paragraphs, paragraph length,
number of words per comma and sentence length. The average word count for the HQ
class was 4914 words, for the random with CL to high quality articles the word count
was 4889 words as expected but for the real random articles (any length) the average
word count was 1261. This reflects the results of the naïve approach discussed earlier.

For the number of paragraphs and paragraph length, the result is distinguishable
between the HQ class (with 57 paragraphs and 85 words) and the random of any length
class (with 19 paragraphs and 68 words), but averages with random close in length are
very close to high quality (with 57 paragraphs and 86 words per paragraph).

Table 2. Select features for wikipedia high quality, random of comparable-length (CL) and
random any-length (AL).

Quality class !
Feature#

High
quality
(HQ)

Random with close length
(CL)

Random with any length
(AL)

Word count 4914 4889.00 1261.00
Paragraphs 57.46 56.99 18.62
Paragraph length 85.52 85.80 67.74
Words/Comma 18.36 22.88 23.15
Sentence length 26.85 26.26 25.84
Language links 60.34 66.70 19.47
Categories 13.13 10.62 6.74
External links 70.70 33.28 6.40
Internal links 382.00 271 93.00
Backlinks 459.00 394 118.00
Multimedia elements 25.24 12.37 3.63
References 126.20 50.11 7.76
OtherL_HQ 2.32 1.65 0.27

(continued)
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The high quality class has a lower number of words per comma (18) compared to
the two random classes (23). Sentence length seems not distinguishable between the
three classes with HQ having 27 words and the two random classes with 26 words.

For the case of HQ and CL random articles the results of text analysis are close,
probably reflecting a common style of writing for Wikipedia enforced by editors or it
may indicate that the effort used to write long articles is close to the effort used to write
high quality articles. However, in the case of random articles of any length the results
show differences in some features.

Results for Non-Textual Features: Table 2 also contains the results for analyzing the
non-textual features which are: References, Number of High Quality Articles Related
to an Article in Other Languages (OtherL_HQ), Shares, and Age of Article.

From the results we can see that the average number of language links for high
quality articles is 60 and for random with close length (CL) is 66 while the random with
any length (AL) has only 19 links.

Average number of categories for high quality is the highest with 13 categories
while the two random classes score smaller results with 11 categories for random with
close length and 7 for random with any length.

For external links, the high quality class has an average of 71 links while the random
with close length has 33 links and the random with any length has only 6 links. For
internal links, the high quality class has an average of 382 links while the random CL
has 271 links and the random with any length has only 94 links. For backlinks, high
quality class has an average of 459 links while the random with close length has 394
links and the random with any length has only 118 links. For multimedia elements, the
HQ class has on average 25 elements while the random CL has 12 elements and the
random with any length has only 4 elements.

Table 2. (continued)

Quality class !
Feature#

High
quality
(HQ)

Random with close length
(CL)

Random with any length
(AL)

Shares of article 47.20 71.67 8.32
Age of article 2587.00 2742.00 1856.00
Bot contributors 26.39 26.82 21.98
Registered
contributors

40.95 42.32 29.01

Anonymous
Contributors

46.03 58.72 26.95

Bot edits 82.44 82.85 61.04
Registered users
edits

26.39 26.82 21.98

Anonymous users
edits

40.95 42.32 29.01

Edit size (Bytes) 46.03 58.72 26.95
NHQAA 3154.00 2435.00 738.00
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For the number of references, we can see that the average number of references for
HQ is 126.2 and for random with CL it is 50.11 while the random with AL it is only
7.76.

The average for the NHQAA for HQ is 2.32 and for random with close length 1.65
while the random with any length is only 0.27.

The average number of (social media) Shares for high quality articles is 47.24 and
for random with close length 71.67 while the random with any length it is only 8.32.

The average age of articles for high quality is 2587 days and for random with CL
2742 days while the random with AL it is only 1856 days.

In summary, internal, external, backlinks, multimedia, references, OtherL_HQ and
number of shares are different for high quality class and the two random classes. The
features can be used as strong quality indicators.

Results for Edits and Contributors: The last part of Table 2 contains the results of
calculating the averages for contributors, edits, edit size and Number of High Quality
Articles Related to an Article by the Authors (NHQAA).

From Table 2, we can see that the average number of Bot contributors for high
quality is 26 and for random with close length 27 while the random with any length is
only 11. The average number of registered contributors for HQ is 41 and for random
with close length is 42 while the random with any length is only 11.

The average number of anonymous contributors for high quality articles is 46 and
for random with close length is 57 while the random with any length is only 12. The
number of contributors for the random with close length is very close to the HQ class
with a little difference in the number of anonymous contributors. Random with any
length articles have a very different average, which may be directly related to the length
of articles.

For bots edits, HQ class has an average of 82 edits while the random with close
length has 83 edits and the random with any length has only 24 edits. For registered
edits, HQ class has an average of 296 edits while the random with close length has 188
edits and the random with any length has only 38 edits. Regarding Edit Size, the HQ
class has an average of 761 bytes edit while the random with close length has 781 bytes
and the random with any length has only 297 bytes.

For Anonymous users edits, the HQ class has on average 72 edits while the random
with close length has 94 edits and the random with any length has only 19 edits. The
average for NHQAA for HQ is 3154 and for random with close length 2435 while the
random with any length is only 738. This may mean that this feature, an indicator of
writing quality of the authors, can play a big role as a quality indicator of articles. As
seen from the comparison of edits averages between the random with close length and
the HQ class, edits from bots are on average the same while edits from registered and
anonymous users show differences. We can note that high quality articles have a higher
number of edits from registered users compared with the two random classes.

To conclude our analysis, we can see clearly that the number of anonymous con-
tributors, the edit size and the NHQAA are the main features with big differences
between high quality and random articles and can thus be considered the stronger
quality indicators compared to the other features.
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Wikipedia Model WEKA Results: We trained the model with the extracted features,
did many experiments with different feature combinations and different classifiers.
Using 10-fold cross validation to evaluate the performance and Random Forest
(RF) Classifier with default options with textual features only, the resulting model for
the High Quality and Random with close length gave an accuracy of 68.5%, reflecting
neutralization of article length. With the non-textual and the editors features the
accuracy increased to 88.3%, a 20% improvement. The number of references played
the main role in that (the gain was 13% while for the other features it was 5-9% only).
When using SMO with normalized kernel with all features we reached an accuracy of
89.8%, which slightly better than the result for RF.

After many experiments with many combinations and classifiers, we reached the
models with the best performance as shown in Table 3.

In the first Wikipedia model (High Quality with Random) we notice that the values
for precision, recall, F-measure and accuracy using SMO classifier (0.9, 0.898, 0.898
and 89.82%, respectively) are slightly higher than those for Random Forest. In the
second Wikipedia model (High Quality with AL Random) the values for precision,
recall, F-measure and accuracy measurements using Random Forest classifier (0.956,
0.955, 0. 955 and 0.955, respectively) are slightly higher than for the SMO. We ran our
model on the new Wikipedia high quality articles listed as featured and good in the four
months following the original dataset collection (we found about 50 such articles). We
used these 50 articles to test the model and it classified 43 of the 50 instances as high
quality, consistent with the accuracy using cross validation.

4.2 General Model Features and Classification Results

Next, we present feature analysis and results for the general, non-Wikipedia model.
Table 4 contains the results for textual features and POS tagging. The average word
count for the HQ class is 949 words Vs 1172 for the random, the sentence count
average is 18.7 words for HQ Vs 34.2 for Random, while the sentence length for HQ is
144 words Vs 42 for Random.

Comma count is 57.6 for HQ and 69.5 for Random. Average number of words per
comma in the HQ class is 52.1, Vs 30.1 in the Random class.

Table 3. Best models performance

Model Close-length
model

Any-length
model

Classifier RF* SMO** R F* SMO**

Precision 0.888 0.900 0.956 0.955
Recall 0.884 0.898 0.955 0.954
F-Measure 0.883 0.898 0.955 0.954
Accuracy 0.884 0.898 0.955 0.954

*Random Forest
** Normalized Poly Kernel 9 Exponent
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Number of shares in the HQ is 232 Vs 134 in Random. The relation between title
and content is 40.1 for the HQ Vs 65.6 for random. Table 5 shows POS tagging results.

General Model WEKA Results: When we trained the general model using Random
Forest classifier with default options and 10- fold cross validation we noticed that the
accuracy for the model with textual features was only 74.5%. When the title/content
attribute was inserted the accuracy improved by 5.5% to reach 80%. When we added
different combinations of tags we found that the nouns, adjectives, pronouns, numbers
had the most effect. The accuracy for the model with these features reached 84.5%, an
improvement of 4.5%. SMO classifier performed worse. Table 6 shows a summary of
WEKA results for the General Model. After that, we tested our model with 25 external
articles from newspapers and blogs (13 High and 12 Low Quality). The model clas-
sified them with 80% accuracy. We finally tested the general model on Wikipedia
articles using 100 articles (50 High Quality and 50 Random) which resulted in The
model had 78% accuracy for this testing case.

5 Conclusions and Future Work

We developed models for Arabic article quality assessment in the presence and absence
of extensive Wikipedia-style metadata. The basic limitation we had from the beginning
of our work was the scarcity of annotated articles for training. The combination of
Wikipedia articles and own annotated articles helped solve this problem. We succeeded
in building a good model to classify Wikipedia and general articles based on textual
properties and Wikipedia metadata when available. The idea of determining the quality
of arbitrary Arabic articles can help a lot in many fields.

Table 4. Textual features for the general model

Class HQ Random

Word count 949.0 1172.0
Sentence count 18.7 34.2
Sentence length 144.0 42.0
Comma count 57.6 69.5
Words per comma 52.1 30.1
Shares 232.0 134.0
Title/Content 40.1 65.6

Table 5. POS tags relative frequencies

Class (POS) HQ Random

Nouns 0.6147 0.6071
Adjective 0.1286 0.1219
Adverb 0.0052 0.0056
Verb 0.1065 0.1137
Pronouns 0.0224 0.0244
Numbers and
Others

0.0304 0.0361

Harf Jar 0.0921 0.0913

Table 6. WEKA results for the general model

Classifier Precision Recall F-Measure Accuracy %

RF 0.845 0.845 0.845 84.5
SMO 0.727 0.725 0.724 72.5
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One can also investigate the application of our work to different types of web data:
dialectal or mixed texts, shorter posts like tweets and other social media posts. One can
look into many other features as potential quality indicators like the spelling errors,
Arabic writing patterns, foreign language content, the use of dialect in writing, refer-
ence quality, mentions in more academic and general social media applications, doc-
ument recovery, PageRank, site/author trust, Wikipedia infobox properties and access
patterns. DL may also be a promising technology for quality assessment of Arabic
articles.

The quality of shorter Arabic web content like tweets, comments and social media
posts may be another interesting research issue to tackle.
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Abstract. While the economic benefit of open data is undeniable, its use as an
asset in industrial processes is still a challenge. The lack of quality is indeed a
typical argument for not leveraging open data. In fact, per the Data Office of
the French government (ETALAB) in charge among others of the French open
data initiative, only 9 out of the 34822 open datasets are tagged as reference
datasets, that is supplied by certified publishers and which content can be reliable
to be shared broadly, privately and publicly. Yet, no actual quality indicators are
provided along with the metadata catalog of these 9 files.

What would then be the appropriate indicators for open data quality assess-
ment, howwould they differ from those used to assess DQ of traditional enterprise
data? How can they be measured knowing the multiple reusability scenarios and
how can they help users choose the datasets that best fit the purpose?

In this work-in-progress paper, we will answer these open data quality
indicators questions and illustrate it with some case studies from the industry.

Keywords: Open data catalog · Linked open data · Reference data · Open data
quality indicators · Open meta data quality indicators

1 Introduction

The Open data movement has evolved since the acceleration of its worldwide democra-
tization in 2009, with Obamas’s Open Government Initiative. In fact, its definition went
from the need for “public institutions’ data to be digitized, shared, accessible and freely
usable by everyone” to include all sources of data (Governments, businesses, public,
private, individual, etc.).

Since then, Europe, and specifically France, have reached a real maturity in open
data transformation. To date, 15 to 20% of the open data activity in France is driven by
the private sector [1] which is opening its data for reasons of innovation, research and
development, transparency over its supply chain, brand or sustainability.

According to the latest publication of the economic impact of open data by the
EuropeanData Portal as an initiative of the European Commission [2], the private sectors
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which demonstrates the highest potential of growth, 15% and more, thanks to open data,
relate to the domain of agriculture, wholesale and retail trade, transportation, information
and communication, finance and insurance and real estate. The assessment was made
considering the level of digitization and data demand of the sector, the opportunity of
open data supply to meet the demand and the economic impact of the potential. To
this matter, three open data, open platform initiatives at the European level underline
this trend well. In the area of agriculture, the “JoinData” cooperative [3], started as
soon as 2013, allows farmers to centralize and share data coming from sensors amongst
themselves and with companies from the agro industry. In the area of oil and gas, the
“open industrial data” [4] project opens live operational data stream of a Norwegian
oil and gas exploration company with the aim to create a digital representation of the
industrial reality of one of its compressor in the North Sea. Last, in manufacturing,
Microsoft and BMW launched in April 2019 an “open manufacturing platform” [5] with
open industrial standards and open data model. The goal of this open initiative is to
accelerate IoT developments and industry 4.0. solutions. The open data on this platform
will be accessible to and re-used by an ecosystem of suppliers, partners, OEMs and other
companies.

However, while the open datasets flock and the platforms that publish them prolif-
erate, their usability is stifled by the lack of quality of the majority of these datasets. As
in [6], even if gathering, opening, sharing and publishing such massive amounts of data
is certainly a step in the right direction, data is only as useful as its quality.

In this work-in-progress paper, we will detail in Sect. 2 the state of the art of the open
data quality indicators by interviewing the representatives of two of the major open data
actors in France (ETALAB and OpenDataSoft). In Sect. 3, we will extend our study to
a literature overview on the web data and specifically on the web linked data quality
indicators. We will, then, detail in Sect. 4 some of the field feedbacks regarding the most
important quality indicators and conclude in Sect. 5 by a proposal of a method for open
data quality assessment.

2 Open Data in France: Actors and Portals

The Open Data movement has been favored, in France, by a set of official institutions
(such as public institutions and local communities, ETALAB [7], the APIE [8]) as well
as numerous associations (e.g. LiberTIC [9], FING [10]), activists (e.g. RegardsCitoyens
[11]) and startups (e.g. Data Publica [12], OpenDataSoft [13]).

Thematurity of theOpenDatamovement is such, today, that it has become less about
evangelization since the topic is known, the benefits are understood, the best practices
are disseminated and the how to get there is no longer new. Open data today is more
opportunistic and leveraged as a catalyst to drive the understanding and the resolution
of the hot topics of the moment, such as sustainability or obviously today COVID-19. In
this respect, the coverage and level of quality of datasets in those areas are key indicators.
For instance, on sensitive topics such as the one of the COVID-19 crisis, access to raw
data rather than aggregate statistics is essential for trust and accuracy.

Even though in the space of government open data there is no obligation for cal-
culating and publishing data quality metrics, there is a new open data trend in France
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in the commercial sector space where companies, for benefits of compliance, ethics or
brand image, want to open their company data, which will require the quality of their
open data to be certified. The obligation for data quality indicators of the open data may
therefore come from this trend.

We chose to detail in this state of the art the contribution of ETALAB and OpenData-
Soft, as they hold the two most popular Open Data platforms in France, respectively:
data.gouv.fr and data.opendatasoft.com. We went through an interview of the leaders of
these two institutions and asked about how they were dealing about open data quality in
their respective platforms.

2.1 ETALAB: The Data Office of the French Government

ETALAB, the Data Office of the French government, is in charge of setting up and
deploying the government’s digital strategy that supports innovation, transparency and
business effectiveness and opportunities. In fact, in 2005, the government issued a bill
on open access to administrative documents and the re-use of public sector information
that highlights 3 major provisions [14]:

– extending the scope of administrative documents that are freely available on the
internet,

– extending the public sector information provided or disseminated may be freely re-
used for purposes other than that of the public service mandate for which it was
presented or received,

– and expanding the open data policy to include public and private entities, public service
concession holders or entities whose activities are subsidized by the public authorities,
and by providing streamlined access for Insee (National Institute of Statistics and
Economic Studies) to some private databases for the purpose of mandatory statistical
surveys.

Reference Datasets. One of the missions of ETALAB is the governance of the Data
Public Service, a program that aims to publish reference datasets, that are public datasets
with major social and economic impacts. These datasets should meet the critical need of
French companies, administrations and government agencies of the availability of highly
qualified sets of information. Yet, on the data quality front, ETALAB, does not aim to
substitute itself neither to the publishers nor the re-users of the dataset. The publishers
are required to ensure the quality of the metadata of the dataset they publish and the
re-users are expected to define their own optimum data quality level suited for their use
case. In fact, ETALAB acts as a facilitator between both. Indeed, there can be numerous
different data usages from the same data set and the expectations in terms of level of
quality could greatly vary; for some re-users, incomplete data can actually be better than
no data at all. It is therefore difficult to define one single set of data quality indicators
outside of any re-usability context. Having said that, each French government open
dataset is published with some objective indicators around the popularity of the dataset
through the number of downloads, the freshness (frequency of update), the geographical
granularity of the data and the interpretability of the dataset through the completeness of
themetadata. To complement those objective indicators, the re-user of the dataset can also
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provide feedback to the publishers around the quality of the data at usage. The feedback
observed by ETALAB as the facilitator hub between the publishers and the re-users
of the dataset aggregates around availability of the dataset, obsolescence of the dataset
and data formatting issues. Unfortunately, ETALAB does not automatically mine this
crowdsourced feedback around the quality of the data at re-usage to produce statistical
recommendations to the dataset publishers or drive an open data quality improvement
strategy.

Table 1 summarizes 3 quality indicators that are particularly tracked.

Table 1. Quality indicators used for reference datasets.

Quality indicator Definition

Nb of downloads Number of downloads of the file since its release

Nb of users feedbacks Number of comments

Completeness of metadata description Percentage of filled out metadata values

We note that it has to deal with the dataset’s metadata quality rather than the data
itself. Moreover, the two first indicators that help determine the file’s reputation and
its relevancy, thus its visibility and reusability, can only be assessed once the dataset is
released. Therefore, the eventual bad quality of a file wouldn’t be noticed beforehand.

Hereafter in Table 2 the mandatory metadata that have to be supplied along with the
dataset according to the ETALAB standard.

Table 2. Mandatory metadata as per ETALAB.

Metadata Definition

Title The title of your dataset should be specific and the most precise possible. It
needs to be searchable through search strings by re-users

Description The description of your dataset allows potential re-users to get information
on the content and the structure of the published data, the context related to
its production, the contact references of the publishers, etc. The dataset
description is typically the first thing that potential re-users read when they
discover your dataset

Update frequency Update frequency of the file

Source: [15]

Additionally, optional metadata could be added in order to help understand the file’s
content. Such metadata are: Keywords, Timestamp, License, Themes, Language, Modi-
fied, Data processed, Metadata processed, Publisher, Number of records, Size of records
in the dataset (in bytes), Number of use cases that have been derived from the dataset,
API call count, Download count, Attachments download count, File fields download
count, and Popularity Score.
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2.2 OpenDataSoft, the Leading Data Sharing Platform in France

OpenDataSoft (ODS) is the most popular Open Data aggregator in France. Beyond
developing data sharing portals for French enterprises and government institutions, ODS
holds one of themost famous open data portals in France (https://data.opendatasoft.com/
pages/home/) with 20 456 datasets, 106 million downloads and 2.50 billion API calls.

So how does ODS assess the quality of the datasets it publishes? When interviewing
the co-founder and CEO of the company, the answer was, just as ETALAB does, about
the metadata quality. In fact, the most important quality criteria are the availability and
accessibility of the dataset and the completeness of the metadata which can be regrouped
into 3 classes [16]:

• Standard metadata (mandatory): basic metadata displayed in the front office for the
users. For example, standardmetadata include the dataset title, the underlying license,
etc.

• Interoperability metadata (optional): standard used for metadata format (e.g.
DCAT, INSPIRE), intended for automatic usage by other systems for interoperability
purposes, or for regulatory compliance.

• Extra metadata

• Admin metadata (optional): intended for administrators usage only, therefore
never displayed anywhere in the front office.

• Applicative metadata (optional): intended for specific applications, and not
expected to be used by users directly. In most cases, the users will never have
to access or edit them by themselves. They can be visible from the front office but
also through the Opendatasoft Search API. For example

In fact,metadatamanagement actually provides critical capabilities to leveragemeta-
data which contributes to assessing the dataset’s value for the benefit of the re-users
[17].

3 Quality Dimensions for Linked and Open Data

While in the previous section we highlighted the re-usability of Open Data datasets as
their major and fundamental characteristic, it is worth noting that these datasets are first
and foremost web data and should, therefore, be subject to the same constraints and
requirements as web and linked data in terms of quality expectations.

3.1 Quality Dimensions to Assess Linked Data

A comprehensive and exhaustive survey performed in [6] in the context of semantic
web and linked data shows that data quality is supported by metadata related quality
dimensions (licensing, interlinking, security, performance, trustworthiness, versatility)
in addition to the traditional intrinsic data quality dimensions (accuracy, timeliness,
consistency, completeness). These aforementioned metadata related metrics should help

https://data.opendatasoft.com/pages/home/
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tackle the openness of the web data, the diversity of the information and the unbounded,
dynamic, and sometimes as yet unknown, set of autonomous data sources and publishers
behind these datasets. It is therefore important if not mandatory for that metadata to be
of the highest quality, thus complete, fresh and accurate.

In this study 30 papers, 18 dimensions, 69 metrics and 12 quality assessment tools
have been analyzed [6].

It is worth noting that some of these dimensions may partially overlap, such as
Security and Trustworthiness, as the dimensions have been compiled from a bench of
different papers.

3.2 An Application: The Quality of the Legal Entity Identifier (LEI)

The Global Legal Entity Identifier Foundation (GLEIF) was established in 2014 by the
Financial Stability Board with the objective to create transparency in derivatives market
post the last financial crisis. GLEIF is a supranational non-for-profit organization which
facilitates the implementation and use of the Legal Entity Identifier (LEI) which is an
open, standardized and high-quality legal entity reference data. GLEIF has endorsed
the principles of the international open data charter [18]. Today, in the US and Europe,
regulations require the use of LEIs to uniquely identify counterparties to transactions
and thus LEI helps evaluate and manage risks, minimize market abuse and improve the
accuracy of financial data.

Given this critical economic and financial usage and to the contrary of government
open data initiatives for which context of re-use is multiple and unknown at the time
of publishing, it is essential that LEI is considered as an industry standard, as an open
and reliable data for unique company identification worldwide. This is why GLEIF
runs a data quality management program and publishes monthly the “Global LEI Data
Quality Report” [19]. The measurement of the quality of the legal entity identifier (LEI)
is available to all re-users, current and potential. Below is the list of all Data Quality
Dimensions used to calculate the monthly LEI total data quality score (Table 3).

Table 3. Data quality dimensions used by GLEIF data quality management program to measure
the quality of Legal Entity Identifier (LEI) open data [20]

Quality dimensions Definition

Accessibility Data items that are easily obtainable and legal to access with strong
protections and controls built into the process

Accuracy The extent to which the data are free of identifiable errors; the degree of
Conformity of a data element or a data set to an authoritative source that
is deemed to be correct; and the degree to which the data correctly
represents the truth about real-world objects

Completeness The degree to which all required occurrences of data are populated

(continued)
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Table 3. (continued)

Quality dimensions Definition

Comprehensiveness All required data items are included - ensures that the entire scope of the
data is collected with intentional limitations documented

Consistency The degree to which a unique piece of data holds the same value across
multiple data sets

Currency The extent to which data is up-to-date; a data value is up-to-date if it is
current for a specific point in time, and it is outdated if it was current at a
preceding time but incorrect at a later time

Integrity The degree of conformity to defined data relationship rules (e.g.
primary/foreign key referential integrity)

Provenance History or pedigree of a property value

Representation The characteristic of data quality that addresses the format, pattern,
legibility, and usefulness of data for its intended use

Timeliness The degree to which data is available when it is required

Uniqueness The extent to which all distinct values of a data element appear only once

Validity The measure of how a data value conforms to its domain value set (i.e. a
set of allowable values or range of values)

We note that a bench of these quality dimensions focus on the data quality, few on
the metadata quality (Accessibiliy and Provenance) unlike what was shown in the first
subsection if this chapter. This is not surprising, as we have to deal here with an identifier
quality assessment (the LEI) and a unique underlying dataset.

4 Case Studies: Applications from the Field

4.1 Quality Dimensions to Assess the Quality of the Company’s External Data
Catalog

This case study is about a project that has been held at a French insurance company
in 2017 which goal was, inter alia, to promote and democratize the usage of external
datasets, and specifically of Open Data throughout the company in order to enrich its
knowledge about its customers as well as to maximize the risk control.

The project consists in developing a unique data catalog to store, centralize and share
external datasets (brokers’ files and Open Data datasets) that are used within the com-
pany’s different departments and which feed several usages:statistics, risk prevention,
data science, marketing, etc.

While brokers’ datasets are of a good enough (because stable) quality with respect
to the use cases that were planned for, open data represent an unexplored, new corpus
of information of unknown provenance and quality.

Assessing the quality of such datasets is a challenge itself. In fact, data quality should,
by definition, be “fit for use”, whereas this evaluation exercise should be performed
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whatever the usage. Given the literature review above, we put in place the following ten
dimensions that include the traditional quality dimensions to which we added contextual
indicators such as the trustworthiness, the auditability, the visibility, the interlinking
related to open data and multisource information (Table 4).

Table 4. Quality dimensions.

Quality dimension Definition Related metric

Auditability (new) The dataset content is certified
or secured by an agreement or a
contract

The publisher is a reference
dataset or an already known
publisher for the company

Trustworthiness Related to the provenance of
the file, its publisher

A dataset is trustworthy when it
comes from a certified public
service* or when the publisher is
highly popular (i.e. has a high
number of followers or the
publisher datasets have been
downloaded massively)

Relevancy/Usability Relevancy of the content This indicator is estimated given
the users feedbacks, so can only
be determined post its release

Accessibility Assesses the availability of the
dataset

A dataset is accessible if
- it is readable by a machine or a
programming language
(example: a delimited file)
- it has an open license (for
access and re-usability):
ETALAB, ODbL
- it has been acquired (bought or
rented)
- the download link is correct

Understandability The content of the dataset is
understandable for the end user
either through a file description
or a data model that details all
the fields/columns and their
meanings

If a data model (fields
description) is supplied with the
dataset

Visibility (new) The dataset is easily identifiable If the file content is described
with a set of keywords, tags or a
theme description

(continued)
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Table 4. (continued)

Quality dimension Definition Related metric

Timeliness The freshness of the file with
respect to the use case needs

We distinguish 2 types of
timeliness:
- contextual/relative timeliness:
timeliness with respect to the use
case (for example: analyzing the
postal addresses of 2011)
- absolute timeliness: freshness
of the file with respect to the
current date

Coverage The coverage of the file content
with respect to its description
(ex. file name on France with a
departmental content)

Spatial/geographic coverage:
country level vs department (or
region) level

Uniqueness Assesses the unique
representativeness of a real
world entity

Percentage of unique entities in
the data file

Interlinking (new metric) Data are easily “linkable” to
other external datasets (i.e.
measures the file capability of
being enriched)

Number of potential key fields in
the dataset (example: postal
codes, SIRET code, etc.)

We note that, aside from the Uniqueness, all the quality indicators are related to the
dataset’s metadata. Moreover, two new dimensions, proper to the context of Open Data
datasets quality assessment, are identified: Auditability and Visibility. Finally, the use
case depicts a new metric to quantify the Interlinking dimension, more suitable to the
company’s initial goal to enrich internal datasets with external knowledge.

4.2 Linked Web Data Usage at Microsoft

The second case study is about mining the Bing Satori knowledge graph to compute
corporate data structure recommendations. Company data from various open and pro-
prietary web sources is ingested on CARD (Company Aggregated Relationship Data)
master graph. The data ingestion step maps edges to graph ontology (e.g.<Tata motors:
child of: Tata Group>, <Tata motors: industry: Automotive manufacturing>, etc.,).

Companies have properties like location, business operation, industry, services, etc.,
locations have next level properties like city, subdivision, country etc., similarly, the
relationships have properties like start & end date of an event (merger, acquisition, part-
nership, joint venture, etc.,). If we consider joint ventures, it has its own set of next
level properties like percentage of ownership, event date, etc. Additionally, informa-
tion extracted through web structure mining have properties like number of hyperlinks
(bond) between domains, date of extraction, etc. The data ingestion acts as a data quality
gateway that ensures any record which enters the graph frames meet minimummetadata
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completeness requirements. Once the data is ingested to the company mastered graph
CARD, it goes through conflation and gets optimized through complex network/graph
techniques such as Triadic closure, path analysis, graph clustering and community detec-
tion. Those optimization techniques correspond to the interlinking linked data quality
dimension as described in [6]. Once company mastered graph data is optimized, it
becomes accessible to business processors and data stewards. In the data visualization
layer, Company Structure recommendations are organized for intelligent and efficient
review by the data steward from the highest probable recommendations which are based
on a lower number of hops (shortest graph path between nodes), the highest number
of internal transactions or highest business value tied to each recommendation to the
least probable recommendations based on legal statuses (franchises, dealerships), low
percentage of ownerships or higher number of hops (longer graph path between nodes).
The goal is to provide data stewards with company context and as much relevant meta-
data as possible in the experience review so that the recommendation validation process
is productive and does not require further additional manual research on the web.

This project concludes that working upfront on the quality of the web metadata
at scale, in this case the links between corporate structure recommendations, helps
provide trust into the data that is presented to data stewards for final manual review.
The data stewards are human-in-the-quality-loop and use the metadata inherited from
graph data ingestion and conflation to prioritize their backlog and to certify that the
recommendations are good quality data (Table 5).

Table 5. Definition of the interlinking dimension, metrics associated and example of usage as
part of the linked web data use case at Microsoft.

Dimension Metrics Description Implementation as
part of the Microsoft
use case

Interlinking (refers to
to the degree to which
entities that represent
the same concept are
linked to each other,
be it within or
between two or more
data sources.)

(1) detection of good
quality inter-links

(i) detection of (a)
interlinking
degree, (b)
clustering
coefficient, (c)
centrality, (d) open
sameAs chains
and (e) description
richness through
sameAs by using
network measures,

(ii) via crowdsourcing

Triadic closure, path
analysis, graph
clustering,
community detection,
centrality
(“betweeness
centrality”- number of
pages reached through
a link [shortest paths]
and “closeness
centrality” - how
many pages are
reachable in
minimum number of
hops from a page)

(continued)
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Table 5. (continued)

Dimension Metrics Description Implementation as
part of the Microsoft
use case

(2) existence of links
to external
dataproviders

detection of the
existence and usage of
external URIs (e.g.
using
owl:sameAslinks)

(3) dereferenced
back-links

detection of all local
in-links or back-links:
all triples from dataset
that have the
resource’s URI as the
object

Removal of dangling
pages

5 Proposal and Perspectives

In order to start to make a proposal for an open data quality assessment method, we are
overlaying the data quality dimensions referenced in the literature in [6] (Sect. 3.1) and
used as part of the three applied cases described in this paper; the legal entity identifier
(Sect. 3.2), the external data catalog (Sect. 4.1) and the company knowledge graphCARD
(Sect. 4.2). When we come across a data quality dimension that was used by 3 overlaid
elements or more, we are considering it as a relevant one to go to our proposed open
data quality assessment approach (Table 6).

Table 6. Overlay of Open Data Quality Dimensions reference in the literature in [6] and used as
part of the 3 applied use cases from this paper.

Quality dimensions LoD [6] LEI
[20]

Use case 5.1 Use case 5.2

Accessibility/Availability X X

Accuracy X
(security)

X X
(auditability)

Completeness/Comprehensiveness X X X (coverage) X

Understandability/Interpretability X X X X

Consistency X X

Currency X

Integrity X

(continued)



322 S. B. Hassine and D. Clément

Table 6. (continued)

Quality dimensions LoD [6] LEI
[20]

Use case 5.1 Use case 5.2

Provenance/Trustworthiness X X X
(interlinking)

Representation X

Uniqueness X

Timeliness X X X

Validity X

Licensing X X
(accessibility)

Interlinking X X X

Conciseness X

Relevancy X X X
(interlinking)

Semantic accuracy X

Interoperability X

Versatility X

From this overlay analysis, six groups of data quality dimensions stand out and
can then be considered as the most relevant for our proposal of Open Data Quality
assessment framework: Accuracy (Auditability, Security), Completeness (Coverage),
Comprehensiveness (Understandability, Interpretability), Provenance(Trustworthiness,
Interlinking), Timeliness and Relevancy.

In terms of Open Data Quality indicators, they are more on the metadata than the
data itself and they aim essentially at ensuring the visibility and the re-usability of the
dataset. Indeed, whether in big data or open data at scale, the Data Offices today no
longer have the time to go into the detail of the quality of the data in each dataset. Their
role becomes one of making a comprehensive set of relevant datasets timely available
for re-users, of organizing and managing those datasets through a data catalog and of
being the warrant of a good quality of the metadata of the dataset. It becomes up to the
re-users, for project CARD for example, the data stewards, to define and measure their
expected level of data quality according to the business context.

We have described in this paper a brief state of the art of the quality dimensions that
can help assess web and open data quality. We detailed two use cases from the indus-
try that illustrate the underlying metrics, notably regarding the Interlinking dimension.
Through ExQI (a French association dedicated to Information Quality and Information
Governance) and its workgroup on open data quality, we will continue to further flesh
out this outline of an open data quality assessment framework. We will test these six key
data quality dimensions findings, prove their relevancy and fine tune the proposal based
on a couple of re-use cases.
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Abstract. Generating synthetic data represents an attractive solution
for creating open data, enabling health research and education while pre-
serving patient privacy. We reproduce the research outcomes obtained
on two previously published studies, which used private health data,
using synthetic data generated with a method that we developed, called
HealthGAN. We demonstrate the value of our methodology for generat-
ing and evaluating the quality and privacy of synthetic health data. The
dataset are from OptumLabsR© Data Warehouse (OLDW). The OLDW
is accessed within a secure environment and doesn’t allow exporting of
patient level data of any type of data, real or synthetic, therefore the
HealthGAN exports a privacy-preserving generator model instead. The
studies examine questions related to comorbidites of Autism Spectrum
Disorder (ASD) using medical records of children with ASD and matched
patients without ASD. HealthGAN generates high quality synthetic data
that produce similar results while preserving patient privacy. By creating
synthetic versions of these datasets that maintain privacy and achieve
a high level of resemblance and utility, we create valuable open health
data assets for future research and education efforts.

1 Introduction

The inability to share private health data can stifle research and education activi-
ties. For example, studies based on unpublished electronic medical record (EMR)
data cannot be reproduced, thus future researchers are not able to use them to
develop and compare new research. This contributes to the reproduciblity cri-
sis in biomedical research [3]. Making open data available for research can spur
innovation and research. The public Medical Information Mart for Intensive
Care datasets, MIMIC-II and MIMIC-III, are widely used with over 2000 cita-
tions reported in Google Scholar in March 2020 [7,10]. But since MIMIC-II and
MIMIC-III focus on Intensive Care Unit patients in Boston hospitals, the result-
ing research may be biased and have limited generalization. Also since MIMIC
requires users to undergo a training/approval process, it is not well suited for
c© Springer Nature Switzerland AG 2020
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classroom use. The cost and time required, along with re-identification risk con-
cerns make de-identification only a partial solution to this problem.

Recent synthetic data generation methods provide an attractive alternative
for making data available for research and education purposes without violating
privacy. Deep learning approaches for synthetic data specifically show significant
promise [1,6,8] In the future, synthetic data generation methods combined with
automatic machine learning methods could enable synthetic versions of data to
be released when research papers are published. Results could be reproduced and
novel methods and analysis could be developed without compromising patient
privacy. Fig. 1 illustrates one scenario for use of synthetic data. To accomplish
this, synthetic data assets must have 1) privacy: how well does the synthetic
generation data method preserve anonymity, 2) resemblance : whether the dis-
tribution of synthetic data is indistinguishable from the distribution of real data.
3) utility: can research studies be reproduced successfully with synthetic data
and 4) efficiency: how practical is the training and generation pipeline.

In this paper, we report our experience of generating synthetic data using
the process in Fig. 1 for two published research studies[14,15] performed in the
OptumLabs Data Warehouse (OLDW). The studies focus on the same cohort of
children with ASD. The first focuses on the difference between gastrointestinal
symptoms and oral antibiotic use in children with ASD and children without
ASD. The second study investigates how different groups of children with ASD
can be clustered based on their comorbid medical conditions (CMCs), and what
that means about the different clusters. We utilize novel enhancements of the
prior HealthGAN [4,16–18] synthetic data approach, and then evaluate the pri-
vacy, resemblance, efficiency, and utility of the synthetic data.

Fig. 1. Workflow used to generate synthetic data securely. The data is gathered in the
same way as the studies did, processed, and used to train the generator model inside the
secure environment. The synthetic data is then validated for privacy, resemblance, and
utility. After being certified as private by the optumLabs staff, the model is exported.
Finally, data is generated using the model and used for many types of applications.

This paper focuses on documenting and assessing the HealthGAN synthetic
data generation method on real medical datasets in a secure environment and
exporting the models outside of the environment. We used the OptumLabs Data
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Warehouse as the source of the medical data. We report on the process of export-
ing the data from the OLDW1. We demonstrate how to verify privacy and resem-
blance using recently published metric. We make the tools for generating and
evaluating synthetic readily available in a Python package. 2 The next section
goes over synthetic data generation and evaluation methods. Following that the
selected generation and evaluation methods are used to reproduce two studies in
OLDW. The synthetic data for each of these datasets are evaluated for privacy,
resemblance, and utility. Finally, we conclude and discuss future work.

2 Methods

2.1 Generation

We use HealthGAN [4,16–18], a generative adversarial network (GAN) method
we developed to generate synthetic data for datasets containing categorical, con-
tinuous, binary, and time series data. This method is based on the Wasserstein
Generative Adversarial Network [2,5] and uses a novel variant of the categorical
encoding method from “The Synthetic data vault” (SDV) [9]. We added the
ability to encode ordinal data to the original HealthGAN. By creating the SDV
mapping using the inherent ordinal order and including values that might not
exist in the original dataset, we improved resemblance of ordinal variables.

Part of the constraints for our generative model is the ability to export the
model from the secure environment instead of synthetic data. To fulfill this
requirement we needed to ensure that the model itself did not contain or require
any real data to generate synthetic data. In “Privacy Preserving Synthetic
Health Data” [17], after comparing multiple methods, we found that Health-
GAN method best satisfies these constraints due to the fact that a neural net-
work model does not store real data or require real data to run. For HealthGAN
specifically, we export just the generator network and never export any actual
data.

2.2 Evaluation

To test the synthetic data generated by HealthGAN we investigate privacy,
resemblance, and utility. In “Privacy Preserving Synthetic Health Data”[17],
we developed the concept of nearest neighbor adversarial accuracy and privacy
loss. Nearest neighbor adversarial accuracy, shown in Eq. 1, compares the dis-
tance from one point in a target distribution T , to the nearest point in a source
distribution S, defined as dTS(i) = minj ‖xi

T − xj
S‖, to the distance to the next

nearest point in the target distribution, defined as dTT (i) = minj,j �=i ||xi
T −xj

T ||.
By comparing this across all points, it gives us the adversarial accuracy. This
metric can be interpreted much like balanced accuracy where the value is an
1 As of 7/12, we successfully exported the model of the first dataset but approval on

the second dataset is ongoing.
2 github.com/TheRensselaerIDEA/synthetic data.
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average of the accuracy for each class. Therefore we are striving for a value of
0.5 where the synthetic and real data cannot be distinguished. If that is achieved
then we can say that the synthetic data and real data have high resemblance.

AATS =
1
2

(
1
n

n∑
i=1

1 (dTS(i) > dTT (i)) +
1
n

n∑
i=1

1 (dST (i) > dSS(i))

)
(1)

Privacy loss is defined in Eq. 2 as the difference between the adversarial accu-
racy on the test set and the adversarial accuracy on the training set. As the ideal
value for both of these is 0.5, the privacy loss should be 0.0 when privacy is com-
pletely conserved. In the case where the model is exposing data, the value of the
training adversarial accuracy will be lower than 0.5, and therefore even if the
test adversarial accuracy is 0.5, the loss will increase.

TrResemblLoss (Train Adversarial Acc.) = E[AARtrA1 ]
TrResemblLoss (Test Adversarial Acc.) = E[AARteA2 ]

PrivacyLoss = Test AA − Train AA
(2)

Beyond nearest neighbor adversarial accuracy, we test the privacy of the
synthetic data using a membership inference attack scenario. In this scenario
an attacker attempts to determine whether a given record was used to train a
model [13]. The attacker has black-box access to the model, meaning they have
the ability to feed data into the model and observe the output of the model
[11,12]. The original scenario doesn’t exactly match what would happen with
HealthGAN because the input to HealthGAN generator network is random noise,
rather than real data. In HealthGAN setting the model the attacker has access
to is just the generator and cannot train the model, only feed it random noise
in order to generate data. Therefore, instead we show how using the synthetic
data generated from the network and a variant of nearest neighbor accuracy can
be used to assess vulnerability to this kind of attack.

In the attack scenario we are considering, an attacker has access to some real
data R with incomplete records for each patient. We assume, without loss of
generality, that the attacker has access to columns [c1 . . . ck], but not to columns
[ck+1 . . . cN ]. Simultaneously, the attacker has access to a synthetic (artificial)
dataset A for which all columns [c1 . . . cN ] are given, which allows him/her to
create a predictor of columns [ck+1 . . . cN ] from columns [c1 . . . ck]. Subsequently,
this could allow him/her to predict the missing columns in real data, which could
constitute a breach of privacy. This violation of privacy can be quantified in
the membership attack scenario context by evaluating the fraction of real data
records that can be identified after completing the missing data in R.

In the worst case scenario, the attacker has available a large fraction of the
columns in R, making the attack simpler. We consider the limit case in which
all the columns are available, and determine how easy it is to identify which real
data records were used for training our data generative model. We construct R
to be a random shuffle of the training and non-training data, and attempt to
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sort out if each point is from training or not, using a nearest neighbor classifier.
We compute the distance from a sample in R to its nearest neighbor in A, then
measure the AUC of prediction {training vs. non-training sample} using the
measured nearest neighbor distance as a ranking measure. If the AUC is greater
than 0.5 (chance level), then the model may be exposing private data by allowing
the attacker to know which records are in training.

Finally, once the privacy and resemblance have been tested the utility of the
synthetic data must be evaluated. The method for this varies based on what the
real dataset was intended for, but in the case where we are replicating a published
study we reproduce the analysis done on the original data on the synthetic data.
For the two studies being reproduced in this paper we will use Cox regression
and k-means clustering to analyze the performance of the synthetic data.

3 Research Studies Reproduced

We examine creating synthetic open-data for two research papers, including the
synthetic generation method, and the approaches for validating the quality of
the two generated datasets. Both of the original studies were performed in the
OLDW. OptumLabs is an open, collaborative research and innovation center
founded in 2013 as a partnership between Optum and Mayo Clinic with its core
linked data assets in the OLDW. The database contains de-identified, longitu-
dinal health information on enrollees and patients, representing a diverse mix-
ture of ages, ethnicities and geographical regions across the United States. The
claims data in OLDW includes medical and pharmacy claims, laboratory results
and enrollment records for commercial and Medicare Advantage enrollees. The
EMR-derived data includes a subset of EMR data that has been normalized
and standardized into a single database. Access to the OptumLabs database is,
justifiably, tightly controlled. Access is limited to partner researchers who are
granted access to certified de-identified research data views. All work is com-
pleted in the secure environment in which OLDW is hosted. Any release of data
or derived products like graphs and tables must be reviewed and approved by
OptumLabs on a case by case basis. Data for the subjects in the studies are
typically not released, which means the OptumLabs datasets used in published
studies are typically not available.

3.1 Study 1: Gastrointestinal Symptoms and Oral Antibiotic Use
in Children with Autism Spectrum Disorder

In “Gastrointestinal Symptoms and Oral Antibiotic Use in Children with Autism
Spectrum Disorder: Retrospective Analysis of a Privately Insured U.S. Popula-
tion” [15] the authors look at the relationship between taking oral antibiotics
in early childhood and occurrences of later gastrointestinal (GI) diagnosis in
children diagnosed with autism spectrum disorder (ASD). Previous studies have
shown different rates of GI symptoms in children with ASD, but at least one
study claims that the estimated odds of having a general GI complaint are
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4.4 times greater for children with ASD than for children without ASD. One
confounding factor in this comparison is the presence of oral antibiotics. Oral
antibiotics in early childhood may cause long-term disruption in the gut micro-
biome’s composition, leading to an increased number of GI symptoms in early
childhood. Several studies have shown that on average children diagnosed with
ASD consume more oral antibiotics than children without ASD. Therefore, this
work looks at the hazard ratios of demographics, oral antibiotics, and ASD diag-
noses. The authors found children with ASD had a greater rate of GI diagnoses
than children without ASD. Examining hazard ratios, greater numbers of oral
antibiotics significantly increased risks GI-related diagnoses for both groups.

EMR Data. The study looks at OptumLabs claims data from 1/1/2000 to
9/30/2015. The patients that are used in the dataset must have at least five
years of un-interrupted data called continuous enrollment to be included. From
there they are included in the ASD cohort if the patient has at least two different
ASD related diagnoses in the time period.

In order to measure the effect of oral antibiotics, the study defines two periods
for observation: early enrollment and late enrollment. Early enrollment is the first
three years of the five year period, while late enrollment is the last two years.
The number of GI related diagnoses are counted for each period and examined.
This type of analysis separates separate short term GI symptoms related to oral
antibiotics from longer term conditions.

The ASD cohort collected has 3,278 patients while the non-ASD cohort has
279,428 patients. Within that cohort 37% of the ASD cohort has GI related
diagnoses and 20% of the non-ASD cohort has GI related diagnoses. The final
demographics of the study population are tabulated in Table 2 of their paper
[15]. Due to slight variations in the view we are using in OptumLabs, we are not
able to get the exact same data. Specifically, our view is a zoomed out version of
the census divisions, which means our data has four different regions instead of
the nine in this study. However, the data is almost exactly the same despite this
change. The nine regions in the original study can be cleanly aggregated into the
four regions in our data, reflected in the similar cumulative counts for the four
regions across both datasets. Our dataset contains a total of 283,462 patients,
which is very similar to the overall total of 281,623 patients in the original study.

Synthetic Data. The first measure of quality for the synthetic data is our
nearest neighbor adversarial accuracy metric [17]. The values for the TrainRe-
semblanceLoss and the TestResemblanceLoss should be close to 0.5 to ensure that
the resemblance is good, but most importantly the privacy loss, which is defined
as PrivacyLoss = TestResemblanceLoss - TrainResemblanceLoss, should be as
close to 0 as possible [17]. On our candidate model the TrainResemblanceLoss
is 0.5236 and the TestResemblanceLoss is 0.5272. For the PrivacyLoss, we get
0.0036. Overall, these metrics indicate we are preserving privacy with a low pri-
vacy loss, but also maintaining resemblance with resemblance loss values close
to 0.5.
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Fig. 2. Adjusted cox regression hazard ratio confidence intervals (CI) (95%) by different
covariates observed on ASD cohort (top) and population cohort (bottom) for real
and synthetic data.

Another measure of privacy is robustness against a membership inference
attack [16]. This measured uses the area under the curve (AUC). Any AUC
value above 0.50 in this test indicates a potential loss of privacy in a membership
inference attack. To verify the baseline for this metric, we run the membership
inference attack using the real data and obtain an AUC of 1.00 as expected.
When computing this measure for the synthetic data, we get an optimal value
of 0.50. This result further affirms previous privacy metrics, indicating privacy
is also preserved in the membership inference attack scenario.

Finally, we assess utility by reproducing the study on the synthetic data. In
the original study, the analysis used Cox regression to estimate adjusted and
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unadjusted hazard ratios (HRs). The original results from the Cox regression
model show that GI diagnoses in late enrollment are more likely to happen if
oral antibiotics are taken in early enrollment, regardless of an ASD diagnosis. In
addition, the similarity in the HR of the two groups indicates that the effect is
not exclusive to the ASD population. Another covariate was a diagnosis for GI
symptoms in early enrollment. Understandably, this variable has a high HR as
it likely indicates systemic issues with the GI tract.

We run the same Cox regression analysis on the synthetic data in order to
calculate the hazard ratios of the same covariates. In Fig. 2 the ASD Cohort is on
top and the Control Cohort is on the bottom, the real 95% confidence intervals
are shown in black compared to the synthetic confidence intervals (CI) in red.
If the CI overlap, then there is no statistically significant difference between the
real and significant results. In the top of Fig. 2, the only variable that does not
overlap in confidence intervals is whether the patient had any late enrollment
prescription fills. In the bottom of Fig. 2, all the variables have overlapping con-
fidence intervals, thus display no significant differences. In addition, the findings
of the original paper state that the ASD and POP cohorts have similar hazard
ratios for 7–9 fills. Our results verify this claim in both our real data with an
ASD value of 1.25 CI (0.98, 1.61), and a POP value of 1.24 CI (1.11, 1.36), and
in our synthetic data with an ASD value of 1.48 CI (0.92, 2.41), and a POP value
of 1.24 CI (1.04, 1.49). These metrics indicate the synthetic data has high utility
in terms of providing the same relationships demonstrated in prior work. Over-
all, the metrics computed demonstrate that the synthetic data created using our
end-to-process result in data that retains privacy while maintaining high levels
of resemblance and utility.

3.2 Study 2: Clustering of Co-occuring Conditions in ASD

In the paper “Clustering of co’occurring conditions in autism spectrum disorder
during early childhood: A retrospective analysis of medical claims data” [14] the
authors analyze patterns in diagnoses of comorbid medical conditions (CMCs) in
patients with ASD. The study uses the same cohort of patients as the previous
study. Based on the data, they are able to separate the patients with ASD
diagnoses into three different clusters. The first cluster was 23.7% (n = 776) of
the patients and encompassed a high rate of CMCs. The second cluster was 26.5%
(n = 870) and contained patients with a higher rate of developmental delays. The
third cluster, making up 49.8% (n = 1,632) of the data, contained low numbers
of CMCs. Evaluating the data over time shows that the same patterns persist
within these three clusters. The goal of this work was to help inform future
treatment protocols for patients with ASD related to CMCs.

EMR Data. Membership in the cohort of patients ASD was determined with
the same criteria as the previous paper, but with the addition of data regarding
the CMCs. Seven different categories of CMCs were identified: auditory disor-
ders, development delays, gastrointestinal symptoms, immune related conditions,
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psychiatric disorders, seizure disorders, and sleep disorders. These conditions
were measured over time in six-month windows. For each patient, ten six-month
windows were constructed for each of the categories, resulting in a vector of
length 70 per individual with binary values indicating whether there was a diag-
nosis in the time window.

To analyze the CMC dataset the authors used principal component analysis
(PCA) on the 70 CMC columns to transform the data to a continuous dataset,
and then clustered the transformed data. This analysis was only done on the
sub-cohort of patients with ASD diagnoses. Through k-means clustering they
found the three different clusters of children with ASD defined previously.

Synthetic Data. Following the same process as the first paper, we train a new
HealthGAN model on this dataset. We compute the privacy methods for the
data and we evaluate the nearest neighbor adversarial accuracy metric. For our
candidate model the performance on TrainResmeblanceLoss is 0.5416 and our
TestResemblanceLoss is 0.5430. This value results in a PrivacyLoss of 0.0014.
These metrics demonstrate that this synthetic data retains privacy as well as
maintaining resemblance values close to 0.5. We also examine membership infer-
ence attacks using AUC. After verifying the baseline for the real data, the syn-
thetic data had an AUC of 0.50, meaning no privacy loss in a membership
inference attack scenario as well.

Fig. 3. PCA plot of real vs synthetic data for study 2

Next we examine resemblance of the synthetic data compared to the real
data. For Study 2, we look at the population cohort, ASD cohort, and each of
the three specific clusters. In addition to the demographic data, we look at the
average number of CMC categories diagnosed per cohort. Visualizing the first 2
components of PCA for the real data and the synthetic data can further help
understand any differences. In Fig. 3, PCA plots of the real and synthetic data
(colored by cluster see below) show very similar distributions. We see that we
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have a good level of coverage over the real data. This is shown by the fact that
we do not have many outlier values being generated in the synthetic data as well
as the synthetic data not missing that many portions where the real data exists.

After measuring privacy and resemblance, we examine the utility of the syn-
thetic data. Instead of Cox regression, the analysis of the original dataset is done
with k-means clustering. To verify the utility of the synthetic data, this cohort
is put through the same clustering method as the one used on the real data.
The three emerging clusters are compared using characteristics of the CMCs for
patients in each cluster.

Fig. 4. PCA plot of real data and synthetic data with marked clusters

Using the PCA plot that was created to check the resemblance of the data, we
can also check the utility by looking at how well the k-means clustering method
works on the synthetic data. In Fig. 4, we have a PCA of the real data on the
left and colored according to the clusters. On the right we have the PCA of the
synthetic data colored by clusters found using the same k-means model found on
real data. Visually we see that the clusters are very similar in both the real and
synthetic plots which indicates a high level of resemblance and therefore utility.

Fig. 5. Study 2: CMC over time by different clusters, real and synthetic
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In addition to the pure size and shape of the clusters, we can also look at
the average number of CMCs over time in the clusters. In Fig. 5, we can see a
comparison of the average number of CMCs in each group over the time, in years,
of the study. We see that there is a similar, if less smooth, trend in the groups.
The high and mid clusters have a very similar relationship where they cross
each other around the three year mark. The ASD population as a whole stays
consistent in the middle of the graph, and the low and control populations have
similar numbers of CMCs over time. Overall by replicating these various results
from the original paper we can see that we achieve a high level of resemblance
and utility while maintaining a high level of privacy3.

4 Conclusions and Future Work

We demonstrate how to create synthetic datasets from real and assess their
resemblance, privacy, and utility using a process that obtained approval from a
commercial health EMR data provider. HealthGAN creates a GAN model in a
secure environment, which is then exported to generate synthetic data outside
the secure environment Recreating the analysis of two studies show that the
method produces high quality for health informatics education. New research
models and algorithms can be created on the synthetic data to create and eval-
uate new approaches and evaluate without compromising patient privacy.

Synthetic data generation provides an approach to make private data assets
public. We recommend that empirical metrics for assessing privacy, resemblance
and utility be utilized whenever synthetic data are generated, even if the underly-
ing algorithms have theoretical guarantees of privacy. If synthetic data generated
by automatic machine learning methods became a routine part of the publica-
tion process, scientific discovery and reproducibility would be accelerated and
improved. Approaches could be developed on the synthetic data, and then eval-
uation on the real data in the secure environment. Since HealthGAN is designed
to duplicate the underlying multivariate distributions while preserving individ-
ual privacy, it may not necessarily protect proprietary information represented
in the data, such as business process and patterns.
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