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Preface

The Mexican International Conference on Artificial Intelligence (MICAI) is a yearly
international conference series that has been organized by the Mexican Society for
Artificial Intelligence (SMIA) since 2000. MICAI is a major international artificial
intelligence (AI) forum and the main event in the academic life of the country’s
growing AI community.

MICAI conferences publish high-quality papers in all areas of AI and its applications.
The proceedings of the previous MICAI events have been published by Springer in its
Lecture Notes in Artificial Intelligence (LNAI) series, vol. 1793, 2313, 2972, 3789,
4293, 4827, 5317, 5845, 6437, 6438, 7094, 7095, 7629, 7630, 8265, 8266, 8856, 8857,
9413, 9414, 10061, 10062, 10632, 10633, 11288, 11289, and 11835. Since its foun-
dation in 2000, the conference has been growing in popularity and improving in quality.

The proceedings of MICAI 2020 are published in two volumes. The first volume,
Advances in Soft Computing, contains 37 papers structured into three sections:

– Machine and Deep Learning
– Evolutionary and Metaheuristic Algorithms
– Soft Computing

The second volume, Advances in Computational Intelligence, contains 40 papers
structured into three sections:

– Natural Language Processing
– Image Processing and Pattern Recognition
– Intelligent Applications and Robotics

The two-volume set will be of interest for researchers in all fields of AI, students
specializing in related topics, and for the public in general interested in recent devel-
opments in AI.

The conference received for evaluation 186 submissions from 26 countries:
Argentina, Armenia, Austria, Belgium, Brazil, Colombia, Cuba, Czech Republic,
Ecuador, Finland, France, India, Ireland, Kazakhstan, Mexico, Nepal, Nigeria,
Pakistan, Peru, Portugal, Russia, South Africa, Spain, Switzerland, Ukraine, and
USA. From these submissions, 77 papers were selected for publication in these two
volumes after a peer-reviewing process carried out by the International Program
Committee. The acceptance rate was 41%.

The International Program Committee consisted of 152 experts from 16 countries:
Australia, Brazil, Colombia, France, Greece, Ireland, Japan, Kazakhstan, Malaysia,
Mexico, Philippines, Portugal, Russia, Spain, the UK, and the USA.

MICAI 2020 was honored by the presence of renowned experts who gave excellent
keynote lectures:

– Ljiljana Trajkovic, Simon Fraser University, Canada
– Pedro Larrañaga, Technical University of Madrid, Spain



– Manuel Morales, University of Montreal, Canada
– Soujanya Poria, Singapore University of Technology and Design, Singapore
– Francisco Hiram Calvo Castro, CIC-IPN, Mexico

Four workshops were held jointly with the conference:

– The 13th Workshop on Intelligent Learning Environments (WILE 2020)
– The 13th Workshop of Hybrid Intelligent Systems (HIS 2020)
– The Second Workshop on New Trends in Computational Intelligence and Appli-

cations (CIAPP 2020)
– The 6th Workshop on Intelligent Decision Support Systems for Industry (WIDSSI

2020)

The authors of the following papers received the Best Paper Awards based on the
paper’s overall quality, significance, and originality of the reported results:

– First place: “An NSGA-III-based Multi-Objective Intelligent Autoscaler for Exe-
cuting Engineering Applications in Cloud Infrastructures,” by Virginia Yannibelli,
Elina Pacini, David Monge, Cristian Mateos, and Guillermo Rodriguez (Argentina)

– Second place: “Speaker Identification using Entropygrams and Convolutional
Neural Networks,” by Antonio Camarena-Ibarrola, Karina Figueroa, and Jonathan
García (Mexico)

– Third place: “Dissimilarity-Based Correlation of Movements and Events on Cir-
cular Scales of Space and Time,” by Ildar Batyrshin, Nailya Kubysheva, and Valery
Tarassov (Mexico/Russia)

We want to thank all the people involved in the organization of this conference: to
the authors of the papers published in these two volumes – it is their research work that
gives value proceedings – and to the organizers for their work. We thank to the
reviewers for their great effort spent on reviewing the submissions, to the track chairs
for their hard work, and to the Program and Organizing Committee members.

We are deeply grateful to the Universidad Panamericana for their warm hospitality of
MICAI 2020. We would like to express our gratitude to Dr. Santiago García Álvarez,
Rector of the Universidad Panamericana, Campus Mexico, Dr. Alejandro Ordoñez
Torres, Director of the School of Engineering of the Universidad Panamericana,
Campus Mexico, and Dr. Roberto González Ojeda, Secretary of Research at the School
of Engineering.

The entire submission, reviewing, and selection process, as well as preparation
of the proceedings, was supported by the EasyChair system (www.easychair.org).
Last but not least, we are grateful to Springer for their patience and help in the
preparation of these volumes.

October 2020 Lourdes Martínez-Villaseñor
Oscar Herrera-Alcántara

Hiram Ponce
Félix A. Castro-Espinoza
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Abstract. Writers tend to follow a certain style that can be detected or
at least sketched by an appropriate algorithm. Columnists in newspapers,
being also writers, follow their specific style. The style tends to be stable
once writers reach maturity, but it is subject to change when internal or
external circumstances differ. Here, we apply a bag-of-words approach
to approximate the style of several journalists working in Mexican news-
papers, and we track their style for a long period of time with the aim
of detecting changes when external circumstances, in particular political
ones, change. This provided us with an environment for detecting varia-
tions in stylomics, which is the closest we can get to an experiment. In
particular, we collected hundreds of writings of ten Mexican columnists
from different newspapers, both previous to the Presidential Mexican
elections of 2018 and posterior to it. We processed these documents on
different supervised and not supervised learning algorithms, such as ran-
dom forest, principal component analysis, and k-means. Likewise, we
implemented different validation procedures. As a result, we detected
that the style in all studied columnists suffered tangible changes in the
frequency of use of some particular words, particularly at specific times,
some of which may be related to the 2018 Mexican presidential elections.

Keywords: Stylomics · Bag of words · Political changes

1 Introduction

Writers tend to follow a certain style that can consists in a group of attributes
and a function of those attributes [1]. Theoretically, the style of a writer is
unique, and two writers, although may share some common aspects, will be
properly tell apart by inspecting their styles. The study of patterns followed by
an author is commonly known as stylistics or stylomics [2]. The identification of
the actual style is an open-ended task, and its relevance covers a wide range, from
c© Springer Nature Switzerland AG 2020
L. Mart́ınez-Villaseñor et al. (Eds.): MICAI 2020, LNAI 12469, pp. 3–16, 2020.
https://doi.org/10.1007/978-3-030-60887-3_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60887-3_1&domain=pdf
https://doi.org/10.1007/978-3-030-60887-3_1


4 R. Escobar et al.

authorship attribution, digital forensics, and literary studies [3]. Of particular
interest to us is detecting changes in the style of certain professional writers
in response to external circumstances. In particular, our goal is to study the
changes in what political and other columnists write once a regime has changed.

The Mexican Presidential Elections of 2018 are seen by several analysis as an
abrupt variation in National politics [4,5], although some may have a different
opinion [6]. In any case, it is relevant to detect changes in the perception of
the overall political scenario in Mexico not only in certain indicators such as
gross domestic product or some other economic and political -related attribute.
A candidate for a proxy to detect national perception is to pay close attention to
columnists in the media. In a democratic regime, columnists are though of as the
voice of vast portions of the population. If this assertion is valid, then, conducting
a close inspection of possible changes in what columnists write, a clearer picture
can be obtained about the perception of politicians. The easiest way is to focus
on those writing in newspapers, since it is straightforward to acquire the texts.
In particular, those columnists that publish a periodic column, either daily or
weekly, are the natural candidates to follow.

Our hypothesis is that a political change affects the perception of power, and
it can be detected via changes in what columnists write. In other words, what
journalists used to write before the elections may differ from what they publish
after the elections. Our ansatz is that this is the case, and in the present contri-
bution, we pursuit to corroborate it via machine learning tools. Our endeavour is
to follow several columnists (or the equivalent in the Mexican journalism ecosys-
tem) along several years before the elections. Then, we aim to obtain a summary
of their writings up to that date, followed by the computation of a similar sum-
mary from their writings after that electoral process. Once we have a description
of their writings before and after the inflection point, we can compare them. The
comparison is via a classification algorithm.

Several approaches are available to corroborate our hypothesis. Sentiment
analysis is a possible route to follow. It has shown its applicability and relevance
in political contexts [12]. However, we are more interested in less abstract aspects
than those offered by this tool. Writing style has also been defined as a particular
cadence in the use of words [18], but it is possible that the style might not be
affected after elections. We postulate that a simpler form is all what is needed to
validate or reject our hypothesis. We focus here in a direct and easily measurable
metric, in particular, the analysis of histograms or probability mass functions of
the use of words. By inspecting an histogram, and comparing groups of them,
we can highlight if columnists changed their writing patterns.

The Bag-of-Words (BoW) concept treats texts as structure-less instances, in
which the only relevant attributes are the relative frequency of use or appearance
of words (tokens), leaving grammar and any other aspect aside. The term was
mentioned as early as more than fifty years ago, in a diminishing way to bold
the relevance of structure in language [10]. Despite heavy criticism, BoW has
shown interesting results in several contexts, such as spam detection [11], and
also in authorship attribution [13].
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Aligned with the BoW approach, the perspective offered by word2vec is a
rather powerful one [14], based on coding of words as weights in neural networks.
The tools under this umbrella allows a link from syntax to semantics. However,
this technique requires very large datasets, and more importantly, might hide
the changes in writing styles. Since we are interested in detecting changes in
the general way an author writes after a given date, we postulate that relative
frequency is enough. We will give evidence of this postulate while the paper
unveils.

Different alternatives exist to BoW, such as that presented in [15]. There,
a deep structure between words is obtained, and from it, inferences about the
possible authorship are made. Neural networks with deep architectures offer also
a possibility, at the expense of making inferences about the relevant attributes
a task on itself [16].

Changes in writing styles over time is relevant not only from the literary
point of view, but also, from medical aspects. The subtle shift of style in some
novelists has been approached in [17]. By using descriptive statistics over the
vocabulary and the use of some words, authors detected a change between texts
written before and after a specific date. In [18], by using neural networks and
information-theoretic related tools, authors detected discrepancies in the style
of the last novel of the same author. In both contributions, the specific date
as associated to a certain novelist being diagnosed with Alzheimer’s disease.
Although this event is deep since it affects the brain, it is a proof of principle
that changes, in this case internal, affect the style. In the context of political
opinion, which is closer to the research presented here, [7], authors infer policy
positions derived from political texts. They studied texts within a period of five
years with the aim of classifying whether the text states in favor or against
certain policies.

In this contribution, we loosely refer to the style of a columnists as the
probability mass distribution of words in his/her vocabulary. As we will describe
in the rest of the contribution, when referring to some columnists, how they use
words, and how frequent, changes not only as a function of time, but more
importantly, as we argue latter on, as a function of a major political change.
One of the advantages of using a BoW approach is its interpretability. By using
the appropriate classification algorithm, the relevance of the words is directly
computed.

In Sect. 2 we describe the proposed algorithm. We present the results of
applying this algorithm to ten Mexican columnists in Sect. 3, and we discuss the
potential utility of the algorithms and the results it offer in Sect. 4. In the same
section, we offer some conclusions.

2 The Algorithm

First, all texts from the same columnist j are scanned to create his/her vocabulary,
Vj . Then, in a second scan, each text t is mapped into a new space. This space
is generated from the vocabulary, and it has |Vj | dimensions. The coordinates of
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text t are linked to the relative frequency (probability) of use of each word in the
vocabulary. Thus, the text t is a point in the space of relative frequencies. The N -
gram approach, although simple, allows the identification of relevant patterns. We
define γt as the location of text j in the vocabulary space Vj .

Each text t has associated a label, indicating whether it was written before
or after the elections. This label is referred to as Lj . The values for Lj can be
either 0, if the text was written before the election day, or 1, if it was written
after. Now we have defined all the required elements to frame the problem we are
attacking within classification theory. The attributes are the relative frequency
of use of each word within the vocabulary, and the label is whether the text was
written before or after the election date. What we are interested in solving is
thus the classification task Lj = γj .

Figure 1 depicts the algorithm we followed to try to determine whether colum-
nists are using a different style after the elections, when compared to the one
they followed before the hypothetical inflection point. The error we considered
is the average of false positives (FP) and false negatives (FN).

A classifier is an algorithm that, given a set of vectors or observations,
described by several attributes, tries to link them to elements in a second set,
namely the labels or classes. In other words, a classifier provides a function
between elements in a set, with elements in a second one. This function can be
either implicit, such as in the case of neural networks, or explicit, as in linear
regression. The former tend to show very low errors (when provided by enough
data both in quantity and quality), but tend to be only poorly interpretable. The
latter are very interpretable, but tend to have very high errors, since almost no
relevant phenomena is well described by a linear association. One classifier that
maintains interpretability, as well as low errors is that of Random Forests (RF)
[20]. It is an ensemble method that generates a group of decision trees [21], and
for each one of them, randomly selects a subsample of the whole training set. The
overall decision is computed considering the decision made by the majority [22]
of the decision trees. In many implementations, the subsamples are randomly
altered as to give more robustness to the ensemble.

We postulate that the harder it is for a classifier to tell apart the texts written
before from those written after the elections, the less likely it is that the studied
columnist changed her/his style or subjects of interest. That is, a measure of
the difficulty to classify correctly is given by the number of attributes needed for
that task. If the texts of a columnist are correctly classified using only a handful
of attributes, then, his/her style suffered a change given by the modification of
use on those attributes. On the other hand, if for a columnist it is required a
large number of attributes to correctly classify the before and after dichotomy,
then her/his style is more stable, since more attributes are needed.

Since there are several thousand possible attributes, a dimensionality reduc-
tion algorithm is needed to maintain the complexity as low as possible [8]. The
simplest of those algorithms is based on the relative frequency of use of each
word. We started with the k most frequent words and trained a classifier using
exclusively those k attributes. We varied k from 5 to |Vj |. For each value of k, we
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Fig. 1. The algorithm to detect changes in style before and after the Mexican elections
of 2018. It starts by obtaining the vocabulary of all texts of a given columnist (A). The
frequency of use of each word in the vocabulary is an attribute. The vocabulary is ranked
in decreasing order by frequency of use (B). Each text is mapped to the attribute space, of
dimension equal to the size of the vocabulary (C). From this space, a classification based
on random forests (RF) is conducted. The classes are before or after. The k most common
words are considered for the classification, and a fraction r of the total sample is used for
training. 50 Monte Carlo (MC) experiments for each value of (r, k) were conducted (D).
Since training data is lower than the number of attributes, 100 random permutation of
labels were conducted and a new training as before was performed (E). The test error
is reported for several values of k and r. The error of the classification of the permuted
classed over the error obtained for the correct labeling is indicated by a geometric figures
of size proportional to that ratio (F). RF identifies the most relevant attributes, and from
these, we create a new variable displayed as the y-axis (G).



8 R. Escobar et al.

split the sample into training and test sets. In order to achieve a high degree of
confidence, we varied the size of the training sample, r, from 40% to 90% of the
total sample with increases of 10%, and the remaining percentage of the sample
was used for validation. Unless otherwise stated, the results we report are based
on test errors. For each combination of k and r, we conducted 50 Monte Carlo
(MC) experiments, and we keep only the average test error. With this approach,
we intend to decrease the likelihood that what we are observing is the result of
pure chance.

Since the number of attributes Vj is greater than the number of samples,
we might face spurious effects due to randomness, that are closely linked to the
course of dimensionality [9]. Consider the following extreme case. If only one text
belongs to each class (L0| = |L1|), the classification would be almost certainly
straightforward, since the feature or attribute space (the relative frequency of
words) is in the order of thousands, and almost any word would have a differ-
ent frequency among the two texts. In order to fade down this possibility, we
conducted a permutation test. This was performed as follows. For each combi-
nation of (r, k), that is, size of the training set given by r, and based on the k
most frequent words, the label of each vector was randomly changed. The only
constraint was to maintain the proportion of texts written before and after, for
each columnist. With the new re-labeling, a RF was trained. This was conducted
100 times, and the average error was considered. Let ej be the error obtained
by the classifier for columnist j and using the correct labeling. Let e

′
j be the

average error over the 100 label permutations. Let Rj = e
′
j/ej . There are three

relevant cases for Rj . If Rj ≈ 1, then, the classification over the actual labeling is
meaningless, since a classification over the same data with a different labeling is
equally possible. If Rj < 1, the random labeling leads to an easier classification
than the current one, since the error for the former is lower than for the latter.
This indicates that the number of attributes is either too low, or the classifier
is not adequate. Finally, if Rj > 1, it means that the original labeling is eas-
ier to classify than the randomly permuted case. We are interested in this last
case, specially when Rj � 1. The rationale behind it is that the greater R, the
most likely is that the considered attributes are relevant. R is a measure of the
relevant signal (correct labeling) over background noise (random labeling).

Text clustering is a data mining technique that automatically groups a large
amount of documents into meaningful categories, formally known as clusters
[24]. One of our main objectives in to comprehend the changes before and after
the elections in the writing style of the authors. A BoW approach was followed
to represent the text samples through a set of variables, followed by a clustering
algorithm was employed to label every document from the same author into two
possible classes, each representing different writing styles.

The method selected for unsupervised learning was spectral clustering. This
algorithm is able to create relevant clusters, and it has the capability to rec-
ognize non-convex distributions, as opposed to standard clustering algorithms
[25] . Simultaneously, each document was manually assorted in one of the two
classes, through the first class were represented all the texts that were written
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before a threshold date and with the second class those that were written after.
From the automatic labeling generated by the clustering algorithm and manual
labeling were obtained classification measures (Accuracy,F1-score, AUC-ROC)
for different time thresholds and for both of the possible labels generated by the
clustering method, choosing the date with the greatest classification measure.

3 Results

We studied ten columnists, all of them writing in Spanish, for a time span well
before the National elections of 2018 (in some cases, up to ten years before that),
and until the beginning of June, 2020. Table 1 shows a general description of the
writings of the ten inspected columnists, indicating their id, number of texts,
and range of publishing dates.

Table 1. Columnists documents details

Columnist No. texts before No. texts after Oldest Most recent Vocabulary Entropy

FMM 110 101 21.02.2016 29.05.2020 29409 12.6993

DD 41 37 02.03.2014 08.06.2020 12147 11.9905

PG 117 98 18.03.2016 29.05.2020 15023 11.6433

ML 53 49 27.06.2016 12.05.2020 11928 11.9569

JHL 122 98 13.01.2012 03.06.2020 19005 12.3522

EGO 135 100 13.01.2012 22.05.2020 18566 12.2066

CFV 170 119 13.01.2012 04.06.2020 17765 11.7841

MSA 61 69 16.03.2015 01.06.2020 12257 11.8604

EK 104 58 14.10.2015 20.04.2020 20567 12.455

JW 73 24 01.05.2007 21.05.2020 14818 12.1766

Figure 2-A shows the results of classifying texts in the dichotomy of before
and after the elections. Once again, if such a date would be an irrelevant one
for the purposes of the present work, the binary classification would be very
hard for the classification algorithm. In each of the ten panels, it is shown the
difficulty for the RF to correctly classify the texts from each columnist. In the
x-axis, it is displayed r, that is, the proportion of the sample to be used as
the training set. In the y-axis, it is shown the average false positive and false
negative error. For each value of r, it is shown in y the average result of 50 Monte
Carlo experiments, that is, the classification task was conducted 50 times, each
time over a randomly selected set for the training and test datasets, satisfying
the condition on the proportion r for the training set. For each columnist, it is
shown the classification error for the k most frequent words.

Associated to each tuple (k, r), there is a geometric figure that varies in size.
The area of this figure is proportional to R, the ratio of the error of the permuted-
label case over the error of the correct labeling. As a reminder, the higher the
value of R, the more likely is that the classification is relevant, since the error
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is much lower in the correct labeling than in the randomly labeling cases. The
larger the associated geometric figure, the more likely is that the classification
is meaningful.

We increased k from a value of 5 up to the first value for which the error
is below 0.05. We refer to the lowest value of k with such a low error and a
value of R > 2 as G. We further increased k to achieve errors below 0.01.
Correspondingly, the lowest k for which this low error is obtained and a signal
with respect to background is at least double the size (R > 2) is referred to as
E. Figure 2-B shows both G and E for the ten columnists under analysis. Some
of the columnists require a rather low number of words to be characterized as
before or after. Since not all columnists are represented by the same number of
texts, it is necessary to verify that the number of texts is not causing this effect.
In Fig. 2-C, it is shown the relation between log(G) and the number of texts for
each columnist. As observed, there is no significant correlation between these
two parameters (R2 = 0.1). Several columnists have a similar G but achieved
over a wide range of number of texts (JHL, MSA, JW). Similarly, columnists
represented by a similar number of texts have a considerable difference in G,
such as JW and ML.

It is observed that G and E are spread over a wide range. However, and quite
surprisingly, for some of the columnists, G is rather low. This is an indication
that exists a significant variation in the use of certain keywords within the two
classes.

In Fig. 3, it is displayed a metric condensing the relevant attributes which
allowed RF to classify texts as either written before or after the election day. For
each columnist, we selected the RF trained from the combination of k words and
training size r for which G was achieved. For each subject, it is also shown the
most relevant words to classify the texts from him/her, ranked by RF. Instead
of showing a map obtained by some dimensional reduction technique, we show,
as a function of time, a function of the relevant attributes. Based on the most
relevant attributes, a random variable was obtained via the method described in
[19]. This random variable is presented as a function of publishing date (x-axis).

A first hypothesis about the nature of the words that are relevant for classi-
fication would be the name of the president. Once the new president is elected,
his/her name will dominate the texts from the columnists, and the name of
his/her predecessor would start to vanish from the texts. However, this was the
case for only two columnists (see Fig. 3). Some of the relevant words are grouped
in the context of politics, such as power, president, or presidential. Others denote
change, such as new and was. Moreover, it is worth noting that some columnists
seemed to change patterns before the election day, like EK, EGO, and JW, which
may be related to the electoral campaign, that started a few months earlier, and
it is a highly active period for the political news media.
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Fig. 2. The classification error for the ten studied columnists. It is shown the average
test error (FP + FN) over 50 training experiments (Monte Carlo), with the proportion
of the sample used for training as indicated in the x−axis. The classification was
conducted by random forests (RF), using the k most frequent words for each author.
Since the range of the error is large for varying k, two y−scales are in order, one at
the left, and one at the right, coded by blue and red, respectively. To gain confidence
in that the classification is meaningful, a randomly re-labeling was conducted over 100
Monte Carlo experiments, maintaining the proportion of texts written before and after
the election day. The area of the geometric figure is proportional to the ratio of the
average error for the re-labeled cases over the correct labeling. B. The number of words
needed to achieve errors below 0.05 (G), and below 0.01 (E). (Color figure online)
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Fig. 3. The description of texts written before (red) and after (blue) the Mexican
Presidential elections of July, 2018. For each of the ten columnists, it is shown the
list of the most relevant words, obtained by RF, in a decreasing order. Green words
indicate a personal name. The random variable (signal) was obtained from the relative
frequency of the listed words, as described in [19] (Color figure online)
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An alternative approach to detect classes changes before and after an event
is via dimensionality reduction. In Fig. 4, it is shown, for three of the columnists,
the results of applying principal component analysis (PCA) over the same list
of attributes on Figs. 2 and 3. PCA‘l data into a new space, with the same
number of dimensions, with the peculiarity that the new dimensions are created
considering the maximum variance in the data. Under ideal conditions, the firsts
two or three principal components explain most or the variance (dispersion) in
data, which allows to plot projections in two or three dimensions [23]. Thus, here
in Fig. 4 it is observed that in general, there is a clear separation between texts
written before and after the 2018 election day.

Fig. 4. Principal component analysis of three subsets of texts featured by the mutual
information filtered bag of words method. Texts written before the elections are shown
in blue and those written after that are shown in red. (Color figure online)

Analogously, we proposed a method based on spectral clustering to find the
separation date in the writing style. What is shown in Table 2 is the date that
separates each of the clusters, using different metrics. This algorithm gives us
an idea of the authors that are suspected to be highly influenced by the 2018
presidential elections in Mexico, that is, through this approach, authors whose
separation date is closer to the date of the presidential elections were more
influenced by it. The performance of the classifiers is also shown in Table 2.
Higher performances means that it is easy to distinguish between before and
after in your texts. performances with low values, means that the author has
more homogeneity in his writing style and it is more difficult for him to be
influenced by external factors, or for him to have various writing styles over
time.
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Table 2. Spectral clustering results

Columnist SD Acc SD F1-Score SD AUC-ROC Accuracy F1-Score AUC-ROC

CFV 2016-12-24 2012-01-13 2012-01-13 0.61 0.71 0.78

DD 2019-12-27 2014-06-21 2020-02-04 0.72 0.81 0.73

EGO 2012-01-13 2012-01-13 2018-07-03 0.98 0.99 0.52

EK 2018-04-13 2018-04-13 2018-05-02 0.79 0.78 0.82

FMM 2016-11-06 2016-11-06 2016-02-21 0.63 0.74 0.79

JHL 2019-02-28 2012-01-13 2020-03-06 0.7 0.72 0.8

JW 2003-11-01 2003-11-01 2003-11-01 0.72 0.83 0.85

ML 2020-03-08 2016-06-27 2020-04-30 0.77 0.86 0.89

MSA 2018-07-16 2016-06-06 2020-02-03 0.64 0.71 0.76

PG 2016-03-18 2016-03-18 2016-03-18 0.72 0.83 0.86

4 Discussion and Conclusions

A change in the balance of power after elections can be measured in multiple
forms. Some may be easily checked via hard facts, related to traditional metrics
such as gross product or average income. However, more subtle changes can be
perceived by a systematic observation of what columnists write. Political colum-
nists in democratic regimes are though of reliable indicators of public opinion.
In this contribution, we tested the hypothesis that columnists have undergone
changes in their writings after the Mexican Presidential elections of July, 2018.

We studied hundreds of texts of ten columnists well before and up to
22 months after the cited elections. We approached the problem with a Bag
of Words scheme to analyze texts. Each text was characterized by the relative
frequency of words, and the vocabulary defined the feature space. Each dimen-
sion is the relative frequency of a word in the given text. In this space, each text
was assigned its label, either written before, or after the elections. This allowed
to frame the problem within a classification task. Using random forests and a
robust scheme involving Monte Carlo and label permutation, we were able to
classify with low errors texts written as before or after the election.

The texts of some columnists were easily classified, requiring only a small set
of words. This means that with a low number of attributes, a change in what
columnists write before and after the elections was detected. Other columnists
were comparatively harder to classify, since the relative frequency of up to 200
words were needed. In any case, what is important in this context, is that there
was a detectable change in the use of words before and after a relevant polit-
ical event. In all cases, we controlled over both, text size and the number of
texts for each columnist. Additionally, we validated these changes over random
permutations of labels and compared the performance in both cases.

We conclude that it is possible to detect significant and stable changes in
the use of words before and after the elections in several columnists. We have
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gathered strong evidence to support our hypothesis, that is, political changes
may affect the style of what political columnists write.

As future work, we will apply sentiment analysis over the same context of
political columnists. A change in the frequency of use of words was already
demonstrated here, so the next natural step is to study the phenomena in a more
abstract perspective, detecting changes in sentiments after political changes.
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Abstract. This paper describes how to build a recognizer to identify named enti-
ties that occur in the Google Books Ngram corpus. In the previous studies, the text
was usually input to the recognizer to solve the task of named entities recognition.
In this paper, the decision is made based on the analysis of the word co-occurrence
statistics. The recognizer is a neural network. A vector of frequencies of bigrams
or syntactic bigrams including the studied word is fed at the input. The task is to
recognize named entities denoted by oneword. However, the proposedmethod can
be further applied to recognize two- ormulti-word named entities. The recognition
error probability obtained on the test sample of 10 thousand words, which are free
from homonymy, was 2.71% (F1-score is 0.963). Solving the problem of word
classification in Google Books Ngram will allow one to create large dictionaries
of named entities that will improve recognition quality of named entities in texts
by existing algorithms.

Keywords: Named entities recognition · N-grams frequencies · Google Books
Ngram · Syntactic bigrams · Neural networks

1 Introduction

Named entity recognition (NER) is one of the important tasks of automatic text pro-
cessing used in a wide variety of application domains such as analysis of customer
feedback [1]. A large number of works are devoted to research in this area, especially
for the English language (see the literature review in [2]). Traditionally, all methods and
approaches are divided into two main groups: the approach based on rules and dictio-
naries, and the approach based on training on a pre-annotated corpus. They are known
as knowledge-driven and data-driven approaches, respectively. The first one requires
considerable experts‘ efforts to create large dictionaries of names and rules for standard
patterns of multi-word named entities. The second one is also time-consuming. How-
ever, it requires less qualified annotators that operate according to certain instructions.
The main problems of this approach are the selection of automatically distinguished
features of words (such as parts of speech) and the choice of training tools – classifiers.
In general, it turned out to be a priority area of research.
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To compare efficiency of different NER systems, standard test corpora were created,
and several competitionswere held as part of international conferences. The starting point
can be considered a competition in the framework of the 1995 conference – Message
understanding conference-6 [3]. Then, a new corpus [4] was created for the competition
at the CoNLL 2003 conference, which has been subsequentlymost often used to evaluate
new systems. According to the conditions of the competition, it was required to extract
named entities of the following types: person, organization, location, and others. The
mentioned first three types of named entities have been traditionally recognized by NER
programs and used in competitions.

Different assessment methods are used to test the systems. F1 is a generally accepted
measure. However, there are two types of this measure. The first type requires exact
coincidence of the extracted name with the names marked by experts (strict F1-score),
the second one allows extraction of part of the full name (relaxed F1-score).

Thewinner of the competition in the framework ofCoNLL2003was the program [5],
which showed a result of 88.76%according to the strict F1-score. It used a combination of
a range of machine learning algorithms and numerous features. The best result (91.36%)
obtainedwithout the use of neural networks on the CoNLL 2003 corpus [6] was achieved
using a large number of features and external resources.

However, the use of neural networks has become prevailing in this field. The neural
network approach is attractive because it is independent on the subject area and does not
require specific resources, such as dictionaries, ontologies, etc. Detailed reviews of the
application of neural networks for NER, including lists of available corpora, systems and
results can be found in [7, 8]. All approaches to the use of neural networks for solving the
NER problem can be classified depending on the way the words are represented in the
network: by words, word parts or letters. Neural networks of different architectures were
tested for NER purposes: recurrent, convolutional, recursive and the recently proposed
[9] network of hybrid architecture (“transformer”).

It was concluded in the review by [7] that neural networks provide better results
than other machine learning methods. However, the recognition accuracy of 96.6% was
obtained in [10] without using neural networks. It was obtained on the MUC-6 corpus
[11] created in 1995. Therefore, the estimates presented in [10] are not comparable to
the ones obtained for the English language on the CoNLL 2003 corpus and described
in the present paper. Currently, the best result of 93,5% accuracy on the CoNLL 2003
corpus was obtained in [12] by using pre-trains a bi-directional transformer model in a
cloze-style manner.

As for the Russian language, there are not somanyNER studies based on the Russian
corpora [13]. The Russian corpus for NER is described in [14]. Ten newswires created
from ten top cited “Business” feeds in Yandex “News” web directory were used as docu-
ment sources. The corpus is marked by the experts according to the MUC 7 instructions
[15]. Both knowledge-driven and data-driven approaches to NER are used in [14]. This
paper describes that it is more difficult to perform NER for Russian than for English due
to Russian complicated morphology.

The results of the NER competition FactRuEval 2016 (held in the framework of the
Dialogue conference) were described in [16]. The best results obtained using different
programs are the following: person - 93%, location - 91%, organisation - 79%, the average
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accuracy is 87%. The Skip-Chain CRF technique is used in [17] with different methods
of calculating a word proximity (vector, etc.). Open-Corpora [18] was used for training
and testing. The following results were obtained: location - 0.93, organization - 0.91,
names 0.94, surnames - 0.92, patronymic names - 0.84, on average - 0.88. Apparently,
these are currently the best results for the Russian language.

It is noted in [8] that using external resourcesmay improve the results. Itwas proposed
in [19] to extract POS markup available in Google Books Ngram as an additional piece
of information. This paper also suggested creation and use of extra-large corpora for
solving the NER problems.

The present study is based on the Google Books Ngram (GBN) corpus. It was
presented in 2009 and includes data on frequency ofwords and phrases in 8 languages for
the past five centuries [20]. The Russian subcorpus of GBN contains data on frequencies
of words and n-grams based on the texts of 391 thousand books (published in 1607–
2009) with a total number of more than 67 billion words. It exceeds manifold the size
of any other Russian corpus. For example, the RNC corpus widely used in linguistic
studies contains texts which total size is 130 less than that of GBN [21]. Data for the
period 1920–2009 is used in this work to avoid difficulties associated with the spelling
reform of 1918. For this period, the Russian subcorpus of GBN includes texts with a
total number of 64.3 billion words.

The number of unique 1-grams in the Russian corpus is 4,863,328. They contain
4,090,861 1-grams consisting of letters of the Russian alphabet and, possibly, one apos-
trophe. It is obvious that most of these words are missed even in the most complete
available dictionaries. Classification of words occurring in GBNwould be very useful in
various studies based on this corpus. Besides being used in purely linguistic works that
study language evolution, it can increase efficiency of NER systems. Solving the prob-
lem of vocabulary classification in Google Books Ngram will allow one to create large
dictionaries of named entities that will improve recognition quality of named entities in
texts by existing algorithms.

Moreover, it is of interest to find out how reliably a word denoting a named entity
can be identified by its distribution, especially by statistics of co-occurrence with other
words.

The GBN corpus includes data on frequencies of 1-, 2-, 3-, 4- and 5-grams. Data on
frequency of 5-grams are sometimes used to train neural network vector models. Such
method allows one to solve various problems, for example, to study changes in meaning
of words [22] or to estimate the concreteness rating [23], etc. A certain difficulty can
be caused by the fact that n-grams whose total frequency of use is lower 40 throughout
the studied period are not included in the corpus. As a result, 5-, 4- and even 3-grams
including many rare words can be missed in the corpus. It is significant that the authors
[23] had to exclude from consideration about half of the words they had because the
small number of 5-grams including these words did not allow training the model. Since
this study is aimed at working with a wide range of words, including rare ones, a vector
representation of words based on 2-gram frequencies will be used in this paper.

The work objective is to build a recognizer which allows one to identify named
entities in the GBN corpus. Statistics on the word co-occurrence is used as input data.
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The task is to recognize named entities denoted by one word. However, the proposed
method can be further applied to recognize two- or multi-word named entities.

2 Data and Method

Creating an annotated training sample is the most time-consuming part in the process
of the NER system creation. The following fact can be considered while working with a
large corpus.Words denoting named entities usually startwith a capital letter inmany lan-
guages including Russian; and words which do not denote named entities are lowercased
in most cases.

The serious problem is homonymy, especially when a word has only one meaning
denoting a named entity. For example, lev, vera, avgust (these and other examples are
transliterated using the ALA-LC system).

When recognizing named entities in the text, it can be decided which meaning the
homonymous word has based on the context. Working with the GBN corpus, the right
decision is to identify the proportion of cases when the word denotes named entities.
Such estimate can be obtained based only on the word co-occurrence statistics. How-
ever, to do this it is required to know how co-occurrence of words denoting named
entities differs from co-occurrence of other words. It is desirable to have already trained
recognizer of named entities. For this reason, this paper considers only words free from
homonymy.

It should be noted that words denoting named entities and free from homonymy do
not always start with the capital letters (for example, the word maxim). And in contrast,
words that are not named entities can be capitalized (for example, the words geroi,
angel). Therefore, to avoid ambiguity, words denoting named entities and starting only
with a capital letter and words that always start with lowercase letters were included in
the training sample.

Therewere 1185 thousand forms ofwords starting onlywith the lowercase letters and
marked up as nouns in (at least in 90% cases) the corpus. There were also 563 thousand
word forms marked up as nouns and started only with the capital letter. Fifty thousand
most frequent words were selected from these two group of words for the period 1920–
2009. The list included 18,085 word forms that always start with the capital letter and
32, 000 word forms starting only with the lowercase letters. The most frequent word in
the sample was used 2.82•107 times in the corpus over the period 1920–2009 and the
rarest word occurred only in 1982 cases.

The data used to train the neural network is a set of 2-gram frequency vectors taken
from the GBN database. To avoid the difficulties associated with the spelling reform of
1918, all frequencies were calculated for the period 1920–2009. The number of unique
1-grams in the Russian corpus is 4,863,328. A certain word ‘W’ could potentially form
4,863,328 2-grams of the form Wx (‘x’ is a certain 1-gram), and the same number of
2-grams of the form xW. Therefore, using all data from the database to train a neural
network is a computationally time-consuming task. In fact, only a very small percentage
of all potential 2-grams is found in the language.Therefore, it is enough to use frequencies
of combinations of the word ‘W’ with a limited set of “reference” words. The most
frequent words in the corpus can be naturally regarded as the “reference” ones. At that,
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the word ‘W’ is represented by two 2-gram frequency vectors of the form Wx and xW,
where ‘x’ is one of the “reference” word forms. A similar approach was used in [24]
to determine POS, gender, and number of a word. There are 20 thousand of the most
frequent words (1-grams consisting of letters of the Russian alphabet and, possibly, one
apostrophe) used as reference words in the present paper. Therefore, a word is described
by a pair of vectors of dimension 20,000. Both vectors are concatenated to obtain a single
40,000-dimensional vector representing the word.

Besides frequencies of ordinary 2-grams (pairs of words that go one after another
in the text), the GBN corpus contains data on frequencies of syntactic bigrams [25].
Syntactic bigrams are units of syntactic structures denoting a binary relation between
a pair of words in the sentence. In each syntactic bigram, one word is called the head,
and the other is its dependent [26]. Recently, approaches based on the identification of
syntactic bigrams and analysis of their frequency are used to solve various problems of
natural language processing [26]. The representation of words by the frequency vectors
of syntactic bigrams analogous to one described above was used in this paper.

To implement the named entity recognizer, the architecture of the classical direct
distribution network was chosen. The network was a four-layer perceptron with 64, 128
and 128 neurons in the first three layers, respectively. The rectifier activation function
(RELU) and ELU [27] were used as activation functions of all hidden layers. Using
these activation functions allows one to achieve sparse activation [27] and thus to obtain
a model of higher approximation power.

To make the recognition results independent on the corpus size, the input data (the
frequency vector of the bigrams) should be normalized to one.Using theRELUactivation
function provides another interesting opportunity. If the activation functions of all RELU
layers and the neuron bias are equal to zero, then such a network realizes a homogeneous
function of the input data (the degree of homogeneity is equal to 1). That is, if all inputs
are multiplied by the same number, all output values will also change by this factor, and
the proportions between them will not change. This provides elimination of the explicit
normalization of the input data. Two versions of the neural network were tested: 1) with
the activation functions of the hidden RELU layers and zero values of neuron bias; 2)
with the activation functions ELU and non-zero values of neuron bias.

The dimension of the last fourth layer is 2, in accordance with the number of classes
presented in the training sample. The output layer was activated by the softmax function
[28]. This ensures that the outputs of the neural network are non-negative, as well as
the normalization of their sum to 1, which allows one to interpret the output data as the
probability distribution on the target classes.

Moreover, since the dimension of the input vector is high (40,000 in our case), the
number of weights between the input and the first hidden layer is also high, which
can lead to overfitting of the model, especially with a small number of examples in
the training set. To prevent overfitting, a dropout layer [29] with the parameter 0.5 was
placed before the first hidden layer. Random 50%of the data from the input vector are cut
out at each training iteration. This procedure gives a stochastic regularization of neural
network learning. In the testing mode, information is no longer being cut out from the
data vector. However, the output data of this layer are corrected in a certain way to avoid
distortion in the process of using them by subsequent layers.
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The model was trained using the error backpropagation method based on the Nadam
algorithm, which is one of the varieties of the stochastic gradient descent. The review
of gradient methods and features of their implementation are presented in [30]. The
Nadam algorithm is based on a combination of the ideas described in [31, 32]. It adjusts
the learning rate parameter according to the previous observations of the value of the
gradient norm, aswell as saves a certain analog of the inertia of the solution pointmotion,
which allows training deep models in a fairly small number of iterations. In addition, the
norm of the resulting gradient vector in the training process can be artificially bounded
above so that when it hits the “steep” sections of the target function (this often occurs
when moving in ravine functions), the solution point does not move too far from the
studied area near a local minimum.

There are about 40 thousand examples in the training sample. Therefore, to ensure
high efficiency of model training, the training sample is divided into a set of batches
of a fixed size. The network weights are updated, and the error gradient vectors are
aggregated after all the examples from the batch are provided. The batch size selected
by us was 256. Thus, approximately 150 updates of network weights occur during one
epoch. The neural network training was performed according to the criterion of the
minimum cross-entropy. The neural network computing library PyTorch was used.

3 Results

In the available sample, 80% of the examples were selected for training the neural
network (the training sample), and 20% – for testing of the obtained the result (the
test sample). The data were divided into the training and test samples randomly. Both
samples included approximately the same percentage of rare and frequent words. As
already mentioned, the neural network had 2 outputs. The decision whether to consider
a given word as a name or not is made depending on the ratio of the values obtained at the
two outputs. It is decided that theword is a name if the ratio of the output values exceeds a
predetermined threshold. The choice of the threshold may be different depending on the
practical task to be solved. Different error values of the 1st and 2nd type will be obtained
for each selected threshold value. Let us consider the case when the recognition is carried
out based on the frequencies of syntactic bigrams by a neural network with the RELU
activation functions and zero neuron bias. Figure 1, A shows the change in the error
probabilities of the 1st (α) and 2nd type (β) depending on the choice of the threshold for
this case. Figure 1, B shows the corresponding receiver operating characteristic curve.

To compare different recognizers, a threshold value will be chosen at which the error
probabilities of the 1st and 2nd type are the same, i.e. α= β (this choice is shown in Fig. 1,
B by a circle). This allows one to characterize the quality of the resulting recognizer
with only one number. Let us consider the error probability choosing this threshold. As a
rule, accuracy of the NER is estimated using the F1-score [3]. The value of the F1-score
will be 0.9627 at the given threshold.

Let us consider what factors determine the recognition accuracy. Both the frequency
vector of syntactic bigrams including the word under study, as well as the vector of
ordinary bigrams (i.e., pairs of adjacent words) can be used as the input data. The test
results showed that, ceteris paribus, slightly higher accuracy is obtained when using the
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Fig. 1. A - probability of errors of the 1st (α) and 2nd type (β) for a different choice of a threshold
for a neural network with the RELU activation functions and zero neuron bias. The estimation is
performed based on the frequencies of syntactic bigrams; B - ROC for the same case

frequencies of syntactic bigrams than ordinary bigrams. For a network with the RELU
activation functions and zero neuron bias, the error probability based on the frequencies
of ordinary bigrams was 3.27% (versus 2.71% obtained based on the frequencies of
syntactic bigrams). The result obtained based on syntactic bigrams may be better, since
when they are used, the syntactic matching of words is considered but not just the
immediate proximity of words in the text.

Besides a network with the RELU activation functions and zero neuron bias, the
variant with the ELU activation functions and nonzero bias was also tested. In this case,
the probability of error was 2.41% when using the frequencies of syntactic bigrams,
and 3.14%when using ordinary bigrams. Thus, this variant shows slightly better results.
However, in this case, one cannot be sure that the results will be reproduced for words
whose frequencies lie outside the interval presented in the training sample. Therefore,
the variant with the RELU activation functions and zero neuron bias is preferable.

Let us consider how recognition accuracy varies with the frequency of a word. Fre-
quencies of bigrams that include rare words fluctuate more significantly which decreases
recognition accuracy. To analyze changes in accuracy depending on frequency, the list of
words in the test sample was ordered by frequency. The recognition error was estimated
for each frequency range (according to the method described above) in a sliding window
with a width of 1500 words. The results are shown in Fig. 2. It is seen that the error
probability rises above 3% only for words with a frequency of 2000 uses over the entire
period 1920–2009.

The adopted method of generating the training sample does not allow one to dis-
tinguish between different types of named entities. Nevertheless, available dictionaries
can be used to analyse how an already trained recognizer identifies named entities of
various types by using existing dictionaries. We used the OpenCorpora [18] morpholog-
ical dictionary containing information on 391,268 lemmas of Russian words, including
a total of 5,128,422 inflectional forms. Each word is identified as a named entity or not.
Named entities are divided into 5 classes: name, surname, patronymic name, location
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Fig. 2. Recognition error probability for words of different frequencies

and name of an organisation. There were 6559 word forms (out of 10 thousand) found in
the OpenCorpora dictionary. This list contains 1430 word forms marked as belonging at
least to one of the five classes. The recognizer made a mistake for 38 words from this list
(in 2.657% of cases, which almost coincides with percentage for the entire test sample).
Table 1 shows the number of cases in the sample, the number and percentage of errors
for each class of words (the sums of the first and second lines in the table are not equal
to the numbers indicated above, since some words may refer to several classes at once).

Table 1. The number of cases and the number of errors in the test sample for different classes

Name Surname Patronym Location Organisation

The number of cases 498 360 102 483 29

Error number 16 13 0 11 1

Error percentage 3.21 3.61 0 2.28 3.45

It is of interest that all 102 patronymic names presented in the samplewere recognized
correctly (without any errors). Taking for the null hypothesis the assumption that (for
this class) the error probability is equal to the average for the sample, it is easy to get
a p-value equal to 0.0641. Thus, the available amount of statistics cannot allow one to
conclude that the error probability for patronymics is less than for other classes of named
entities. However, it is natural to assume that patronymic names can indeed be easier
to recognize than other types of names. This may be due to the direct distribution of
patronymics. As a rule, patronymics are used immediately after the first names although
sometimes there are exceptions.

Analysis of recognition errors showed that all the words which were erroneously
recognized by the model are used in objective cases, and half of the words (18 of 38) are
words of foreign origin (Vilnius, Mtskheta, Galatea). In some cases, borrowed names
are not grammatically assimilated in the Russian language and have endings not typ-
ical of the case forms of the Russian language (for example, the word Filarete). The
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name Filaret is recognized by the model since Filaret has endings characteristic of the
Russian language. However, Filarete is not only the case form of the name Filaret, but
also a surname in the nominative case (Filarete byl khudozhnikom-arkhitektorom). The
surname Filarete has not fully assimilated and has not changed its form in objective
cases (barel’efy, vyleplennye Filarete). Unusual endings of names are also often found
in Church Slavonic texts (Chto ty, Pilate, mechesh’sia; Prepodobie otche i Bogonose svi-
atiteliu Iakove). Some erroneously recognized words have variant endings (Shankhaiu,
Kuntseve). The list of 38 words includes 30 words that are ambiguous and can indi-
cate a proper name and geographical location (Tarasove, Babkine), proper names and
organization names (Spartake), geographical location and titles (Brandenburg), as well
as denote plural and singular forms (Tanechki, Vasiliev). Also, some names are used
figuratively (preobrazovanie po abeliu). There are relatively few errors (6 out of 38)
that are not related to any of the described factors. Three of the 6 names are borrowings
(Vil’gel’me, Avelem, Eizenshteine).

4 Conclusion

The conducted testing showed that the considered approach allows one to identify named
entities in the large text corpus with high accuracy. The recognition error probability
obtained on the test sample of 10 thousand words, which are free from homonymy and
used at least 2000 times over 1920–2009, was 2.71% (F1-score is 0.963). These results
were rechecked for a group ofwords (from the test sample) presented in theOpenCorpora
morphological dictionary and marked in it as named entities. The NER accuracy for the
described five classes of names presented in the OpenCorpora dictionary was no worse
than 3.61%.

However, these values cannot be directly compared to the recognition accuracy
results obtained in the well-known works on the recognition of named entities [1–10,
13–17], since a substantially different problem is solved in our work:

• As a rule, the initial data used in the works on NER is text. The initial data for the
recognizer used in our work is statistics on the distribution (co-occurrence) of the
word extracted from the large corpus.

• The work result of the traditional recognizer can be the decision that some words or
phrases in the text are named entities and required disambiguation can be performed
by analyzing the context of use of a word (phrase) in the text. The work result of our
algorithm is classification of words found in a large corpus.

Another conclusion that can be drawn is that using frequencies of syntactic bigrams
provides better recognition accuracy than the use of frequencies of ordinary bigrams.

There are also some problems which require further investigation. The proposed
method for recognizing named entities has been tested on one-word named entities.
However, this approach can also be used to recognize two- and multi-word named enti-
ties. To do this, frequency databases of 3-, 4- or 5-grams from the GBN corpus can
be used. Consider, for example, the name of an object consisting of two words A and
B. A vector can be constructed that includes 3-gram frequencies of the form Abx and
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xAB, where x (as described above) is one of the “reference” (most frequent) words.
A recognizer for such 2-word named entities can be constructed using a vector repre-
sentation completely similar to the one described above. However, this requires further
experiments.

Another problem to be solved is classification of homonymous words. It is necessary
to analyze features that allow one to distinguish the co-occurrence of a named entity and
words that are not names. This will make it possible to estimate the percentage of use
of polysemantic words denoting named entities.

The results presented in the work show that a combined approach based on statistics
on the use of words starting with the capital and lowercase letters in the corpus, as well
as on the analysis of the word form co-occurrence will be of great use for automatic
classification of words in large corpora, including the GBN corpus.
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Abstract. Similarity searching consists of retrieving the most similar
elements in a database. This is a central problem in many real applica-
tions, and it becomes intractable when a big database is used. A way
to overcome this problem is by getting a few objects as a promissory
candidate list of being part of the answer. In this paper, the most rel-
evant and efficient algorithms for high dimensional spaces based on the
permutations-technique are compared. Permutation-based algorithm is
related to make a permutation of some special objects that allows us
to organize the space of the elements in a database. One of the indexes
related uses a complete permutation, and the second one utilizes a small
part of the permutation and an inverted index.

Our research is focussed on two proposed ideas: the first consists in
using a similar inverted index only with less information per object and
computing the candidate list in a different way; and the second consists
in changing a parameter during querying time in order to achieve a better
prediction of the nearest neighbors. Our experiments show that our pro-
posals do serve for implementing a better predictor and that the nearest
neighbor can be found computing up to 45% fewer distances per query.

1 Introduction

Nowadays, most of the data generated are on multimedia databases where the
concept of searching is basically to look for similar objects, also known as sim-
ilarity searching. The similar or close objects are important for so many real
applications; that is, on databases of images, fingerprints, audio signals, com-
putational biology, etc. [3,11] For example, if you want to search for a similar
image that you have. In this context, what does similar mean? Maybe you just
want to retrieve one with similar colors, or you want one with some similar
object/landscape that you have on your initial image.

Formally, similarity searching is the problem of looking for objects in a
dataset similar to a given query. The similarity is defined with a distance func-
tion, or a metric, proposed by an expert on those fields, that considers specific
features from data. When there are a database and a distance function, the
problem can be model as a metric space [14], and it is called a metric database.
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A metric space is defined as follows: there is a universe X of objects and a
non-negative real valued distance function d : X×X → R

+ defined among them.
The distance functions must satisfies these properties: reflexivity, d(x, x) = 0;
strict positiveness, x �= y ⇒ d(x, y) > 0; symmetry, d(x, y) = d(y, x); and the
triangle inequality, d(x, z) ≤ d(x, y) + d(y, z). Unfortunatelly, there are many
real databases where this distance function is expensive to compute.

The more similar objects, the smaller the distance between two objects is.
The finite database used U ⊆ X, |U| = n, is a subset of the universe. Our
database will be organized with an index during preprocessing time (offline pro-
cess) [6,12,14]. Later, when a query (q ∈ X) is given, in an online process, the
index will be used to retrieve a candidate list from the whole database with the
most similar objects to that query. Notice that these two phases can be avoided
if a sequential scan were used, but it can be expensive to compute, regarding
time or resources.

Basically there are two main similarity queries: Range queries and K-Nearest
Neighbor queries.

A Range query R(q, r) retrieves those objects within a region centered on a
given query object q with radius r; formally, R(q, r) = {u ∈ X, d(u, q) ≤ r}.

A K-Nearest Neighbor query NNK(q) retrieves the K elements of U that
are closest to q, that is, NNK(q) is a set such that for all x ∈ NNK(q) and
y ∈ U \ NNK(q), d(q, x) ≤ d(q, y), and |NNK(q)| = K.

There are several algorithms proposed for metric spaces, most of them work
in spaces with low intrinsic dimension. As the intrinsic dimension grows the
variance of data decreases, and the performance falls. This problem is known
as curse of dimensionality [5,6,12,14]. In this paper, the permutation-based
algorithm is studied because is one of the few algorithms which works well in
high dimensional space . However, these algorithms can be further improved by
appropriately choosing some of their characteristics such as: which function of
distance between permutations is used, which part of the permutations is stored
in the index, etc.

Therefore, the proposal is to improve the algorithm introduced in [2] and
reduce the number of distances evaluations to get the nearest neighbors. In Sect. 2
are described the definition and principles of the permutation-based algorithm,
and in Sect. 3 are introduced our two proposals: the first one is to change the
information stored into the index, and the second one is to change one parameter
used in [2] to compute the proximity by using the permutation-based algorithm
technique. Section 4 shows how our proposals work on some synthetic databases
. Finally, in Sect. 5, conclusions and future work are detailed.

2 Previous Work

2.1 Permutation-Based Algorithm

In [4] the authors introduced the Permutation-Based Algorithm (PBA). The
main idea was that every object in the database keeps how it sees the space
according to some chosen points (called permutants).
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During the preprocessing time, a subset of the database is choosen P ⊆ U,
P = {p1, . . . , pk} [1], called the set of permutants, where |P| = k. Each object
in the database u ∈ U computes the distance to all the permutants, ∀p ∈ P,
d(u, p); that is, D(u) = {d(p1, u), . . . , d(pk, u)}. Then, it sorts them in increasing
order, where ties are broken in any consistent order. The permutation of u, Πu is
defined as the position of each p ∈ P after D(u) was sorted, authors used Π−1

u (pi)
to identify the position of element pi in the permutation Πu. For example, let
be k = 5, and P = {p1, . . . , p5}. Then, for an element u, let Du = {4, 6, 2, 3, 1}
the distances between u and each p ∈ P; that is, d(p1, u) = 4, d(p2, u) = 6 and
so on. Πu will be (5, 3, 4, 1, 2), then Π−1

u (p1) = 4,Π−1
u (p2) = 5, and so on; that

is, Π−1
u = (4, 5, 2, 3, 1). All the permutations are the index; so, the index can be

kept with n × k integers.
The hypothesis is that two identical elements must have the same permuta-

tion, while two close or similar objects should have similar permutations. There-
fore, when similar objects to a given query q are searched the key is to find
similar permutations. There are several approaches to measure how similar two
permutations are [13], but the authors recommend to use the Spearman Footrule
metric [13].

F (u, q)k = F (Πu,Πq) =
k=|P|∑

i=1

|Π−1
u (pi) − Π−1

q (pi)| (1)

For example, let be Πq = (1, 3, 5, 2, 4), according to Eq. 1 and using the Πu

previously computed considering P = {p1, . . . , p5}, |P| = 5 then:

F (u, q)|P| = |1 − 4| + |2 − 2| + |3 − 1| + |4 − 5| + |5 − 3| = 8 (2)

When a query q arrives, the most similar permutations to the permutation
of q are searched in the database. Hence, every permutation in the index has to
be compared with the query’s permutation, by making O(n) Footrule metrics
[4]. Then, the elements are sorted in increasing order of the similarity given by
this metric (Eq. 1). The authors showed that the most promissory elements to
the query could be in the first positions of this order.

Metric Inverted File. In [2], the authors proposed using an inverted file to
find the most similar permutations to the query’s permutation. During the pre-
processing time, they compute the permutation for each element in the database.
Then, given a parameter mi ≤ k, the permutations are cut until the first mi ele-
ments. In the inverted file, each permutant p ∈ P keeps a list of pairs (u, ψ).
There will be a pair (u, ψ) for each element u that has this permutant between
the mi first elements of Πu and where ψ ≤ mi represents in which position is
located the permutant p within Πu. For example, let be mi = 4 and consider
our Πu = (5, 3, 4, 1, 2). The list of the permutant p5 will have the pair (u, 1), the
list of the permutant p3 will have the pair (u, 2), and so on. The index in this
proposal is this inverted file, which needs to keep 2 × n × mi integers. Formally,
each inverted index list is defined as follows:
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Ipj
= {(u, ψ) | Π−1

u (pj) = ψ ≤ mi} (3)

During the query time, a new parameter ms is introduced, where ms ≤ mi ≤ k.
The authors, in [2], propose to keep all the elements in the list (called inverted file)
of the first ms elements of the query’s permutation (previously computed):

C =
ms⋃

i=1

Ip, p ∈ Πq(i), (4)

In our running example, let be ms = 3. Hence, the lists of permutants p1, p3,
and p5 will be processed. In order to compute the similarity between the per-
mutations of u and q (see the example in Eq. 2), from the lists of p1, p3, p5, it
is possible to compute |1 − 4|, |2 − 2|, |3 − 1|. When some value is missing, the
authors propose to use ms. Basically, they compute F ′(u, q) for each element in
the database, see Eq. 5.

F ′(u, q) =
{ |Π−1

u (pi) − Π−1
q (pi)| if Π−1

q (pi) ≤ ms and Π−1
u (pi) ≤ mi

ms otherwise. (5)

It can be noticed that for any permutant pi, if Π−1
q (pi) ≤ ms then pi is at

the first ms permutants in the permutation of q (Πq); and if Π−1
u (pi) ≤ mi then

there is a pair (u, ψ = Π−1
u (pi)) in the list of pi in the inverted file.

Let see the complete example shown in Fig. 1. In this case, P = {p1, . . . , p6},
k = 6, mi = 4, and ms = 3. Notice that the inverted file proposed in [2] is
depicted in Fig. 2. If a given query q with its permutation is Πq = {2, 4, 1, 6, 5, 3},
just its first ms = 3 permutants will be used. Hence, the shorted permutation of
q will be {2, 4, 1}. Therefore, this short permutation will be used to compare with
the information stored in the inverted file obtained from the short permutations,
of length mi, of all the database elements.

During the query time, as ms = 3, he short permutation {2, 4, 1} for q will
be used. The permutant p2 is at position number 1 in Πq and from the inverted
file it is possible to obtain, for example, that p2 is at position number 4 for
the element u2. Hence, the difference between these positions can be calculated,
i.e. |4 − 1|, in order to obtain one of the terms needed to compute the value
of F ′(u2, q). The complete calculus of F ′ for each u ∈ U, according to Eq. 5, is
shown in Table 1. It can be noticed that, with respect to F ′, the most similar
elements to q are u7 and u4.

Other researchers have also used permutation-based methods, some use dif-
ferent data structures for storing the permutations [8,10], but they are still using
the concept described in [1,4].
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Fig. 1. Example of a database and the corresponding permutations.

(2,4),(4,1),(6,1)

1
p2

p4
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p6

p3

(1,1),(2,3),(3,2),(4,1),(5,2),(6,4),(7,2)

inverted fileperm

(1,2),(2,1),(7,4)

(1,4),(3,1),(4,4),(5,1),(6,3),(7,3)

(1,3),(2,2),(3,4),(5,3),(7,1)

(3,3),(4,2),(5,4),(6,2)

p

Fig. 2. The inverted file [2] obtained for the database previously shown at Fig. 1.

3 Our Proposals

Although the inverted file is very helpful to determine the candidate list, the
previous proposal [2] does not use all the possible information. Therefore, our
proposal consists of using every available information and, at the same time,
taking advantage of the inverted file. In [2], authors kept tuples (object, posi-
tion) in the list of each permutant to store the information contained in the
permutation of each database object. The first proposal is to keep an inverted
file where the lists contain only those objects which have a permutant between
its first mi closer permutants; that is, the lists will store only the part (object)
of these tuples.

Formally, our index will be as follows: let pj a permutant, pj ∈ P, its list into
the inverted index (called I

′
pj

) will have those objects u ∈ U which Π−1
u (pj) ≤ mi;

that is:

I
′
pj

= {(u) | Π−1
u (pj) ≤ mi} (6)

Figure 3 illustrates our new inverted file for the example of Fig. 1. Clearly, our
new inverted file uses a half of needed space for the inverted file shown in Fig. 2,
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Table 1. F ′(u, q) computed during the query time, with ms = 3.

object F ′(u, q)

u1 F ′(u1, q) = ms + |1 − 2| + |2 − 3| = 5

u2 F ′(u2, q) = |4 − 1| + |3 − 2| + |1 − 3| = 6

u3 F ′(u3, q) = ms + |2 − 2| + ms = 6

u4 F ′(u4, q) = |1 − 1| + |3 − 2| + ms = 4

u5 F ′(u5, q) = ms + |2 − 2| + ms = 6

u6 F ′(u6, q) = |1 − 1| + |4 − 2| + ms = 5

u7 F ′(u7, q) = ms + |2 − 2| + |4 − 3| = 4

new inverted file

1
p2

p4
p5
p6

p3

(1),(2),(3),(4),(5),(6),(7)

perm

(1),(3),(4),(5),(6),(7)

(1),(2),(3),(5),(7)

(3),(4),(5),(6)

(2),(4),(6)

(1),(2),(7)p

Fig. 3. The new inverted file obtained for the example of database.

however, our index is keeping the short permutations. Basically, both indexes
are using exactly the same amount of memory.

During the query time, given a query q, its permutation Πq is computed by
ordering Dq = {d(q, p1), . . . , d(q, pk)}, as it was explained previously. We also
use the parameter ms is still used at searches to short Πq. In this case, the
candidate list will be the union of the lists for each permutant p of Π−1

q (p) ≤ ms

in the inverted file (as in Eq. 4). Formally:

C
′ =

ms⋃

i=1

I
′
p, p ∈ Πq(i), (7)

However, at this point, Dq is already computed and it is known the complete
permutation Πq of the query (|Πq| = k). The list of candidates for nearest
neighbors will be u ∈ C

′. The candidates will be sorted by similarity between
permutations if the short permutations are kept of all the database elements u
(|Πu| = mi). For this purpose, the Eq. 1 can be modified to evaluate the distance
between permutations of different length, as follows:

F ∗(u, q)mi
= F ∗(Πu,Πq) =

mi∑

i=1

|i − Π−1
q (Πu(i))| (8)
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Considering the example depicted in Fig. 1 and applying our proposal, the
results obtained are shown in Table 2. Noticeably, considering the order deter-
mined by F ∗, as our proposal will do, the first place is for the actual nearest
neighbor of q; this is the element u1.

Table 2. F ∗(u, q) computed during the query time.

object F ∗(u, q)

u1 F ∗(u1, q) = |2 − 1| + |3 − 2| + |5 − 3| + |4 − 4| = 4

u2 F ∗(u2, q) = |3 − 1| + |5 − 2| + |2 − 3| + |1 − 4| = 9

u3 F ∗(u3, q) = |4 − 1| + |2 − 2| + |6 − 3| + |5 − 4| = 7

u4 F ∗(u4, q) = |1 − 1| + |6 − 2| + |2 − 3| + |5 − 4| = 6

u5 F ∗(u5, q) = |4 − 1| + |2 − 2| + |5 − 3| + |6 − 4| = 7

u6 F ∗(u6, q) = |1 − 1| + |6 − 2| + |4 − 3| + |2 − 4| = 7

u7 F ∗(u7, q) = |5 − 1| + |2 − 2| + |4 − 3| + |3 − 4| = 6

3.1 Using mi Instead of ms

In order to evaluate how the parameters affect our proposal, we consider another
option by using mi instead of ms during the query time. Hence, when a value is
missing to compute F ′(u, q), the second proposal in this work is to replace mi

instead of ms in the Eq. 5.

4 Experimental Results

Our proposal was empirically tested using a synthetic database composed by
100,000 vectors uniformly distributed in the unitary cube; that is, points in R

d

with d ∈ [16, 128]. The vectors of these spaces were compared using Euclidean
distance to measure how far or different they are to each other.

The results of this paper will be explain using the four variant of algorithms:

– PP . A short permutation of size mi for each element is used as it was proposed
in [4], that is without an index. In this case F ∗(u, q)mi

was applied.
– Ps. A short permutation for each element |Πu| = mi, the inverted file, and

ms ≤ mi are used during query time to complete the missing values for some
elements, as it was proposed in [2].

– Pm . This is our proposal. A short permutation |Πu| = mi and the inverted
file, without saving the second element per pair; i.e. the position of a per-
mutant within the permutation are used. In this case the Eq. 8 F ∗(u, q)mi

is
used.
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– Pi . This is the other proposal in this paper, it use the short permutation of
each element |Πu| = mi and the inverted file used in [2], but, instead of ms

(as in Ps) for missing values, mi is used.

In Fig. 4 the performance of our technique using vectors in R
32 is depicted.

It shows the average of 500 queries looking for the K = 8 nearest neighbors
(on axis x). It can be noticed that the size of the complete permutation is
(k = 64); but, in order to get a fair comparison, for each technique the same
length of permutations in the index were used. However, the algorithms labeled
by Pi, Ps, and Pm are using an inverted index. In Fig. 4 it shows that using
all the permutations in the database (i.e. PP) achieves a better predictor than
Pi, Ps, and Pm. On the other hand, the estimation proposed in [2] degrades
the performance of Ps. As it can be seen, Pm is a better predictor of similarity
between permutations than Ps. Besides, our second proposal Pi, which uses mi

instead of ms, is a better predictor than Ps ([2]).
Permutation-based algorithm has excellent performance as the dimension is

growing up. In Fig. 5 dimension 64 is shown. Notice that our experiments are
using 64 permutants and our inverted files are using mi = 48. In Fig. 5, on the
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were looking for.

left side it is depicted ms = 36 and on the right side ms = 24 is shown. Notice
that using both proposals Pi and Pm it is possible to get better results than
with Ps.

Finally, in the database with high dimension (R128), showed in Fig. 6, our
proposals get excellent results compared with Ps ([2]). In the case of PP ([4]),
is using the whole information obtained from each permutation Π.

5 Conclusions and Future Work

Nowadays, similarity searching is one of the most important challenges in mul-
timedia databases. Of course, the similarity or proximity is measured by a dis-
tance function defined for each database by an expert on those fields. This kind
of problem can be modeled as a metric space.

In this paper it is proposed merging two powerful indexes for similarity
searching based on the permutation technique and using differently the informa-
tion stored in the index. Our results confirm that it is possible to improve the
use of the inverted index. Experimentally it is shown that it is possible to avoid
calculating up to 45% of the distances while using the same amount of memory
of the previous proposal.

As future work, these new indexes can be combined with several similarity
measures, as claimed in [9]. Also, instead of inverted indexes, other indexes might
be used, such as the trie with prefix of permutations [7].
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Abstract. Computer-Supported Collaborative Learning (CSCL) can
give many benefits to students such as promoting creativity and sense of
community, sharing abilities, etc. However, when groups of people work
together, conflict is inevitable. Generally, conflict in any CSCL situa-
tion is uncomfortable, time consuming and counterproductive. It is hard
to characterize a conflict because it can involve many factors – e.g.,
environmental factors, member’s differences, etc. This paper proposes a
technique to recognize conflicts in a group and the members involved in
them by focusing in the socio-emotional interactions. As disagreements
between group members generally cause negative emotions, and mem-
bers can induce negative emotions to other members; then, a conflict
between two or more members can be recognized when there are bidirec-
tional negative messages in the same conversation thread. The proposed
technique represents chat interactions as a digraph in which the nodes
represent users and the edges indicate the transference of negative senti-
ments during the interactions. Then, a matrix of scaled commute times
is used to detect clusters (subgroups having conflict). The validation of
the technique shows promising results. The proposed technique is able
to detect conflicts automatically, reducing the human effort required to
detect these conflicts by other means.
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1 Introduction

Collaborative Learning (CL) is a situation where a group of persons, more or
less at the same level, can perform the same actions, share common goals and
work together with the aim to learn [11].

Interactions between group members influence their cognitive processes. In
particular, CL gives many benefits (e.g., promotes creativity, sense of commu-
nity, and sharing abilities) when the group work well [31]. A key factor in col-
laborative learning is the emotional stability of the group because it promotes
a higher productive commitment in learning. However, groups are exposed to
multiple social dynamics that could induce negative effects [16]. Conflicts are
disagreements between two or more members in a group caused by individual
dispositions and different aims, attitudes or previous experiences [2].

When a conflict come up, the cognitive system falls due to cognitive load
so that information processing is blocked; hence, conflicts influence negatively
the group performance [12]; these negative emotions can harm the group work
[12,17,18,21]. Moreover, any conflict – regardless of its type – generates nega-
tive emotions [12,17,18,21].

Most collaborative learning groups can manage their interpersonal conflicts
through negotiation which imply students should confront and persuade each
other [24]. When they cannot resolve the conflict, the responsibility eventually
fall on the teacher to determine how to resolve the conflict and the consequences
that group members should face as a result of nonperformance [24]. Conflicts
open the opportunity for students to learn to work in group; but, this is achieved
with the help of teachers who should take an active role to guide groups to
resolutions [6].

To have an active role, teachers should respond on those situations just in
time providing recommendations to students related to the performance of roles
played by them, the need to share the leadership, the balance of the task loads,
the need to learn give feedback to partners; advices to make learners aware
of behaviors, attitudes and actions to get good work relationships; and spaces
to reflect about the experience of work in group to rescue the new learnings.
However, tracking conflictive situations can be time consuming in Computer-
Supported Collaborative Learning (CSCL), because teachers should revise inter-
action logs of each group. Hence, it is important to incorporate mechanisms that
help teachers detecting conflicts.

The main contribution of this paper is a technique to recognize conflict in
the interactions of a group and to identify those members that are involved in
a conflict by focusing in the socio-emotional interactions. Any group member
can influence the emotions of other members [33]. In the proposed technique a
group working in a CSCL environment is represented by a digraph where nodes
represent users and edges indicate socio-emotional relationships obtained from
text sentiment analysis. In this way, group members that influence more in the
group can be identified by using the digraph properties.

The rest of this paper is organized as follows: Sect. 2 reviews works related
to the proposed approach. Section 3 explains the proposed approach. Section 4
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describes the experimentation performed to analyze this proposal, and Sect. 5
presents and discusses the results. Finally, Sect. 6 depicts conclusions and future
lines of work.

2 Related Work

Millar et al. [25] propose a technique to recognize conflicts in interactions by
considering the power dimension of relationships. First, they assign one of three
control directions to every utterance in a conversation: gaining (↑), yielding (↓),
or neutralizing (→) control; and then, they consider three consecutive attempts
to gaining control (↑↑↑) as a conflict pattern; i.e., it represents the first step
toward an escalating, runaway spiral of interchange. This approach is based on
the active opposition character of interpersonal conflict as manifested in the
control implications of verbalization.

Bales [3] proposes the Interaction Process Analysis (IPA) that associates
labels to messages for describing the participants’ behavior. Once interactions are
coded, six problems are inferred by considering the frequencies of each behavior.
Authors suggest that behavior frequencies of a group without conflicts should
be within certain lower and upper limits.

Bales and Steven [4] propose a methodology to analyze groups named SYM-
LOG in which group members, and/or their behaviors, are mapped in three-
dimensional space: dominant–submissive or up–down (UD), friendly–unfriendly
or positive–negative (PN), and task-oriented–emotionally expressive or forward–
backward (FB). In this method, group members answer a 26-item Likert-style
questionnaire intended to know how often the members show a given behav-
ior. Wall and Galanes [34] employ this method to study the amount of conflict
experienced by a group. They showed that conflicts are not significantly related
neither to FB nor UD dimensions; but, they found that the PN dimension is
significantly, predictably, and negatively related to conflicts.

Social Network Analysis (SNA) techniques [8] can be used to analyze stu-
dents’ social interaction. By using graph theory, SNA techniques define metrics
able to identify leaders, bridges, or isolated individuals [29]. Metrics can be cat-
egorized as global, individual, or related to clusters. Global metrics measure a
single value for the whole network; individual metrics measure a value for each
node; and cluster-related metrics allow identifying patterns or sub-groups into
the graph [9].

Zachary [36] uses SNA to recognize fission – a phenomenon of subgroup
formation due to differential sharing of sentiments. First, it defines a capacitated
network (V,E,C) where nodes V are a set of individuals, E is the existence
matrix, and C is the capacity matrix. Matrix E is symmetric and its entries are
either 1 or 0 indicating whether two individuals have a relationship. Matrix C is
symmetric and quantifies the relationships stated in E by considering the number
of contexts (e.g., academic classes, bar, etc.) where two individuals interact.
Then, the Ford-Fulkerson algorithm is used to predict subgroups and the locus
of the fission.
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Coviello et al. [10] propose a method for measuring the contagion of emo-
tional expression in social networks. The approach is based on instrumental vari-
ables regression. This model assumes that emotional expression by a person
at a given time is an additive linear function of other factors measured in the
same time period including a time-specific factor (perhaps it is a holiday), an
individual-specific factor (some people are always happier than others), the effect
of an exogenous factor (like rainfall); the effect of an endogenous factor (the emo-
tional expression of her friends), and an error term. They show that individual
expression of emotions depends on what others in an individual’s social network
are expressing.

The proposed approach considers that opposite interactions are the key for
detecting and analyzing conflicts just as [25]; but, it evaluates how positive or
negative are the interactions instead of sequences of attempts to gaining control.
Moreover, it can be used to analyze groups with two or more members while [25]
only detects conflicts between two persons.

Aligned with the findings of [34], the proposed technique considers that pos-
itive/negative emotions expressed between group members are directly related
to conflicts. It also considers the [10] study which confirms that emotions can be
contagious also through computer-mediated communication. For automatically
analyzing conflicts, the approach takes advantage of techniques that detect emo-
tions in text messages; hence, it allows quantifying interactions within a CSCL
context. Finally, inspired by those approaches that considers directionality of
interactions – e.g., the power dimension [25] or antagonist behaviors [4] – the
members’ interactions are represented by a directed graph (digraph).

We consider that proposing a technique for conflict detection having into
account how positive or negative are the messages interchanged, nowadays is
possible thanks to the advances in sentiment analysis techniques. Sentiment
analysis in text is a multidisciplinary research field which include fields such
as natural language processing, computational linguistic, semantic, information
retrieve, machine learning, and artificial intelligence [27]. The objective of sen-
timent analysis is to recognize the sentiments or emotions that people manifest
when they write about products, organizations, persons or another topics [1,19].
The proposed technique for conflict detection considers exclusively the valence
of messages transmitted.

3 Proposed Approach

As stated earlier, the approach uses a digraph to represent socio-emotional inter-
actions of group members. This section first introduces the basic terms and
concepts used in this work, then it explains the approach.

3.1 Preliminaries

Let G = (V,E) be a weighted digraph defined on the node set V = {1, 2, . . . , n}
and A be a n×n nonnegative, but generally asymmetric weight matrix such that
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aij > 0 if and only if the directed edge 〈i, j〉 ∈ E. The transition probability
matrix of the Markov chain associated with random walks on G is defined as
P = D−1A where D = diag(di) is a diagonal matrix of the node out-degrees,
di =

∑n
i=1 aij . Each entry of P , pij = aij/di is the probability to transit from

node i to node j, if 〈i, j〉 ∈ E.
When G is strongly connected; i.e., there is a (directed) path from any vertex

i to any other vertex j. Then the Markov chain P is irreducible or ergodic, and
it has a unique stationary probability distribution, πi, where πi > 0, 1 ≤ i ≤
n. Namely, π� P = π�, where π = [π1, . . . , πn]� is the vector of stationary
probabilities. In other words, over the long run, no matter what the starting
state was, the proportion of time the chain spends in state j is approximately
πj for all j.

The normalized Laplacian Lp = (I − P ), has been used to analyze connec-
tivity in terms of the mixing times or diffusion rate for the random walk as well
as related expander constants, and in spectral graph partitioning [5].

The fundamental matrix Z is defined [14] as

Z =
(
I − P + 1π�)−1

, (1)

where 1 = [1, 1, . . . , 1]T .
If an ergodic Markov chain is started in state i, the expected number of

steps to reach state j for the first time is called the mean first passage time or
hitting time. The fundamental matrix can be used to compute hij , the mean first
passage time from i to j as

hij =
zjj − zij

πj
(2)

In matrix notation, H can be calculated as

H =
(
1 · [diag(Z)]� − Z

) · Π−1 (3)

where Π is the diagonal matrix of stationary probabilities. The round-trip
expected commute times matrix is calculated as

C = H + H� (4)

Finally, the pseudo-inverse, M , can be calculated as

M = L+ =
(
I − 1/n · 11�) · ZΠ−1 · (

I − 1/n · 11�)
. (5)

The diagonal entries of M are a relative measure of centrality for the individual
nodes [5].

3.2 Detecting Conflicts in CSCL Environments

The proposed approach allows automatic conflict recognition by representing
chat interactions as a digraph G in which the nodes represent n users and the
edges indicate the transference of negative sentiments during the interactions.
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Henceforth, the nonnegative weight matrix A = [tij ]n×n is called the negative
transfer matrix, or simply the transfer matrix.

The input for the proposed technique is a collaborative conversation com-
posed of text messages where the sender and receiver(s) are known. Formally,
a conversation is a sequence of m messages [M1, . . . ,Mm], the i–th message of
the conversation is a tuple Mi = 〈ti, si, ri〉 where ti is the text message, si is the
sender, and ri is the set of receivers.

Each text message is analyzed to estimate its valence vi ∈ [−1, 1]; i.e., a
very negative message has a valence of −1, and a very positive message has a
valence of 1.

Let Vij = (v1
ij , . . . , v

�
ij) be the valence of the � ≤ m messages sent from

member ui to member uj in the conversation.
The score tij for i 	= j can be seen as a measure of how much student i

can transfer negative sentiments to student j; the edge joining vertices i, j is
weighted as

tij =
1

n − 1
exp

(

− (1 + V̆ij)2

2σ2

)

for i 	= j (6)

where
V̆ij = min Vij ,

and σ is the decaying factor.
The weight of the self-loop, tii, is a measure of how i-th student prevents

sending negative sentiments to the group

tii = 1 −
∑

j �=i

tij . (7)

The transfer matrix A, defined by (6) and (7), is used to calculate the mean
first passage times HA matrix from (3).

Let us introduce the diagonally scaled commute times matrix

ĈA = ĤA + (ĤA)� (8)
= HAΠ + (HAΠ)�,

that is used to detect subgroups having a conflict. It uses the mean first passage
time matrix (3) scaled by the stationary probabilities to reveal the behavior of
pairs of nodes in the graph. Here lower values indicate fastest flow of negative
sentiments between two members.

As reference to detect conflicts and the members involved in it, we define
the maximum diagonally scaled commute time for a given emotion interaction
graph. By substituting V̆ij = 0 (a neutral emotion) into (6), the reference matrix
for any group of n members is Â = [t̂ij ]n×n with

t̂ij =
1

n − 1
exp

−1
2σ2

(9)
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Algorithm 1. Detecting members in conflict
Require: A conversation with m messages (〈T1, R1,M1〉 , . . . , 〈Tm, Rm,Mm〉) of a

group of n members.
Ensure: Subgroups having a conflict and their centrality.

1: Estimate the valence Vi for each message Mi.
2: Calculate the transfer matrix A using (6) and (7).
3: ĈA ← Calculate the diagonally scaled commute times matrix using (8)
4: cmax ← Calculate maximum scaled commute time (10)
5: if exists a conflict – condition (11) – then
6: S ← Obtain k clusters from ĈA with DBSCAN.
7: M̄A ← diagM , using (5) // {centrality}
8: Associate the centrality m : N → R to each member in a cluster si ∈ S
9: return {m(s1), . . . ,m(sk)}

10: else
11: return {}
12: end if

for i 	= j and t̂ii is calculated with (7). The maximum scaled commute time is
calculated as

cmax = min ĈÂ. (10)

where ĈÂ is the diagonally commute times for the reference matrix Â.
A conflict is detected by the following condition

∃i, j ∈ V | cij < τcmax. (11)

where 0 < τ ≤ 1 is a constant factor; finally, a clustering algorithm is used to
detect subgroups involved in a conflict. For this purpose, the commute times
is used as distance between points. The Density-Based Spatial Clustering of
Applications with Noise (DBSCAN) [30] was selected for this purpose. Given a
set of points in some space, it groups together points that are closely packed
together (points with many nearby neighbors), marking as outliers points that
lie alone in low-density regions (whose nearest neighbors are too far away). Here,
subgroups are found by using the transfer score matrix. DBSCAN requires two
parameters: ε and the minimum number of points required to form a dense
region (minPts). The maximum commute time can be used for this purpose, we
set ε = cmax/2. As a conflict can be established from two or more members, then
we set minPts = 2.

Once the subgroups having a conflict were detected, the pseudo-inverse MA

can be used to detect members that are central to the conflict – i.e., entries
with lower values in MA. Algorithm 1 describes the complete process to detect
subgroups with conflicts.

4 Experimentation

For this study, student–student interactions with text during CSCL sessions were
collected from July to November of 2018.
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Students of programs in Informatics/Computing from two universities of
Argentine (Universidad Nacional de Santiago del Estero UNSE, and the Univer-
sidad Católica de Santiago del Estero, UCSE) and two universities of Colombia
(Corporación Universitaria Comfacauca, Unicomfacauca, and Institución Uni-
versitaria Centro de Estudios Superiores) participated in our experiments by
using the COLLAB web application [22,32].

Students were grouped into small groups based on teachers’ criteria to per-
form different weekly learning activities that require collaboration among stu-
dents. In general, these activities consist in the production of essays on diverse
information technology subjects. The students used COLLAB to communicate
with their groups and to perform assignments. Teachers had access to chat ses-
sions of groups and they can intervene when required; for example, when groups
do not work. Figure 1(a) shows the proportion of groups according to the number
members.
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Fig. 1. General statistics of the experiment: (a) group sizes, (b) distribution of emotions
recognized in the 7,145 sentences of the collaborative sessions, and (c) distribution of
conflicts in the 2,717 windows.
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Sentence Tags. Content analysis was applied to 7,145 text sentences following
the Krippendorff methodology [20]. Three persons were trained to assign a tag to
each sentence that indicates the emotion type according to the Pekrun’s achieve-
ment emotions [28]. The alpha-reliability for the first tagging result was 0.58.
Because of the low reliability, the tags were reviewed, the alpha-reliability after
this process was 0.86. Figure 1(b) shows the distribution of emotions recognized
in the sentences of the collaborative sessions.

Text Windows. Each collaborative session was segmented in 2,717 small win-
dows. Each window is defined as the smallest sequence of text messages where
a given user is the emitter of the message at the beginning and at the end of
the window, but text messages in the middle have at least one sentence emitted
by another participant. Each window was tagged as “conflict” or “no conflict”
by two professors. A window was tagged as “conflict” if the professor recognizes
conflict having into account the presence of disagreements, frictions, personality
clashes, frustrations, and others indicators that the professors interpret as mani-
festation of conflict. The alpha-reliability for the tagged data was 0.91. As shown
in Fig. 1(c), just a few windows have conflicts between participants (4.01%) and
the majority of windows (95.99%) do not have any conflict.

Valence. The Senticnet 5 dictionary [7] was used to convert the Pekrun emotion
tag of each sentence into a polarity.

Metrics. We ran the proposed algorithm with τ ∈ { 0.1, 0.2, . . . , 0.9 } and σ =
{ 0.3, 0.35, . . . , 0.6 }. The automatic labels obtained by a given pair of τ and σ
values were contrasted with the manual tags to calculate the precision and recall.

5 Results and Discussion

Figures 2 and 3 show the ROC and precision-recall curves of the experiment.
The ROC curve shows that the technique has a low false positive rate. The best
result was obtained with τ = 0.6 and σ = 0.3. In this case, the precision was 0.6
and the recall was 0.90.

We state that the proposed diagonally scaled commute times matrix can
be used to evaluate the existence of conflicts in group interactions. When an
entry of the commute times matrix tend to zero, it reflects that the members
have send and received negative messages. This is key factor in the proposed
technique. For instance, a member could send a negative message but the receiver
could react positively to such stimuli; if this were the case, then there would
be no conflict between group members. On the opposite, someone could send
a positive message but the receiver could consider it improper, reacting in a
negative way and confronting the sender. In any case, the proposed approach
requires bidirectional negative messages. This behavior is in concordance with
the theory which claim that emotional state of people condition their behavior
and their way of interacting [13,15,23,26,35].
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Fig. 2. ROC curve of the conflict detec-
tion approach using the commute times
matrix
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Fig. 3. Precision–Recall curve of the
conflict detection approach using the
commute times matrix

Also, this approach provides a centrality vector which allows recognizing
members who are more negative in the interaction process. Knowing this infor-
mation is helpful for professionals to correctly intervene and to offer support to
the group for the mitigation of conflicts.

6 Conclusion and Future Work

Conflicts are an inherent characteristic of computer supported collaborative
learning. Right handling of conflicts by learners and teachers are essential to
keep an appropriated emotional environment that contributes to learning.

This study extends the application of Social Network Analysis (SNA) in
Computer-Supported Collaborative Learning by allowing to recognize subgroups
having a conflict. The algorithm proposed is based on the flow of sentiments in
a social network that can be modeled as a random walk.

Results obtained show that the technique proposed can generate outputs that
can be used as a good indicator of presence of conflict in a fragment of interac-
tions between members of a group. As future work we include more interactions
in the graph to improve the precision of the algorithm.
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Abstract. In this paper, we extract quotations from Al Jazeera’s news articles
containing keywords related to the COVID-19 pandemic.We apply Latent Dirich-
let allocation (LDA), coherence measures, and clustering algorithms to unsuper-
visedly explore latent topics from the dataset of about 3400 quotations to see how
coronavirus impacts human beings. By combining noun phrases as inputs before
the training and Cv measure for coherence values, we obtain an average coherence
value of 0.66 with a least average number of topics of 24.8. The result covers some
of the top issues that our world has been facing against the COVID-19 pandemic.

Keywords: Topic model · Latent Dirichlet Allocation · Quotation mining ·
COVID-19

1 Introduction

Original fromWuhan, coronavirus (COVID-19) has quickly spread to 229 countries and
territories, turn to the pandemic on a global scale just only in several months. No one
could expect the massive impact of this virus on human society, initially thought as flu is
able to lead to hundreds of thousands of deaths and a predictable economic recession in
2020 and even years later on. The policies to deal with this virus are not the same for all
countries, from a lockdown (China, Italy, Spain, Germany) to a “herd immunity” model
(Sweden, initially recommend in the UK). No matter what policies or methods are used
and their effectiveness, the voice of famous people in a certain country probably has a
weight that is big enough to orientate the public on how to counter the coronavirus.

A quotation (or quote) reflects someone’s statement or thought regularly recorded
when a famous individual declares something in interviews or public speeches. Direct
quotations are obviously considered more subjective than interpretations from them (or
indirect quotations) because they cover exacts words from the speakers or authors [1].
Hence, we use direct quotations to understand exactly what an individual thinks and
his/her opinions about a certain problem, e.g., COVID-19. Note that we use quotations
to refer to direct quotations for the remaining part of this paper.
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From about 3400 quotations from Al Jazeera, we put them into a Latent Dirich-
let allocation (LDA) model to mine hidden topics to know what these people, especially
politicians care about COVID-19 pandemic. Several options are used to remove stop-
words or high-probability words in quotations before/after training the LDA model. We
select the best number of topics from combining coherence measures (CV and CUmass)
with the sum of inverse topic frequency (ITF). Our purpose is to reduce the number of
topics (topic number). Except for a topic number with the highest coherence value, we
want to see other ones that are nearest to it by vector distances or any other metrics.

This paper is considered as “the first brick” of our research about quotation mining
and opinion mining. We do hope our paper will be a valuable reference not only for
relevant researches but also for those who are interested.

2 Literature Reviews

This paper’s theme belongs to the topic model, which is used to exploit implicit topics
in a set of documents or quotations as in our research. To solve problems of topic model,
there are some prominent methods, such as LSA (LSI) [2], PLSA [3], LDA (HDP) [4,
5], word vectors or hybrid types [6–8], and graph neural networks [9, 10]. A lot of
papers work with the comparison between LSA and LDA but it is still not clear which
is the winner [23] and it basically depends on cases and corpora. WordNet is applied
to LDA to improve the performance when it allows us to differentiate word senses and
inherit hypernym and hyponyms hierarchy information to broaden the co-occurrence of
terms in documents [24, 25]. Many recent methods based on word vectors (Word2Vec,
GloVe) generally outperform traditional ones (LSA, PLSA) because they can capture the
relatedness ofwords in topics besideword frequency distribution [11, 26]. Altszyler et al.
found that LSAmore effective thanWord2Vec in a small corpus, less than 1millionwords
[12]. A latest research is a kind of multimodal when using GloVe, Wikidata, Wikipedia,
and entity-topic co-occurrences all together to define topics [27]. In this research, we
focus only on LDA to see howwell it can work with quotations and no need to pre-define
topics. We thus freely determine how many topics should be in the results and observe
the features of output topics.

Stopwords removal is a popular step to pre-process input text before training the
LDA model when stopwords are assumed to have a limited contribution [13]. However,
this practice has no clear effect on the topic inference. Instead, dense high-probability
terms should be removed due to their high chance appearing in every outcome topic
[14]. We consider using different ways to remove stopwords and high-probability terms
before/after the training process to see their impact on the output results. There are two
ways to remove stopwords before training in quotations: (*) keep only noun phrases;
(**) the same as (*) plus verbs, adjectives, and adverbs which are not listed as stopwords.
Using (*) can produce a smaller number of topics but both ways are still difficult to label
topic names where some topics are a mixture of sub-topics. Inspired by Alexandra et al.
[14], we will consider using a third way, (***) remove dense high-probability terms after
training, which is assumed to obtain more benefits than the previous two.
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The number of topics is also important to LDA models. If this value is high, there
will be more words that are repetitive in many topics. Otherwise, when the number of
topics is low, it might be difficult to identify the topic name because a topic can cover
many sub-topics inside. That is the reason why we must measure the topic coherence,
representing in CV and CUmass values applied in our paper. CUmass is the fastest way
while CV gives us the best performance [15]. At the output topics, we apply ITF [16,
17] to know how well we can discriminate words between topics or called the overlap
rate of words between topics. Intuitively, if this value is low, it is easier for a person to
identify and label the topic names that he is currently working on. Next, we combine the
values of coherence measures and ITF to cluster them into groups by two algorithms,
affinity propagation [18] and mean shift [19] to decide the best topic number (beside
one with the best coherence value) for the LDA model.

3 Methodology

3.1 Quotation Extraction

We collect quotations by using a recursive algorithm to scan news articles from Al
Jazeera by URLs. When working with a news article, we also extract URLs (use the
regular expression) occurring inside that article and continue to scan these links later
on. This process will repeat that until there will be no more link or we feel that we have
enough quotations for our research.

With a typical news article, we extract text from HTML and organize it into para-
graphs or sentences but we prioritize the former. Next, Spacy1 is used to detect person
names (named entity recognition – NER) from text. We call PN is a set of person’s
full name written by Western name order (First name, Middle name, and Last name)
containing in a news article. Clearly, there is a culture clash for representing a person
name in the world where different countries may have different styles to write a person
name. In Al Jazeera, the Western name order is applied, so we will comply to this order
to extract authors of quotations.

A quotation (direct quotation) is inside an open and a close quotation mark, called a
quotationmark pair. There are several appearance types of quotationmarks, such as ‘…’,
“…”, ‘…’, “…”, and more which let us know which sentence or paragraph may contain
quotations. When a sentence is detected to contain a quotation, we create a new sentence
by replacing this quotation by a phrase, QUOTEx, whose x is the order occurrence (start
from 0) of a quotation in the sentence. Normally, a sentence only contains a quotation
but sometimes two quotations or more. Then, the new sentence is put to the dependency
parsing process to detect a subject, a verb and an object for every single quotation. Let
have a look at two examples below to understand how we extract quotations:

1 https://spacy.io/

https://spacy.io/
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“My heart sank after hearing that,” Zhang Hai said.
“QUOTE0,” Zhang Hai said.

nsubj(“said”, QUOTE0) 
nsubj(“said”, “Hai”)
ncompound(“Hai”, “Zhang”) 

Example 1:

In Example 1, the quotation is “ My heart sank after hearing that”, the
quotation author is “ Zhang Hai” and the quotation verb is “ said”.

Example 2: 
“Many pharmaceuticals so heavily rely upon active pharmaceutical
ingredients from China and India,” Huang said.
“QUOTE0”, Huang said.

dep(QUOTE0, “said”)
nsubj(“said”, “Huang”)

In Example 2, the quotation is “ Many pharmaceuticals so heavily…”, the
quotation author is “ Huang” and the quotation verb is “ said”. The term “ Huang”
assumed to be last name of somebody like the Western name order. We prefer to get the
full name of the quotation author so we back to set PN (1) to search for which one. If
there are two authors have the same last name in PN, we discard this quotation.

Another type of quotations that the quotation author is not shown clearly, e.g., “
He said: ‘We will better day by day.’”. To determine “ he” is who, we
can use neuralcoref2, a coreference module to train text of news articles. However, we
take it out of this research because it slows down heavily the speed of our quotation
crawler.

3.2 Latent Dirichlet Allocation (LDA)

In this paper, we only use LDA to discover hidden topics from quotations. LDA is a
generative probabilistic model that considers a document is a mixture of latent topics
and each topic is represented by a distribution of probable words. A corpusD containsM
documents where each document is a sequence of N words. LDA assumes the following
generative process [4, 21]:

2 https://spacy.io/universe/project/neuralcoref

https://spacy.io/universe/project/neuralcoref
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1. Select N ~Poisson (ξ ).
2. Select θ ~ Dir(α).
3. For each of the N words wn:

a. Select a topic zn ~ Multinomial (θ ).
b. Select a word wn from p(wn|zn,β), a multinomial probability conditioned on the

topic zn.

For more in details about equations used in the LDAmodel, please refer to [4] which
we will not present in this paper.

Figure 1 shows the graphical display for the LDA model. Two parameters: α and β

are the Dirichlet priors on the per-document topic distributions and the per-topic word
distribution. θ is the topic distribution while z is the topic and w is a certain word.

Fig. 1 The LDA model is represented by plate notation. M is a plate for documents while N is
the repeated choice of topics and words in documents.

3.3 Topic Coherence Measures

Topic coherence is calculated by a score of the semantic analogy between top words in
a given topic, helps to differentiate between topics. Although there are many coherence
measures, we only apply CUmass and Cv to this paper, one is famous for the runtime
speed and the other for the best performance.

CUmass is based on document co-occurrence and measured by a sum of component
logarithm functions. We define the coherence of topic t with setW of top words as [15]:

CUmass = C(t;W ) =
L∑

i=2

i−1∑

j=1

log
D(wi,wj) + μ

D(wj)
(1)
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with

• D(wi): document frequency of word type wi

• D(wi, wj): co-document frequency of word types wi and wj

• W = {w1, w2,…,wL}: a list of the top L probable words in topic t
• μ: a parameter to avoid the case of zero logarithm. Originally, μ = 1 [15] but the
performance will be better if μ is relatively small [20].

Different from CUmass, CV is a combination between the normalized pointwise
mutual information (NPMI) with the indirect cosine measure and the boolean sliding
window. NPMI is an extension of pointwise mutual information (PMI), refers to single
words in the corpus. PMI of word wi and word wj is defined as [15, 21]:

PMI(wi,wj)
γ =

(
log

P(wi,wj) + μ

P(wi) · P(wj)

)γ

(2)

with

• wi, wj: words belong to listW of top L probable words in the topic,W = {w1, w2,…,wL}
• γ: a parameter for stressing more on context features.When it equals 2, it will produce
the best results [22].

• P(wi, wj): the joint probability of words xi and xj.
• P(wi), P(wj): the probability of words xi or xj.
• μ: a parameter to avoid the case of zero logarithm

From (2), here is the equation to define NMPI of words wi and wj.

NPMI(wi,wj)
γ =

(
PMI(wi,wj)

− log(P(wi,wj) + μ

)γ

(3)

3.4 Inverse Topic Frequency (ITF)

It is important that the word overlap rate between topics should be low so that we can
easily identify topic names in the results. We borrow the idea of inverse topic frequency
(ITF) [16, 17] to measure the frequency of words appearing in the output topics. Given
a set T of output topics from the LDA model, we can define ITF of word w by T as:

ITF(w,T ) = |{t ∈ T : w ∈ t}|
N

(4)

with

• N: total number of output topics, N = |T|.
• T = {t1, t2,…,tN}: a set of output topics with the size is N.
• |{t ∈ T : w ∈ t}|: number of topics where the word w appears. If this word is not in
the output topics, ITF will be zero.
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From the Eq. (4), there is another variant of ITF which use the logarithm function
as:

ITF(w,T ) = log
N

|{t ∈ T : w ∈ t}| (5)

Now, we can define the sum of ITF (ITFS) by the number of topics to compare which
topic numbers gain the best overlap rate, the lowest value.

ITF(T ) =
N×M∑

i=1

ITF(wi,T ) (6)

with

• N: total number of output topics, N = |T|.
• M: the number of words in each topic or the size of a topic. Note that all topics have
the same size.

• ITF(wi,T ): the inverse topic frequency of word wi in topic number T.

3.5 Combine Coherence and ITFS Values

A topic number is represented as a vector
−→
T = (s, k) with two dimensions, ITFS (sum

of ITF) and the coherence value. For the task of calculating the coherence value in
Sect. 3.3, the number of topics always begins from 2. We thus define set TN containing
topic number vectors from 2 to m as:

TN =
{−→
T2 ,

−→
T3 , . . . ,

−→
Tm

}

= {(s2, k2), (s3, k3), . . . , (sm, km)} (7)

with

• −→
Ti : vector of topic number i, i ∈ [2,m] ∧ i ∈ N

• N: size of set TN . Note that N = m – 2 + 1 with m is the last topic number in the set.
• S = {s2, s3,…, sm}: set of topic ITFS values.
• K = {k2, k3,…, km}: set of coherence values.

Depending on coherence measures (CUmass or CV ), we can define the topic number
Tb with the best coherence value as:

Tb = {itfsb, kb} (8)

with conditions

• kb = max(K) if the coherence measure is CV
• kb = min(K) if the coherence measure is CUmass. Note that we use gensim3 for the

LDA training so CUmass values will be negative instead of fluctuating around 0.

3 https://radimrehurek.com/gensim/

https://radimrehurek.com/gensim/
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In (10), we will search for the best topic number Tb. Because the coherence values
are negative when measuring by CUmass so the best value will be the lowest one. In
contrast, we will choose the maximum value of set K for the Cv measure.

Next, set TN is visualized on a 2D plane with x-axis is for ITFS values and y-axis is
for coherence values. There are two clustering algorithms, affinity propagation [18] and
mean shift [19] used to cluster topic numbers into groups. We use these two because of
their benefit of no need to pre-define the number of clusters. In the experiment, affinity
propagation detects more clusters (with smaller number items in each cluster) comparing
mean shift so we take it as the first priority.

4 Experiments

4.1 Dataset

The dataset contains 3400 direct quotations extracted from Al Jazeera
news articles containing keywords (“coronavirus”, “COVID-19”, etc.)
related to the COVID-19 pandemic. Each quotation has 11
fields: quote_author, verb, object, quote, quote_sentence, news_url,
news_title, date, update_date, publisher, and news_author. We collect
quotations in 2020 and only use field quote” for the experiments. Other fields and their
combination with “ quote”, such as “ quote_sentence ”, “ news_title ”, or even
articles’ content will be used formining hidden topics but not in this research.

4.2 Stopword Removals and Coherence Measures

We use three options of removing stopwords in quotations:

• RV1: keep only noun phrases, used before training the LDA model.
• RV2: RV1 with non-stopwords (verbs, adjectives, adverbs), used before training the
LDA model.

• RV3: remove high frequency words (no matter word types) after training the LDA
model.

We observe that RV3 has a little contribution to the results because our corpus is
small. Therefore, we will not apply RV3 in our experiments. Next, stopword removals
are combined with two coherence measures (CUmass and Cv) to calculate the average
values of coherence, executed time and number of topics in 4 test cases. For each test
case, we run 5 times with the topic number from 2 to 50 before calculating average
values.

In Table 1, CUmass + RV1 gains the best executed time in all test cases and look
at all tests we can re-confirm that CUmass always runs faster than Cv. However, the
executed time is not so important when we focus more on the topic number with the
lowest value as possible. In that case, Cv shows a better performance, with 24.8 is the
average of number of topics. CUmass or Cv goes with RV1 produces better coherence
values compared to when going with RV2. This could be explained that RV2 contains
more terms in the corpus. Based on results in Table 1, we decide to choose Cv + RV1
for next experiments.
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Table 1 The comparison between 4 combinations of coherence measures and stopword removals
in 5 runtimes.

Avg. coherence Avg. executed time (s) Avg. no. of topics

CUmass + RV1 −18.51 274 32.6

CUmass + RV2 −17.74 282 46.2

Cv + RV1 0.66 342 24.8

Cv + RV2 0.62 360 35.4

4.3 Topic Number Clustering

Although Cv + RV1 offers us the lowest topic number as possible, we still prefer to
explore better values with the combination of coherence values and ITFS values. This
section is a demo for Sect. 3.5.

Coherence-itfs values are organized into clusters by two algorithms: affinity propa-
gation and mean shift. In Fig. 2 and Fig. 3, topic number 20 obtains the best coherence
value, viewed as the center point for searching relevant topic numbers. Figure 2 (affinity
propagation) shows a zoom that topic number 20 belongs to cluster 3. Besides cluster
3, topic numbers in cluster 2 can be chosen when they have a low ITFS (sum of ITF),
less than 28. In this case, some topic numbers (9, 10, 11, 13, 14, etc.) may be candidates
when gaining a low ITFS and the coherence value is higher than 0.63, a good enough
value.

Fig. 2 A graphical display for clustering coherence-itfs values: affinity propagation

Similarly, we can see in Fig. 3 (mean shift), topic number 20 belongs to cluster 0
with more elements. Hence, we clearly see that affinity propagation is better than mean
shift when it reduces the number of elements in a cluster. We manually choose relevant
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Fig. 3 A graphical display for clustering coherence-itfs values: mean shift.

topic numbers by using a greedy algorithm, the smaller topic numbers with high enough
coherence values compared to the center point (the topic number with the best coherence
value).

4.4 Explore Latent Topics

Depending on situations, if we want to have smaller topic numbers, we can do like in
Sect. 4.3 to get the proper topic numbers. However, we should start with a topic number
with the best coherence value to see how well our results are.

Table 2 describes 20 topics by terms and our guess for the topic names. It is not
easy to label topic names because some of them could be a mixture of several topics or
terms in topics or not enough clear to infer topic names. This may be from our corpus
is small and we are working on a niche topic like COVID-19. We take the topic names
from Table 2 and infer new ones, based on our understanding.

• Economics: jobs, employees, market, economic impacts, business, restaurants.
• Statistics of coronavirus: new cases, death cases, peaks, rate, outbreak.
• Healthcare: hospitals, patients, symptoms.
• Policies: lockdown, quarantine, time, risk.
• Corona virus by countries: US, China, Europe (Italy), Iran, Japan, Africa.
• Origin of coronavirus: evidences, concerns, responsibility.

We are a bit disappointed when some important terms related to the COVID-19
pandemic, such as “social_distancing”, “masks”, and “hand_washing” do not
appear in the top probable words in output topics. This can be explained when many
quotation authors are politicians, who may care more about economics and policies than
medical and healthcare issues.
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Table 2 Top 10 high probable terms by topics.

Topic Terms Topic name (our guess)

0 COVID-19, shops, government, cases,
temperature, science, European_Union,
World_Health_Organization, virus

–

1 Situation, government, jobs, thing,
coronavirus, concern, evidence, world,
spread, crisis

–

2 Information, opportunity, month,
government, country, People, president,
symptoms, confidence

–

3 People, number, day, death, way, cases,
workers, today, millions, new_coronavirus

Coronavirus cases (death, new cases)

4 People, countries, Africa, coronavirus,
community, South_Africa, EU,
COVID-19, federal_government, deal

Coronavirus in Africa and EU

5 People, police, Japan, lot, Europe, People,
COVID-19_pandemic, March, April, case

Coronavirus in Japan, EU

6 China, country, situation, calls, action,
risk, care, groups, Chinese, Everybody

Coronavirus in China

7 Cases, China, virus,
coronavirus_pandemic, things, water,
Italy, middle, crisis, country

Coronavirus cases in China and Italy

8 Coronavirus, virus, health, number,
lockdown, measures, residents,
government, quarantine, people

Policies

9 Fact, hospital, disease, families,
coronavirus, places, things, numbers,
markets, stake

Healthcare

10 Virus, country, risk, lockdown, lives,
people, Trump, new_cases, direction, time

Policies

11 Economy, people, data, hospitals, deaths,
weekend, patients, virus,
economic_activity, prisoners

Healthcare, economy

12 State, today, coronavirus, emergency, lot,
public_health, health, authorities, people,
possibility

Healthcare

13 Fed, people, virus, responsibility, war,
demand, peak, effects, reality, restaurants

–

(continued)
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Table 2 (continued)

Topic Terms Topic name (our guess)

14 Epidemic, market, spread, response,
movement, order, Americans, vaccines,
thousands, beginning

Market, healthcare

15 Year, week, coronavirus,
economic_impact, life, matter, months,
end, employees, March

Economics

16 People, COVID-19, impact, Iran,
outbreak, behaviour, virus, coronavirus,
country, threat

Coronavirus in Iran

17 China, virus, crisis, United_States,
coronavirus, US, individuals, month,
shock, number

Coronavirus in China and US

18 Government, pandemic, time, coronavirus,
PPE, risk, people, decision, extent, home

Policies

19 Work, staff, food, women, people, cities,
outbreak, reason, transmission, jails

–

From terms in output topics, we suggest to re-classify them into new topics, may be
based on word embeddings and definitions from dictionaries. This method is expected
to gain more accuracy when it captures the semantic meanings instead of the word
distributions. It is also interesting if we remove keywords that we use for searching
quotations in the output topics (coronavirus, COVID-19, etc.) because of their high
occurrence. We thus may able to label the topic names easier from a set of remaining
words. To solve the overlapping of topics, we suggest mapping all output terms to
Wikidata or Wordnet (entity linking). Based on their hierarchy system (hypernyms and
hyponyms), common terms will be decarded to gain a better topic recognition.

5 Conclusion

We present an unsupervised approach for mining hidden topics from quotations in Al
Jazeera’s news articles, related to the COVID-19 pandemic. The LDA model needs to
remove stopwords or high-frequency words or both to gain better performance but it
depends on the size of the corpus to make a proper decision. In our experiments, to keep
only noun phrasesworks best for themodelwhen it is able to obtain the highest coherence
value and the lowest topic number at the same time. Clustering topics by coherence and
ITFS values helps to reduce the topic number while still maintaining a good enough
coherence value. We consider terms in output topics as a positive suggestion to manual
label topic names although several topics may be a mixture of smaller topics. Our future
work is to overcome this drawback by applying amultimodalmethod, combineLDAwith
word embeddings, word definitions (WordNet), Wikidata, Wikipedia, and DBSCAN to
gain better performance.
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Abstract. The emerging issue of COVID-19, which is caused by the coronavirus
SARS-CoV-2 is a significant problematic issue. This disease has impacted world-
wide and covered the globe in its threat. Scientists and physicians have been
investigating pathophysiological aspects of this pandemic to understand the virus
structure for the treatment development. In this mini review, we briefly discuss the
characteristics of SARS-CoV-2, its origin, diagnosis, and treatment. This study
will provide an understanding of the role of artificial intelligence in this emerging
COVID-19 pandemic along with the impact in our society, economy, health, and
industrial level.

Keywords: Pandemics · COVID-19 · Artificial intelligence · SARS-CoV-2

1 Introduction

Coronavirus (COVID-19) is a syndrome that causes a respiratory illness with multiple
signs and symptoms. The severity of respiratory illness may vary from mild respiratory
distress to severe respiratory illness (SARS). COVID-19 belongs to the same family with
different characteristics, which is now called severe acute respiratory syndrome coron-
avirus 2 (SARS-CoV-2) or 2019-nCoV. COVID-19 is a single-stranded, pleomorphic or
spherical, positive-sense, and an enveloped RNA virus. This Virus has an envelope made
up of lipid bilayer in which spike proteins, envelope proteins, andmembrane proteins are
embedded. The envelope exhibits club-shaped projections of glycoprotein. The RNA is
embedded with nucleocapsid protein. Unlike coronaviruses group 2, SARS-CoV does
not bear a hemagglutinin esterase glycoprotein [1] (Fig. 1).
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Fig. 1. Coronavirus 2019-nCoV. Source: Politis, Periklis. “Reporting Strategies in Crisis: The
Case of Severe Acute Respiratory Syndrome.”

1.1 Host Range Diversity of CoV

As far as the diversity of coronavirus is concerned, there exists a vast host range. There are
four coronavirus classes based on host range; alphacoronaviruses, beta coronaviruses,
gammacoronaviruses, and deltacoronaviruses. Alphacoronavirus and betacoronavirus
infect humans while gamma and delta infect aves and fish, although few of these also
cause disease in humans [2].

There were only six coronaviruses known as SARS-CoV, HKU1, HCoV-OC43,
MERS-CoV, HCoV-NL63 and HCoV-229E, which cause a severe respiratory syndrome
in humans before 2019 [3]. In 2019, there was an emerging new virus from beta
coronaviruses, which causes respiratory infections and viral pneumonia in humans.

To get knowledge of the newly emerging 2019-nCoV, one should know its ori-
gin, where it comes from? The first Human coronavirus (HCoVs) was recorded in the
late 1960s. That virus disease was a clinical syndrome that mainly affected the res-
piratory tract and enteric and central nervous system diseases. After that, there were
new pandemics of human coronaviruses associated with a respiratory syndrome called
SARS caused by severe acute respiratory syndrome coronavirus (SARS-CoV) in 2003.
In addition to this, to rectify these pandemics’ problems, the increased research had
been conducted in 2004. As a result, two other human coronaviruses, HCoV-NL63
andCoV-HKU1 were discovered in the Netherlands and China, respectively [4].

Van der Hoek et al. took a nasopharyngeal fluid or aspirate from the child. That
child was diagnosed with fever, bronchiolitis, and conjunctivitis. They isolated HCoV-
NL63 from that child in March 2004. Furthermore, after one month, the same virus
had been isolated in April 1988 from a child suffering from pneumonia [5]. Moreover,
now in 2019, there is a massive outbreak of a novel coronavirus with various signs and
symptoms in Wuhan, the city of China (Fig. 2).
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Fig. 2. The worldwide impact of coronavirus infections.

1.2 Comparison of SARS-CoV 2 (COVID-19), SARS-CoV

Each virus has to bind to the host cell to get its entry and infect the cell. Novel coronavirus
binds a receptor of host cell called ACE2 (the angiotensin-converting enzyme 2) with
the help of spikes to ensure its entrance in the human cell so that it can infect. A protease
enzyme prepares the spikes to attach to cell receptors. Moreover, this enzyme may vary
among different viruses, but SARS-CoV and COVID-19 use the same protease named as
TMPRSS2 to get entry and proceed with the remaining replication process [6] (Fig. 3).

Fig. 3. The spikes of the both coronaviruses COVID-19 and SARS-CoV use (ACE2) receptor
and the same protease enzyme TMPRSS2 [25].

After getting entry into the host cell virus uses the host machinery to prepare its
proteins to increase its number, the virus assembles itself and buds off from the cell to
attack the predisposing site [7].

Like COVID-19,MERS coronavirus and SARS coronavirus are also from beta coro-
naviruses group associatedwith a respiratory syndrome,which ranges frommilder infec-
tion to severe infections. Moreover, current studies investigated that COVID-19 is more
associated with milder respiratory infections [8]. Research proves that COVID-19 is
more contagious and transmissible as it transmits in the community vert fast. COVID-
19 is also associated with secondary infections and symptoms like pneumonia, enteric
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distress, etc. Phylogenetic analysis of coronavirus showed that (COVID-19) is more
likely to resemble SARS-CoV about 70% [9] (Fig. 4).

Fig. 4. Phylogenetic tree of coronaviruses, new coronavirus COVID-19 shown in red [9]. (Color
figure online)

2 Worldwide Impacts of COVID-19

At the beginning of 2020, COVID-19 has caused the world to come into a particular state
of standstill. It has an unprecedented impact on multiple businesses across industries,
from the oil industry to the bankruptcy of various companies. A recent study [10] has
investigated different factors that reveal how COVID-19 economically will impact in
the coming few years. The same study also demonstrated a range of possible economic
costs concerning different leading economic countries during the coronavirus outbreak.
This health crisis has an outrageous impact globally not only in the business sector but
also on the public mental health.

People around the world face vigorous and intense health emergencies during the
current COVID-19 pandemic. People started to face social and mental health challenges
induced by the outbreak of the COVID-19. For example, the latest study [11] conducted
by the Imperial College Landon team collected a dataset based on the information like
age-specific contact patterns and the outbreak of the coronavirus severances. The study
highlighted the impact of the viral COVID-19 disease in 202 countries, such as China
and high-income countries. The study revealed that in the absence of various orga-
nizations and government interventions, the coronavirus epidemic would have caused
approximately 7 billion infections and 40 million worldwide mortalities in the present
year.

Another study [12] investigated the Psychological impact based on Depression
[15, 27],Anxiety andStress during theoutreachof theCOVID-19.The study reported that
people started to get depression due to the limitations of activities inside the home and the
continuous fear of getting the virus themselves or familymembers.

Several countries had implemented national school closures to avoid high mortality
rates in educational institutions. All the educational institutions, government, and private
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offices are either closed or function remotely. For instance, the following study [13]
was conducted on school social distancing practices during the coronavirus epidemic.
The study suggested that school closures prevent 2–4% of death casualties. However,
governments are providing continuous efforts to make people’s lives safer by taking
many initiatives like lockdowns to combat this highly contagious disease. However,
there is a need for vaccine development to ensure public health safety from a widespread
outbreak of an infectious disease.

3 The Role of Artificial Intelligence During Covid-19 Pandemic

The emergence of technology and Artificial intelligence (AI) has made human life more
comfortable, safe, and beneficial during the outbreak of the COVID-pandemic.

AI-based technologies have been used to combat and monitor the current epidemic
that has brought our society at a standstill. In addition to this, AI-based models have
been used to assist governments in ensuring public health planning by monitoring the
epidemic situation. There have been numerous studies to investigate how AI is being
used during the global pandemic. For example, the previous study [14] proposed an AI-
based system to estimate the size, lengths, and ending time of Covid-19. The study used
the AI system to analyze data collected from different Chinese cities, the first epicenter
of this disease.

Artificial intelligence has been widely used in the health care sector. A recent report
[13] demonstrated that AI-based technologies are extremely helpful in augmenting the
genome sequencing analysis, quick diagnostics of multiple diseases especially identify-
ing the COVID-19 symptoms, helping in scanner analysis, and for the research to evolve
the treatment process, in particular, a vaccine development process.

To combat the COVID-19 epidemic, a team of researchers from China, the USA
proposed an algorithm called “LinearDesign” to investigate protein folding [16]. The
algorithmpresents several benefits to study the structure of a virus’ secondary ribonucleic
acid (RNA) in terms of computational time complexity. The proposed algorithm is high-
speed compared with other available methods. For example, a report published in the
MIT technology review [17] published that the LinearDesign algorithm predicted the
secondary structure of the RNA sequence of Covid-19 in 27 s instead of 55 min. It also
provides new insights into the prevalence of coronavirus.

The leading tech companies have proposed various AI-based solutions to develop
vaccines for the COVID-19. Multiple algorithms have been proposed by the tech com-
panies to understand the protein’s structure since understanding the protein structure
helps to find out how it works. However, experiments that need to be performed for
investigating protein structure require a considerable amount of time, like in months or
longer.

Research has been done to design highly computational techniques to understand the
protein structure from the amino acid sequence. For example, DeepMind also proposed
an AI-based system known as the “AlphaFold AI system” to predict the coronavirus pro-
tein structures [18]. Similarly, other tech companies such as Google, Amazon, IBM, and
Microsoft have also taken several initiatives to combat the pandemic. These companies
have alsomade available computational sources (machines with acute computing power)
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to process and analyze a large amount of data related to molecular modeling, epidemi-
ology, and bioinformatics for the development of the coronavirus vaccine development
[19].

4 Diagnostic Methods for Covid-19

In such a public health crisis, fast and specific detection of COVID-19 is decisive to
manage the pandemic. Molecular-based tests are the main techniques for laboratory
diagnosis; these include reverse transcription loop-mediated isothermal amplification
(RT-LAMP), reverse-transcription polymerase chain reaction (RT-PCR), and real-time
RT-PCR (rRT-PCR). Furthermore, othermethods, such as viral culture, are not profitable.
The reason is that it requires a minimum of 3 days for SARS-CoV-2 to induce cytopath
changes. All methods to isolate viruses require specific biosafety facilities for personal
protection, which in most health care centers is not possible to maintain.

Serological antigen and antibody detection tests, on the other hand, have limitations
because it may be cross-reactivity with SARS-CoV. Nonetheless, seroconversion takes
some days (7–14 days), and titles are not related to viral load. Due to these restrictions,
themost useful and standard laboratory diagnostic test to detect coronavirus (COVID-19)
is still the reverse transcription-PCR (RT-PCR) [20, 21].

According to theWorld Health Organization (WHO) suggestions, patients suspected
with SARS-CoV-2 should be sampled for molecular testing. These samples might be
taken from the respiratory tract,mostly nasopharyngeal swab, but they can also be sputum
or bronchoalveolar lavage fluid.

Specific probes and primers were developed according to the genomic sequence
to create real-time RT-PCR diagnostic tests for SARSCoV-2. The open reading frames
(ORF 1a and 1b), envelope (E), nucleocapsid (N), and RNA-dependent RNApolymerase
gene (RdRp) are clue diagnostic targets for SARS-CoV-2 identification. Moreover, at
least two molecular targets must be included in the assays, so potential cross-reaction
with other coronaviruses and potential genetic drift are dodged [23].

RT-PCR results usually require approximately 2 to 8 days to turn into positive
after several days, and some patients might have initial test results false-negative for
virus infection [21, 22]. Therefore, patients presenting non-specific symptoms such
as fever, coughing, myalgias, sore throat, arthralgias, asthenia, or dyspnea along with
new COVID-19 contact, SARS-CoV2 infection should be diagnosed with typical chest
computerized tomography (CT) changes even though RT-PCR results from negative
[22].

For an efficient and accurate molecular diagnosis, appropriate sampling in time and
location is fundamental [22]. In some countries, there are not enough sources to train
appropriately and provide the right personal protective equipment to the people taking
care of these patients. So this is a severe situation, how can authorities manage this
crisis without putting in risk to their personal. There must be more research to find a
comfortable, economical, and safe way to make a timely diagnosis.
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5 Treatment

Specific antiviral drugs or vaccines to treat COVID-19 are not available nowadays. The
medical management of patients focuses on supportive care. These include oxygenation,
mechanical ventilation, thromboprophylaxis, antibiotics prophylaxis, and fluid therapy.
However, the requirement of an effective antiviral treatment has forced physicians to use
certain drugs just based on in vitro or extrapolated evidence [23]. Table 1 shows some
drugs being investigated for COVID-19 treatment recently.

Table 1. The table shows the investigated medicines for the treatment of COVID-19 in vitro
studies or in clinical trials [23].

Monoclonal antibodies are a trend in medical management mainly of autoimmune
diseases. Having recognized that COVID-19 pathogenesis includes a cytokine storm. It
had been suggested the use of Tocilizumab; a recombinant humanised monoclonal anti-
body against IL-6 receptor, as an effective therapeutic in covid patients. While shown
improvement in symptoms, oxygen requirement and computer tomography severity
score changes after the treatment with tocilizumab [24].
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5.1 Convalescent Plasma Uses Evidence

Another therapeutic option that has strong evidence in the treatment of COVID-19 is the
use of convalescent plasma. This therapy is found on the principles of passive immu-
nization, getting immunoglobulins from recovered COVID-19 patients, and transfusing
them to sick patients. In addition to this, plasma therapy is expected as prophylaxis for
health care caregivers. Eventually, scientific evidence has demonstrated excellent results
and fewer adverse events than other treatments [26].

6 Conclusion and Future Work

In this article, we aim to provide an overview of the Covid-19 pandemic and its global
consequences. The paper shed light on the impact of COVID-19 and estimated the
consequences that brought up to our society by the COVID-19 epidemic in terms of
industrial, educational, economic, and health-related challenges. The study highlighted
that to mitigate and overcome the consequences of the epidemic, we need to find the
treatment as early as possible. Our studies found that spike proteins of SARS-CoV-2
are 10–20 times more likely to bind with the receptors of human cells, i.e., ACE2 than
SARS-CoV of 2002, and that is why it spreads more rapidly human to human. Despite
having all structural and genetic similarities with SARS-CoV, SARS-CoV-2 could not
be captured by antibodies against SARS-CoV of 2002. So this study suggested that
specific antibody-based treatment should be introduced. We hope these findings will
substantially help make the design of potential vaccines and develop the treatments
for SARS-CoV-2. We plan to increase the dataset related to Covid-19 by using data
augmentation techniques to find people’s attitudes towards such pandemic.
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Abstract. Bots identification has gained relevance within social net-
works due to its ability to influence the opinion of users on political,
consumer and ideological issues. This is why research related to bot iden-
tification has grown in recent years. Various models have been proposed
for the identification of bots, but this is an issue that has not been
resolved yet. In this article, a model is proposed that, through the use of
specific preprocessing and a four-layer neural network, improves the bot-
human classification accuracy of Twitter messages, reaching a precision
of 0.9462, which represents an advance with respect to what is presented
in the state of the art with the same corpus.

Keywords: Bots identification · Neural networks · Twitter · Text
preprocessing

1 Introduction

Social networks nowadays play a significant role for political, commercial or
religious purposes. Bots are used to impersonate humans and try to influence,
either positively or negatively, on these issues on social media. For example, bots
can be used to give a positive rating to a certain product or to give negative
ratings to competitive products; they can also influence political campaigns to
create a preference or dislike for a particular candidate. Also, these are frequently
used to spread false news.

This is why the task of detecting bots, especially on Twitter, has gained
relevance. This document explains the approach taken to improve the state of
the art in the bot-human classification task in Twitter messages in Spanish,
using the corpus described in [11].

In the Sect. 2 a review of the state of the art is presented, emphasizing those
investigations where the same corpus was used; in the Sect. 3 the description
of the corpus used is made; Sect. 4 explains how the text was pre-processed,
vectorized and normalized, as well as the specifications of the neural network
used for the classification; the Sect. 5 describes the results obtained, as well as
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the comparison of these with those obtained in the state of the art; finally, in
the Sect. 6 the conclusions of the results obtained are written, as well as the
improvements that the model and future work may have.

2 State of Art

Bots detection extends beyond its analysis on Twitter; in [5] Hall et al. used some
basic characteristics of the articles of Wikipedia to identify bots, such as: article
modifications, time on site, among others. Using Random Forest and Gradient
Boosting he was able to detect bots with a precision of 0.88.

In [7] Kudugunta et al. used LSTM (Long Short-Term Memory) to detect
bots at the account level on Twitter, with a hundred percent accuracy in the
corpus created by them. As part of the preprocessing they used replacement of
hashtags, url, user mentions with static labels, the text was transformed into
lowercase, among others.

2.1 PAN 2019

PAN is an international forum that is responsible for promoting forensic investi-
gation of digital text by organizing shared evaluation tasks. In PAN 2019 [11] the
task “Bots and Gender Profiling” was proposed, whose objective is the multi-
language classification (between bots and humans) of Twitter messages. The task
of identifying the gender (male-female) of the tweets classified as human was also
proposed by PAN, but gender identification goes beyond this investigation. The
precision was used to determine the best approach.

Several approaches were presented to solve this task. The best ones, in terms
of bot vs human classification in Spanish, are:

In [10] Pizarro used as preprocessing the concatenation of the 100 tweets per
author in a single string, using a tag to separate the tweets, later he converted
the text to lower case and used nltk to tokenize. He replaced links, user mentions,
and hashtags with tags, respectively. SVM was used for the classification, using
character n-grams in a range from 3 to 5 and word n-grams in a range from 1
to 3. He obtained a precision of 0.9333.

Jimenez-Villar et al. [6] used the library TweetTokenizer to: concatenate the
tweets of each author in a string separating them with the tag END, replace the
line break with NL, convert to lower case, replace links with URL, and finally
replace user mentions with USER. Then, they used the text distortion method
DV-MA, where they consider Wk as the list of the k most frequent words of the
language, any word not included in Wk is masked by replacing each character
with a (*) and the digits are replaced with (#). To determine the most frequent
words they used DF (“Document Frequency”), FCE (“Frequently Co-occurring
Entropy”) and IG (“Information Gain”). As characteristics, they used character
n-grams with n from 3 to 5, eliminated the terms with less than three occurrences
and used SVM for classification. They obtained a precision of 0.9211.
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3 Corpus Description

The corpus used for the detection of bots on Twitter is the one used in the task
Bots and Gender Profiling of PAN 2019 [11].

PAN as part of this task, made available a multi-language corpus of Twitter
messages made by bots and by humans. For the purpose of this work, the corpus
in Spanish of this task was used, which is divided as shown in Table 1. For each
sample of the corpus there are 100 tweets, that is, for each author (bot-human),
there are 100 example tweets. The corpus samples are in xml format.

Table 1. Spanish corpus used in PAN 2019 for the task Bots and Gender Profiling.
The values presented in the column Bots and Humans refer to the number of authors
(samples) for each category, Total is the sum of these. The column Total Tweets
represents the total number of tweets we have (given 100 tweets per author -sample-)

Bots Humans Total Total Tweets

Train 2,060 2,060 4,120 412,000

Test 1,320 1,320 2,640 264,000

Total 3,380 3,380 6,760 676,000

4 Methods and Materials

As part of Tweets pre-processing: links, user mentions, and hashtags, respec-
tively, were replaced with fixed tags.

Dates, times and numbers were replaced with fixed labels, respectively, just
like the emojis. Special characters (unicode) were replaced by a fixed label. Line
breaks were replaced by a fixed label and all punctuation and stop words were
removed.

Tweets of the same author were concatenated into a single string, separated
by a fixed tag and converted to lower case. Subsequently all the labels were
replaced for later use by punctuation marks, respectively.

The vectorization was carried out using TfidfVectorizer of scikit-learn [8],
specifying in the parameters character n-grams of size 3. In addition, those
n-grams with an occurrence less than 2 were discarded.

4.1 Classification

The classification between bots and humans was done with a neural network,
tensorflow 2 [2] was used for its implementation.

For the construction of the model, four layers were used with 64, 32, 16 and
1 unit, respectively. After each layer a dropout of 0.8, 0.5 and 0.2 was used
respectively. Figure 1 shows the model specifications.
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Fig. 1. Specifications of the proposed neural network model

The first three layers used relu as activation function (this to avoid the prob-
lem of gradient fading due to the number of layers [3]) and a kernel regularization
l2 (0.001) to avoid overfitting [1].

The activation function for the last layer, sigmoid was used (in [9] it is shown
that sigmoid can be as effective as softmax for binary classification).

The model was configured with Adam as optimizer, objective function
binary crossentropy and metric accuracy. The training was done with 150 epochs.

5 Evaluation

Precision was used as an evaluation metric, this in order to compare our approach
with those presented in the state of the art with the same corpus. The program
was run ten times. The average of the executions is shown in graphs Fig. 2 (error
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during learning) and Fig. 3 (precision during learning). The average value in
precision at the end of the training is 0.9842.

Fig. 2. Error during the training of the neural network

Fig. 3. Accuracy during the training of the neural network

The result obtained in the test corpus is shown in the Table 2. As can be seen,
our proposal improves the result compared to the best state of the art approach.
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Table 2. Accuracy in the test corpus for the task bot-human Twitter messages in
Spanish classification

Our approach 0.9462 ± 0.0045

Pizarro [10] 0.9333

6 Conclusion

The preprocessing used allow us to reduce to a label that information that is
not relevant for the identification of bots-humans in tweets and helped us to
improve the precision in the bot-human classification task. The substitution of
dates, times and digits by labels helps to convert to a generic representation that
information that does not contribute to the bots-human style identification. The
use of neural networks, despite using a basic configuration (representation of
a bag of words as input), helped to make a better generalization of the prob-
lem. The precision obtained by the methodology proposed in this article reaches
0.9462, improving by 0.0129 the state of the art of Pizarro [10].

As future work, the use of embedded words as input to neural networks is
proposed, as well as the exploration of other neural network architectures. In
addition to expanding the research to other languages and the identification of
the genre of tweets made by humans.
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Abstract. Throughout history, human beings have used tales as a way of commu-
nicating ideas and transmitting knowledge. One of the great advances in this area
was obtained thanks to writing, a fact that substantially facilitated the transmission
of these stories. Being such an ancient activity in human history, it is not surprising
that it has been the object of study of artificial intelligence, from a very early time
in the development of the latter, leading, among other things, to the emergence of
the automatic generation of stories. The automatic generation of stories has been
a challenge that has been sought to be solved using different approaches. This
review brings together some of these guidelines for carrying out this endeavour.

Keywords: Computational linguistics · Automatic story generation · Narration

1 Introduction

Narration has been a theme that has accompanied human beings for many centuries.
Ancient evidence suggests the use of stories from a very primitive time of the human
being, in fact the transmission of stories in an oral way had been, for many centuries, the
predominantway to spread them. Thewritten narrativewas one of the great advances that
this field obtained, since it allowed, among other things, the intercultural transmission
of stories. In more recent times, the development of the printing press meant another
progress for the propagation of these stories and in the last century the computer and
the web have allowed that stories of any origin can reach almost any corner of the
earth, however, all these stories have something in common, they have been the result
of human’s imagination.

Artificial intelligence has been used to solve different tasks pertaining to human
beings, either reducing cost, time, effort, among other elements that have led to a new
way of using computers, but among all this repertoire there is a question that has intrigued
the scientific community: Can a computer be creative?
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This doubt seems to be far from having an answer that satisfies both the people that
belong to this branch of science and those that do not, but one of the ways that can lead to
clarify this enigma is the resolution of tasks that seem to appeal to man’s creativity. One
of these tasks is the automatic generation of stories, which has not yet a clear solution
or a basic methodology to be solved, although some patterns have been identified [15].

In this review some of the approaches with which this task has been tried to be solved
are contemplated; we provide an overview, addressing first the symbolic approach and
then the neural approach.

2 Symbolic Approaches

In a very general way, there are two approaches for solving the task of automatic story
generation, the symbolic approach and the connectionist one.

In the firstworks carried out to perform the activity of automatic generation of stories,
the symbolic guideline was used. One of the main strengths of this approach is the ease
with which it is possible to delimit the path followed by the actions of the story. However,
one of its disadvantages is the lack of creativity, in other words, stories tend to be very
repetitive and have a very reduced repertoire of events.

These works can be divided into two main areas, those case-based and those event-
based.

2.1 Case-Based Methods

Case-basedmethods are so called because they are strongly restricted to solving a theme,
either the stories domain, the author goals or both.

2.1.1 Methods for Specific Domain Stories

In 1987Meehan [1] with TALE-SPIN, generates different characters and their respective
goals. The system must look for an outcome for the resolution of these goals using an
inference engine based on common sense reasoning theories; all the stories are based
on King Arthur’s stories. Then in 2010, Riedl et al. use the IPOCL methodology [6]. In
that work, they write fables from POCL (Partial Order Causal Link) algorithms using
operators, preconditions and effects of the operators.

In 2014, McCoy et al. [9] generate prom stories using knowledge bases about the
social structure, its norms, the cultural aspect and the desires of the characters, as well as
concepts of social interaction. Finally, in 2016, Calvo et al. [10, 11] use literary structures
forwriting a story and evaluate the stories generated, their results are presented inTable 1,
in comparison with other works.

2.1.2 Methods for Solving Author’s Goals

In 1987, Lebowitz [2] with UNIVERSE, [2] uses a hierarchical planner to turn the
author’s goals into a story. This is achieved with hierarchically structured rules to find
related tasks that can achieve that goal. In 2009 Porteous et al. [5] use reference points
obtained from the author for finding different events that lead to a goal established by
the human agent.
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Table 1. Comparison of models with a symbolic approach. First two columns from [4].

Metrics MINSTREL [3] MEXICA [4] Literary structures [10, 11]

Sample 50 50 32

Cohesion 2.9 3.8 4.5

Coherence 3.2 3.7 3.6

Content 3.6 4.1 NA

Interestingness 3.3 3.8 4.0

Novelty NA NA 4.0

General 3.3 3.8 4.0

2.1.3 Methods for Specific Domain Stories with Author Goals

In 1993, Turner [3] withMINSTREL, generate new stories using existing story concepts
as a basis. The system must adapt these concepts through a model of computational cre-
ativity that satisfies the objectives of the author and the story. Additionally in 2002, Pérez
y Pérez et al. with MEXICA [4] use a cognitive method of engagement and reflection, in
order to use already known narratives and generate a new story that maintains coherence
and an increasing tension throughout the story. These methods are compared in Sect. 4.

2.2 Event-Based Methods

The event-based methods use a concept called events to construct the storyline. The
events are the actions or the transitions form one state to another. In 2012, Onodera
et al. [7] use different states generated in a virtual world from a storyline and values of
characters, objects and places. Then the user selects the states they want in the story,
the system transforms them into events and finally uses a circular generation process to
transform these events into sentences.

In 2014, Gervás et al. [8] use states of theworld and simulate the interactions between
the world and the different characters, choosing the simulation that best corresponds to
the established narrative characteristics.

In addition, Adolfo et al. in [12] propose a model with events that emphasizes the
development of characters through the use of events. The objective of this model is to
develop stories for children. Finally, in 2019 Farrell et al. [13] propose a system based
on Indexter [14] to obtain the relevance of the events in different stories and to direct
the story based on the relevance of those events.

3 Neural Approaches

Every big advance in the neural networks field has been used for automatic story gener-
ation. Methods with this approach solved the problem of the lack of novelty in stories,
but it was difficult to maintain the coherence of the story [29].
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Some of the proposals for generating text have been sequence-by-sequence models
(seq2seq) with recurrent neural networks (RNN), in particular gated recurrent networks
and the long short-termmemoriesGRUandLSTM.Another proposal is the unsupervised
learning by means of generative adversarial networks GAN or Bidirectional Associa-
tive Memories [39]. In the literature we have also found pre-trained language models.
However, all the alternatives that use only this type of approach have failed in the task
of writing a history that maintains coherence.

In this section, we will review methods divided according to the type of guideline
used to generate the storyline,which is segmented into thosewho have an explicit scheme
and those who do not.

3.1 Methods for Stories without an Explicit Outline

These methods do not have a delimited section for generating the storyline. They can be
classified as those that write a story without a specific focus and those who have specific
requirements.

3.1.1 Methods with a General Approach

Jain et al. [16] in 2017 start from small descriptions and use statisticalmachine translation
and sequence-to-sequence networks to obtain a story. Their results contain very little
cohesion; however, it has served as a basis for the use of hybrid systems. Furthermore
Clark et al. [17] in 2018 use a generation model based on entities. This model takes
into account the general content of these entities, the content of the previous sentence
and the already written content of the same sentence and generates the next word. Then
encodes these three elements and uses a recurrent neural network in order to generate
a sentence. In this research a significant advance is achieved, however, human judges
perceive a lack of fluency in the story.

Fan et al. [19] in 2018 also separate the problem into two parts: The generation
of a premise and the generation of a story from that premise. The story base was
obtained through instructions provided by the researchers to different writers. To obtain
the premise, they use a seq2seq encoder-decoder convolutional model. In particular they
use a non-contextmodel with two attention elements, multiscale and closed. Finally, they
use a fusion model to retrieve information in the hidden layers. The premise becomes
a story using a top-k random sampling scheme on the models. With this approach, the
stories have significant coherence but little cohesion.

Peng et al. [20] in 2018 focus on achieving controllability of automatic story gen-
eration. They are based on the closing valence and the story line. To obtain the closure
validity they use a logistic regression classifier based on a LSTM and for the generation
they use a conditional language model in the same way with LSTM. For the argument
line they obtain the keywords and they obtain a graph of the document with weights for
each keyword. The generation is also made with a LSTM with attention. An effective
control of the end of an unfinished story is achieved. However, the generation of a story
from some words is not yet a very coherent story.
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In 2019, Yao et al. [24] proposed generating a story line from a title and then turning
it into a story. For the creation of the static storyline and the generation of the text,
they use a LSTM. The stories have a good performance in coherence terms. Also in
2019, Fan et al. [30] propose a semantic role labeling to improve their proposal in [19],
obtaining much better results than in their previous work. The semantic role labeling
achieves that two sentences containing two different structures and the same meaning
can be interpreted as the same entity.

Among the last works carried out, is that of Guan et al. [31] who use a system
that generates a pre-trained model from two common sense knowledge bases, Concept-
Net and ATOMIC. First, they transform the ontological base into simple sentences and
with this information they use the GPT-2 architecture [34] with fine tuning. With this
work, they obtain decent results in terms of fluidity and improve the state of the art
corresponding to coherence.

In 2020, Ippolito et al. [32] use a sentence level model. This model consists of the
following phases: A sentence embedder obtained with BERT [35], a candidate sentence
generator made with both an MLP and a residual MLP, and an auxiliary loss resulting
in a distracting set. They conclude with some ideas to modify the model, since there is
a strong dependence on the embedding space.

3.1.2 Methods Without a General Approach

Themethods [21, 23, 25] and [27] try to solve specific problems, for example Roemmele
et al. [21] in 2018 show a “creative” assistant to continue a story with a sentence that is
the result of a model with a recurrent neural network and that uses a variable that adjusts
the probability distribution of the model, showing that the most creative proposals were
also the least useful for the human author.

Ding et al. [23] in 2018 use 3 components, the first is a seq2seq generator with a
LSTM, which given a context, generates an ending, the second component is a binary
discriminator that receives both the context and the ending and classifies it as a human-
made or machine-generated ending, the third component is an adversarial training pro-
cess between the two previous components. In this work “good” endings are obtained
according to human evaluation.

Additionally, Luo et al. [25] in 2019 use two components for their system, the first one
is a sentiment analyser that adopts three methods, an unsupervised rule-based method,
a linear regression model and an adversarial learning model. For the second component
they use a seq2seq model controlled by the intensity of the feeling. They manage to
obtain a good result according to the intensity of the feeling sought, but like the previous
papers, some sentences lack coherence. Likewise, we can observe the work in Guan
et al. [27] in 2019 who use two components, the first one is an incremental encoder with
a LSTM to obtain the clues that are used to reach a conclusion. The second element is a
multi-source attention mechanism that is used to obtain the context of a common sense
knowledge base. With this work, an increase in the fluidity of the story is obtained, but
it does not improve the coherence of the story.



86 B. D. Herrera-González et al.

3.2 Methods for Stories Without an Explicit Outline

These methods show some kind of planning for the generation of the storyline. In 2018,
Martin et al. [18] separate the task into two parts. The first consists in the generation
of the series of events that make up the story, and the second one in the narrative that
describes these events. Events are separated into tuples of subject, verb, object, a wild
card, and literary genre; to find the next event they use a multi-layered recurrent code-
decoder network. An LSTM network with Beam Search is used to transform events into
sentences. They perform favourably in obtaining new events; however, the generation
of sentences is deficient as it lacks a coherent structure.

Furthermore, Xu et al. [22] in 2018 use a scheme that they call skeleton and then
convert it into sentences. The system consists of two modules, the first one obtains the
skeletons from the database using a seq2seq model with encoder and decoder based on
LSTM. The second module contains two sub-modules, which are input to skeleton and
skeleton to sentence. To obtain the input to skeleton, a seq2seq structure is used, where
the encoder is hierarchical and the decoder is attention based, the submodule in charge of
transforming the skeleton into a sentence uses a seq2seqmodel with encoder and decoder
based on a single layer LSTM with attention mechanism. These two modules are linked
by a reinforcement learning algorithm. The results shown have a good coherence and a
better fluency.

Tambwekar et al. [26] in 2019 propose to use verbs as history objectives. Reward
is obtained by multiplying two parameters: the distance, that is, the number of verbs
between the candidate verb and the target verb, and the frequency of the candidate verb
before the target verb. To avoid a short story, they use a cluster of verbs. The output of
the system are events in tuples of subject, verb, object and wildcard. That paper presents
a rather unseen proposal, however, the absence of an event to sentence component limits
the correct interpretation of the results.

Additionally, Ammanabrolu et al. [28] in 2019 use 5 different methods to transform
events into sentences, using as a basis the events obtained with [25]. The first method
is based on Hashimoto RetEdit [33] in 2018, the second method is a template filling,
using a simplified grammar and a LSTM, the third method is aMonte Carlo Beam search
applied to a seq2seq model, the fourth method is a restricted beam search with finite
state machines as a guide. The result is an assembly of the five proposals based on the
highest confidence obtained by the five methods. In that paper, a better performance
for the translation of events into sentences is observed, although there is still a lack of
development to obtain a coherent text.

4 Recent State of the Art Results

One of the biggest obstacles in this field is the evaluation of the work. There have
been different proposals to carry out this work but the one that has been highlighted is
the subjective evaluation. In most cases, stories generated by the systems proposed to
human beings are presented, and the latter are in charge of judging them. However, some
parameters of this evaluation vary from one to another. This represents a great difficulty
to be able to compare them and establish new benchmarks in the state of the art.
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Most of the methods with a strong symbolic focus aim to present a new model, often
with the stories generated, but very few quantify their results in any way, although they
use different metrics. In Table 1 we can see the results presented by the methods in this
type of approach, the table is a complement of the one used in [4], which shows results
of [3] and [4] and with the normalization of [10, 11].

As for the results of neural generation, most of them are compared with other models
of neural generation, either controlled or uncontrolled, whichmakes the comparison very
difficult. For this reason, it was decided to use the results from [31], which contain most
of the advances in the area, except for those from [28].

In Table 2 we can see the perplexity. It can be inferred that the lesser the perplexity,
the greater the cohesion of the story, although there are elements in which this does not
apply. This is due to the fact that the perplexity calculated in these works is calculated
with the tokens, whilewithGPT-2 and [31] it is calculated bymeans of byte-pair codings.
We can also see BLEU [36] with BLEU-1 y BLEU-2, although its usefulness seems to
be very low because it indicates how much the n-grams of the automatic history overlap
with those of the human story. The coverage evaluates the percentage of common-sense
knowledge triplets present in the story. The repetition [37] evaluates the percentage of
generated stories that repeat at least once an n-gram, the author used n equal to 4. The
distinction [38] shows the percentage of n-grams with respect to the other n-grams, he
also used n equal to 4. In Table 3 we can see the human judgment they carried out in
[31]. We can also see that in [28] a measure of 70,179 was obtained on the tokens and a
measure of 0.0481 with BLEU-4. Figure 1 shows the human evaluation rated from 1 to
4.

Table 2. Automatic evaluation of models with a neural approach. Table from [31].

Models Perplexity BLEU 1 BLEU 2 Coverage Repetition-4
(%)

Distinction-4
(%)

[19] N/A 0.322 0.137 12.02 24.23 72.82

[25] N/A 0.308 0.126 13.38 17.06 67.2

[22] N/A 0.267 0.088 10.82 18.34 69.42

[30] N/A 0.293 0.117 10.38 15.36 73.08

[34]
(Scratch)

11.82 0.311 0.134 10.76 22.87 73.33

[34]
(Pretrain)

33.5 0.257 0.085 8.04 39.22 64.99

[34]
(Fine-tune)

7.96 0.322 0.141 12.4 29.41 73.85

[31] 7.85 0.326 0.143 18.48 21.93 78.96
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Table 3. Human evaluation of models with neuronal focus. Table from [31].

Models Grammaticality % Logicality %

Win Lose Tie Win Lose Tie

[31] vs. [19] 50 27 23 57 28 15

[31] vs. [30] 58 24 18 58 29 12

[31] vs. [34]
(Scratch)

54 24.5 21.5 54 26 20

[31] vs. [34]
(Pretrain)

52 31.5 16.5 56.5 32.5 11

[31] vs. [34]
(Fine-tune)

42 28 30 51 27.5 21.5

Fig. 1. Human evaluation [28]

5 Conclusions

The symbolic approach established a very high base in terms of the development of the
story, with very good coherence and cohesion, but the lack of originality in these stories
has caused it to be studied from a neural generation perspective. The best results in stories
using the symbolic approach got better performance in some metrics than stories written
by humans. They have a great level of coherence, and it was a major objective in the
development of those stories. The same stories have a good performance in coherence,
but only enough to understand the story without any problem.

Most of recent research uses the neural approach. The stories written using this
approach have a novelty upgrade, but the coherence and cohesion is lower than those
written with the symbolic approach. In the last papers we can see a great performance
in cohesion but the difference in coherence between both approaches is still great.
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Another point to highlight is the strong gap that still exists between the symbolic
approach and the connectionist approach, but apparently using a hybrid approach is still
an area under development.

Finally, better results have been obtained in terms of story coherence in recent works
that generate events and translate them into sentences, so a good performance has been
obtained in the controllability of the story without necessarily using a strong symbolic
representation.
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Abstract. In general, it is advisable to evaluate ontology designed quality before
developing an Information System based on Ontologies. Principles of ontology
design, focus on ontologies design that can be reusable, easy-to-use, maintain
and update over time. In this work a model for quality verification of the ontology
design is proposed, it is based on ontology design principles of [4, 20, 22].Method-
ology starts with an analysis of design principles, then principles are grouped into
verification or evaluation collections and following verification techniques was
established: 1) minimalist; 2) consistency; 3) flexibility; 4) standardization; 5)
redundancy; and 6) efficiency. The main contribution of this work is a qualita-
tive and quantitative model for the verification of an ontology applying design
principles. As an application case, quality evaluation of ontological model for
OntoPAA is performed, results show that ontology evaluated complies with design
techniques that guarantee an adequate level of quality.

Keywords: Ontology design principles · Ontology verification techniques ·
Ontology evaluation · Ontology quality

1 Introduction

Ontology engineering is a branch of knowledge engineering that focuses on ontologies
construction. It contemplates the study of ontology develop process, its life cycle, meth-
ods and methodologies to design ontologies, as well as the tools and languages for its
construction. Before developing an Information System based on Ontologies, it is advis-
able to evaluate quality of an ontology design. The OntoPAA ontology [15] is used as an
application case. The method is integrated by a set of techniques that group in six cat-
egories: minimalist, coherence, flexibility, standardization, redundancy and efficiency.
The method is based on the design principles proposed by Gruber [20], Barry Smith [4],
and Morbach, Wisner and Marquardt [22].
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1.1 State of the Art

Since 1998, Guarino [11] defined term Information System based on Ontologies. Some
authors such as Guarino [11], Colomb [17], Soares and Fonseca [3], Yildiz and Micksh
[5] agree that the ontologies used in Information Systems contributes an improvement
in the applications developed. For this reason, it is important to have a mechanism to
evaluate the quality of an ontology design.

Literature on the ontology evaluation is fragmented, there are approaches that address
specific evaluation issues, but not in a systematic way. Hartmann [10] introduces itself in
the problems by providing a classification of network of ontological evaluation methods
that allows to present methods in terms of structure, function, application, users types,
and usability, among others. Relevant authors such as Porzel and Malaka [18], Gómez-
Pérez [2], andNoy [13], proposed differentmethods tomeasure ontologies.Other authors
made proposals associated with the evaluation of the quality of an ontology, for example,
Tartir [19] presented a proposal based on metrics related to the ontology schema and the
knowledge base; while Guarino and Welty [12] identify the problem areas that should
be examined for rigidity, identity, unity and dependence in their work of OntoClean.

On the other hand, Gangemi [1] proposed three types of evaluations: 1) functional,
it is focused on verifying that ontology meets its objective; 2) usability, it analyzes
metadata and annotations; and 3) structural, that validates the structural properties of the
ontology as a graph.

Other authors proposed methodologies that use and develop tools to support the
ontology evaluation, for example, Corcho [14] proposed a tool called ODEval that auto-
matically detects syntactic problems of ontology, such as cycles in inheritance tree of
classes, inconsistency, incompleteness and redundancy. In 2005 Cross and Pal [21] inte-
grated a plug-in in the editor Protegé that allows to evaluate the ontology quality based
on the ontology definition and actual occurrences of ontological concepts.

Another approach is based on use of dimensions and metrics. Mostowfi and Fotouhi
[7] proposed 8 metrics to evaluate an ontology, unlike other authors, they define a set of
transformations to improve ontology quality. In addition, in OnQual, Gangemi [1] pro-
pose the ontology evaluation in three dimensions: the syntax and semantics of the ontol-
ogy; the functional; and usability profiles, including 32 characteristics. Other authors
approach the validation of ontology quality from point of view of Information Systems
based onOntologies Barchini [8], Fonseca andMartin [6], Colomb [17] and Colomb and
Weber [16]. In general, they proposed dimensions and evaluation indicators to determine
ontology quality level. As it is observed, there is a need to validate ontologies that are
designed to identify points of improvement.

A proposal that contemplates some of principles of ontology design is the work
of Barchini [9], author proposed 4 dimensions to evaluate operationally the ontology:
a) descriptive, degree to which ontology provides information about its characteristics,
meets a minimum ontological commitment, identifies the recipients, who is it?; b) struc-
tural, validated that the ontology expresses concepts explicitly, formal and consensual,
associatedwith syntax and semantics, meets the specified requirements, what knowledge
of domain contains? c) functional, valid if ontology does what end user intends; and d)
operational, valid use capacity, can be used effectively.
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Within structural dimension includes a sub-dimension called ontology in which
it establishes indicators to evaluate the ontology design [8]. The main indicators are
subdivided into classes and instances, relationships and axioms.

However, as we can noticed, there is a diversity in the criteria to determine character-
istics that allow to evaluate ontology quality and way in which evaluation is done, most
have an approach based on the components analysis (classes, relationships and proper-
ties). They not properly consider the design principles of ontologies. It is a priority that
before realizing an Information System Based on Ontologies, to have the certainty that
ontology is adequate and has quality.

In this context, this work proposes techniques for the evaluation or verification of
the ontology design, based on ontology design principles of Gruber [20], Barry Smith
[4] and Morbach, Wiesner and Marquardt [22].

2 Methodology

Methodology used starts with an analysis of design principles of three authors, then the
principles are grouped into verification or evaluation collections to establish verification
techniques: 1) minimalist verification; 2) consistency verification; 3) flexibility veri-
fication; 4) standardization verification; 5) redundancy verification; and 6) efficiency
verification. Finally, techniques are applied to an application case, and the OntoPAA
ontology [15] quality assessment is performed.

3 Principles of Ontology Design

To guarantee quality of ontology design, authors such as Gruber [20], Barry Smith [4]
and Morbach, Wiesner and Marquardt [22] have defined quality criteria that guide the
design and construction of ontology, this allows to evaluate quality of the design. The
criteria also known as principles of ontology design, aim to design ontologies: reusable,
easy-to-use, maintain and update over time. Reuse of an ontology refers to its ability
to adapt to arbitrary application contexts, even in those not predicted at the time of
its creation. Usability refers to effort required by a user to use ontology, its goal is to
minimize the effort required and can be used by humans or machines under a specific
application context.

Gruber [20] as part of his work proposes 5 criteria or design principles: clarity, coher-
ence, extensibility, minimal coding tendency and minimum ontological adherence. On
the other hand, for Barry Smith [4] is important that an ontology allows its adoption
in the future, therefore, it emphasizes support for information exchange of the ontolo-
gies. This author proposes 14 principles for the design of an ontology: intelligibility,
openness, simple tools, reuse of available resources, terminological moderation, intel-
ligible definitions, terminological coherence, compound terms construction, instances
types, non-circularity, singular nouns, consistency in use of operators for the terms con-
struction, non-subjective definitions and non-redundant definitions. Finally Morbach,
Wiesner and Marquardt [22] from construction of a enormous ontology of chemical
domain called OntoCape, propose a set of recommendations to evaluate the quality of
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OntoCape, they applied following design principles: consistency, concise terminology,
intelligibility, reusability, adaptability,minimumontological commitment and efficiency.

The principles for the ontologies design proposed by the authors, evidence similari-
ties between them, per contra, there are important contributions that one author considers
and another not, due to the nature of the knowledge domain in which they have devel-
oped their work and so principles that they conceptualized are related to their domain.
Gruber has developed his work in the field of Computing, Smith in the Biomedical area
and Morbach in the field of chemistry and chemical engineering.

4 Verification Techniques of the Ontology Design

Based on the ontology design principles of authors described in the previous section, a
grouping of principles is performed to determine verification techniques of an ontology
design.

The design principles of first group associatedwithminimalist verification technique,
which focuses on validating the compliance with minimum indispensable principles
that must be met by ontology design, including: clarity, intelligibility, homogeneity,
non-subjective definition, intelligible definitions, non-redundant definitions, compound
terms, consistency in the operators use and documentation.

The minimalist verification technique proposes:

1. To axiomatise to greatest extent possible the formal definitions.
2. Use defined classes and bounded constraints.
3. Use a homogeneous style that facilitates understanding of new concepts.
4. Document ontology considering: a) comments within the formal specification of

ontology; b) elaborate a reference guide oriented to application developers based on
ontology; c) develop a usermanual; and d) develop a design document for developers
who will maintain and make updates to the ontology.

The technique of consistency verification, focusing on validating compliance with
coherence principle that is proposed by authors analyzed. Proposes to use ontology
publisher’s tools such as Protégé of Stanford University, to perform validation of syntax
and logical consistency. There are reasoners such as Pellet, RacerPro, or FaCT++ with
which more sophisticated consistency tests can be performed.

The flexibility verification technique, focused on validating compliance with princi-
ples of extensibility, personalization, openness and adaptability. Proposes to modularize
an ontology in domains and sub-domains of application or conceptualization and that
this facilitates adaptability, extensibility and personalization.

The standardization verification technique focuses on validating compliance with
the principles of minimum coding trend, simple tools, and reuse of available resources.
Proposes to use an ontology representation language that is standard, and is accepted by
community. Where possible reuse and import ontologies that handle generic concepts
such as time and measurements, among others.
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The redundancy verification technique focused on validating compliance with the
principles of concise terminology and terminological moderation. Proposes to use ontol-
ogy editors such as Protégé that include mechanisms to perform the detection of redun-
dant axioms, for example cardinality constraints that specify a minimum cardinality of
zero. However, many of problems of redundancy in an ontology are caused by errors in
the model design, to detect them a manual inspection must be done. Therefore, redun-
dancies elimination in the design is achieved gradually, through continuous reviews and
ontology re-engineering.

The efficiency verification technique focused on validating compliance with princi-
ples of minimum ontological commitment and efficiency. Proposes to comply with the
concise terminology principle, which involves fewer axioms and is easier to process. The
axioms number is one of many factors that influence efficiency. Also, type of axioms
influences, some are more difficult to process than others.

A quantitative model is also proposed that admits evaluating each design principle
considered in the verification techniques as shown in Table 1. Compliance with the
principle implies the assignment of 1 point, if it is fulfilled to a lesser extent, a specific
weight is determined according to with the covered.

Table 1. Quantitative model of minimalist verification techniques.

Verification technique Design principle Complies Total

Minimalist Clarity +1 9 points

Intelligibility +1

Homogeneity +1

Non-subjective definitions +1

Intelligible definitions +1

Definitions not redundant +1

Compounds terms +1

Consistency in operators use +1

Documentation +1

Coherence Coherence +3 3 points

Flexibility Extensibility +1 4 points

Customization +1

Opening +1

Adaptability +1

Standardization Minimal encoding trend +1 3 points

Simple tools +1

Reuse of available resources +1

Redundancy Concise terminology +1 2 points

Terminological moderation +1

Efficiency Minimum ontological commitment +1 2 points

Efficiency +1
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5 Results: OntoPAA Application Case

In [15] an ontological model is designed for customization of learning activities called
OntoPAA, this model is taken to evaluate its quality based on 6 minimum verification
techniques. The objective of ontological model OntoPAA is to personalize learning
activities of a course in such a way that student is assigned learning activities associated
with his profile and act as motivators, and others that contribute to development of
cognitive skills in accordance with the objectives of the course.

OntoPAA is composed of 4 ontologies: Profiles, Students, Courses and Learning
Activities (see Fig. 1). Each ontology is independent of other in order to be able to reuse
them.

The Profiles ontology are constituted by attributes with information from the Cog-
nitive Theory of learning and thinking styles. The Students ontology is integrated by
attributes that allow to know student learning style, seeks to characterize the student.
While in the Courses ontology the information of available courses is concentrated,
dividing content of course into a maximum of 10 sub-themes, each sub-theme having
associated learning resources and supporting tools. Finally,Learning Activities ontology,
concentrates learning activities of the course for each profile.

It is intended to develop an Information System based on OntoPAA, so it is impor-
tant to do the evaluation of it to avoid problems with the system development that
are generated by the ontologies. Table 2 shows the quality evaluation of the OntoPAA
ontology.

Table 2. OntoPAA quality assessment.

Verification technique Ontological model for the Personalization of Learning Activities
(OntoPAA)

Minimalist All classes are defined with bounded constraints
A homogeneous notation is applied in names of ontologies, classes,
DataProperty, etc.
Comments are included in the specification
It includes the reference guide and the ontology design document
User manual required

Coherence The consistency check with Pellet is applied from Protégé,
guaranteeing the logical consistency

Flexibility The ontological model is divided into 5 ontologies with the aim of
modularizing and facilitating reuse

Standardization No exist any ontology in the knowledge domain that could be reused
given the discipline in which the ontology is focused

Redundancy Two redundancy problems were identified between the Profiles
ontology and those of Activities and Courses, design was adapted
integrating relations between classes that generated redundancy

Efficiency The axioms included are minimal and simple. However, this does
not fully guarantee efficiency of the ontology
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Fig. 1. OntoPAA ontology [15]
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When evaluating the ontology quality based on quantitative model, missing values
are established so that it is clear on which points to work to improve as shown in Table 3.

Table 3. OntoPAA quality assessment.

Verification technique Design principle Complies Total

Minimalist Clarity +1 6.5 points

Intelligibility +1

Homogeneity +1

Non-subjective definitions +1

Intelligible definitions +1

Definitions not redundant +0.3

Compounds terms 0

Consistency in operators use +0.5

Documentation +0.7

Coherence Coherence +3 3 points

Flexibility Extensibility +1 4 points

Customization +1

Opening +1

Adaptability +1

Standardization Minimal encoding trend +1 2.5 points

Simple tools +0.5

Reuse of available resources +1

Redundancy Concise terminology +0.7 1.2 points

Terminological moderation +0.5

Efficiency Minimum ontological commitment +1 1.2 points

Efficiency +0.2

The quantitative model shows that the verification gives a level of 18.4/23. For this
reason the areas where should work are shown in Table 4.

According to Table 4, the items with greatest problem have a value of −1, they are
the ones that must be addressed first, in this case terms compound terms and efficiency.
Furthermore, there is redundancy between Profiles ontology and Learning Activities
ontology.
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Table 4. Areas to work in OntoPAA.

Design principle Value

Definitions not redundant −0.7

Compounds terms −1

Consistency in operators use −0.5

Documentation −0.3

Simple tools −0.5

Concise terminology −0.3

Terminological moderation −0.5

Efficiency −0.8

6 Conclusions

According to literature, there is a diversity in criteria to determine characteristics that
allow to evaluating ontology quality and way in which evaluation is achieved, most of
them have an approach based on the components analysis (classes, relations and prop-
erties), however, ontology design principles are not properly considered. The proposed
model uses basic ontology design concepts, which in many cases are ignored and its
impact is considerable in quality of ontology designed. In addition, it allows to vali-
date ontology with the participation of knowledge engineer, knowledge domain expert
and end user, by applying verification techniques: minimalist, consistency, flexibility,
standardization, redundancy and efficiency.

The design principles of minimalist verification technique: clarity, intelligibility,
homogeneity, non-subjective definition, intelligible definitions, non-redundant defini-
tions, compound terms, consistency in use and documentation of operators, allow to
validate compliance with the essential minimum principles in ontology design.

Theminimalist verification technique considers in the first place to axiomatize formal
definitions as much as possible, to use the defined classes and limited restrictions, as
well as a homogeneous style that facilitates the understanding of new concepts, finally
it proposes to document ontology considering: a) commenting on formal specification
of ontology; b) develop a reference guide for application developers; c) develop a user
manual and a design document for those responsible for maintaining and updating the
ontology. Thus, it ensures that ontology design principles have been properly applied.

To establish the quality level of an ontology design, the assignment of points for each
verification technique is contemplated, considering level 1 in case of complying with
only 1 verification technique, while a level 6 will be obtained when complying with all
of them.

In the case a checklist is shown that facilitates validation of ontology by applying
verification techniques. The results show that OntoPAA has a level of quality level 6, as
it complies with all verification techniques.
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Although the evaluation of ontologies is not usually integrated in the methodologies
for their construction, it allows to identify design errors before development of informa-
tion system and therefore it should be one of the last steps to be carried out in process
of designing an ontology.

There is a need for tools that facilitate the evaluation process, reasoners support
consistency validation, however, there aremany other variables to verify. As future work,
the domains for which the verification technique is most suitable will be analyzed. As
well as testing to expand its applicable principles.
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Abstract. Question Answering is a very actively developing filed of Natural Lan-
guage Processing. In this field, the most active research work is currently going
on with relation to the Question Classification module of a Question Answering
System. It plays a very important role in determining the expectations of the user.
The aim of question classification is to identify the type of questions and based
on question type the expected answer will be extracted from the data. In the past
years, question classification was done by using only rule-based approach. This
approach was too specific for the users and it was difficult to achieve the purpose.
In this paper, we will classify the cooking questions into different classes; the
overall system is able to identify the new question type that will able to give a
perfect answer of the question by using machine learning approach.

1 Introduction

Question Answering (QA) system is one of the well-known applications of Natural Lan-
guage Processing (NLP), which relies on response-oriented approach to access knowl-
edge. QA can be found in a wide variety of domains, in which questions are submitted
instead of simple keyword queries, and corresponding responses are returned by the sys-
tem. The ultimate goal of a QA system is to generate the meaningful and useful response
expressed in natural language to the high-end questioner. In QA task, the user is look-
ing for the answers instead of documents. Automatic answer generation is certainly an
important move forward in the state-of-the-art of information retrieval technology.

Complexity with respect to natural language processing and consequently cost asso-
ciated with NLP based QA systems growth, resource consumption and low quality may
explain the unwillingness of digital library and Web-based search platform designers
to integrate QA technologies. Thesauri and lexicons are used in both fields to classify
documents and categorize problems.

The ODQA [7] answers almost all queries and it can only concentrate on particular
ontology. A particular ontology or common knowledge helpful in answering uncon-
trolled queries. The RDQA [8] addresses issues in a certain area, such as tourism,
medicine etc. limited domain answering. One way to understand the QA task is lan-
guage. In monolingual QA system, the query and their corresponding answer expressed
in same language.

© Springer Nature Switzerland AG 2020
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On the other hand, cross-language QA system, the query expressed in one language
and answer expressed in some other language. In order to carry out the search, the
question must be translated. Multicultural and multilingual systems deal with several
target languages, which mean that a corpus contains data written in various languages.

Our proposed QA system is intended for cooking domain. Cooking is a dynamic,
challenging, multi-modal domain of Question-Answering system. Exploration of cook-
ing field in QA domain has started few years back. Some work has been done depending
on recipes images; some work has been done depending on different recipes.

There is a huge chance to explore the question classification system in cooking
domain. As this is a restricted field of question answering the profession like Chefs,
bakers, food server managers, homemakers, nutritionists etc. are going to be very much
benefited using this cooking QA system. The textual data contain a number of questions
in the field of cooking, which show how the dishes are made, how long the preparatory
work is, etc. Our proposed QA model is based on the Information Recovery system, as
well as uses the food preparation Ontology to respond to the cooking related questions.

2 Related Work

Anontology-based cooking system [1] built to integratedmodels between different ques-
tions. The steps to the build the process consist mainly of specification, knowledge acqui-
sition, conceptualmodel, implementation and evaluation. The ontologywhich consists of
four primarymodules that cover the cooking domain’s are core concepts operation, food,
recipes and utensils and three auxiliary modules namely units, measures, and categories
of plate. The knowledge model was subsequently formalized by means of an ontology
editor and an intelligent system-building framework. In a cafeteria, clinic/hospital or
home provided a food based ontology-driven framework for food and menu planning.

In ontology, have product descriptions, substances, and nutrition details, daily diets
suggested for various regions, plates and meals. A food recipes ontology design model
offers a comprehensive and ontological model definition. The model has aimed at bridg-
ing diversity through symbolic choice through the creation of a general pattern for content
ontology that allows information from different websites to be integrated [2].

A model to recognise supporting parts, such as trophies, guidelines, alerts and
requirements, and for the guidance framework and metrics. Apart from contributing to
the text analysis, the aim was to be availing the questions of procedure where the reply
was a well-figured part of a text, not a small number of words, as to facto questions [3]. A
question rating system has suggested the uses WordNet’s formidable semantic meaning
and the vast corpus of Wikipedia information specifically to define insightful words.

The question suggestion is discussed and the solution extraction method is in doubt.
In order to determine the user interest distribution, the system uses a static language
model and compiles the user list for the given questions. In the system presented in this
paper, the candidate answers also are analysed, the question resemblance is determined
by numerous lexical and semantic characteristics and the user is then given the likely
response list, which will make it simpler for the user to select the best response need.

A program that analyses the user questions scans service reports from an inverted
index and rates them by a personalized scoring feature is created in this article [5]. The
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QA program has designed for definitive answers to public services questions in German.
With recovery techniques, job trees and a rule-based method, the program effectively
manages unclear issues.

A machine-learning approach [6], in which some modules of a system for answering
questions has developed, i.e., a POSTagger, a shallowparser, and amodule for finding the
goal of the question. In this approach, questions are analysed and the selected answers
are exacted. Questions analyser utilizes these three aspects to extract the syntactical
or semantic features and save them in question analytical documents. Answer selector
compares the questions, evaluates the records and collected phrases, and delivers the full
verdict.

Automatic interpretation of instructions such as cooking recipes into semantic rep-
resentations that can make complex question replies easier. Automatic description into
semantic depictions of how to use guidelines of cooking recipes to enhance advanced
question reply. The remarkable performance with respect guidance on the sequence
learning of the instructions, but these methods cannot manage the location and ambigu-
ity of the Web. A used of pragmatic based approach on the rich representation of world
nations to broaden those methods [9].

3 Dataset Description

There are no standard text corpora for specific cooking related questions are available
for research. Therefore, we had no choice to use any standard data and we had to prepare
experimental data for our own.

There is some website over Cooking, which contains information of Cooking. For
example, several recipes, ingredients, the precaution one should take tomake any recipes,
the time taken to cook anything etc. There are some other websites where viewer can ask
questions related to cooking. Stack-overflow, Facebook etc. are some websites where
people can ask questions when they have a doubt, and people who know the answer can
give answer. Like that, some website also available in cooking domain where people
can ask their doubts and some other people can answer those questions. Among that
website, top viewed websites are punjabi-recipes.com, www.tarladalal.com, www.all
recipes.com etc. where people can ask question. Therefore, we choose this website to
collect questions. We use Apache Nutch Crawler1 to collect data.

Depending on the question type, we have divided the total question data set in 14
classes. Table 1 gives the detailed statistic of the total number of classes, as well as of
the total data items in each class present in Cooking Dataset. In Table 2, we present an
example for each one of the classes.

For the purpose of selection of the correct answer, we have used another website,
which is Yahoo Answer.2 More than 5000 questions in cooking domain of the Yahoo
Answers site have been collected and 1668 recipes question data have been identified
under human evaluators.

1 http://nutch.apache.org/.
2 http://answers.yahoo.com.

http://punjabi-recipes.com
http://www.tarladalal.com
http://www.allrecipes.com
http://nutch.apache.org/
http://answers.yahoo.com
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Table 1. Various question types

Sl No Class Statistics

1 QTY 60

2 ADV 120

3 ING 130

4 YESNO 210

5 PREP 40

6 DIR 198

7 WRN 50

8 SPLINFO 200

9 EQUIP 40

10 TIME 150

11 OBJ 250

12 JUST 50

13 DIFF 60

14 NAME 110

Table 2. Examples of various question types

Sl No Class Example

1 QTY How much water content is required for rice?

2 ADV Give a diet rich in Vitamin D

3 ING What are the ingredients for Chicken Biriyani?

4 YESNO Is pasta good for health?

5 PREP How to cook Mutton Biryani?

6 DIR How to process chicken?

7 WRN What are the precaution should be taken to preserve Lamb?

8 SPLINFO How to check food quality?

9 EQUIP What utensil is required for Omlet?

10 TIME How much time is required to cook Pulao?

11 OBJ What is Alu Parantha?

12 JUST When could we use less sugar in kulfi?

13 DIFF What is the difference between Pulao and Birayani?

14 NAME Give recipes without grains
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4 Experiment and Evaluation: Question Classification

We have collected 1668 cooking recipe-related questions. We classified these questions
in 14 classes. We have performed the classification task with various machine-learning
algorithms such as Naïve Bayes classifier, Support Vector Machine (SVM) and Deep
Neural Network for question classification task. We have used Bidirectional Encoder
Representations fromTransformers (BERT) [10] for pre-training themodel on the corpus
using the cloze task. It gives around 87.02% accuracy; see the details in Table 3.

Table 3. Experiment results on question types

Sl. No Learning algorithm No of questions Accuracy (%)

1 SVM 1668 81.70

2 Naive Bays algorithm 1668 83.44

3 Bidirectional Encoder Representations from
Transformers (BERT) [10]

1668 87.02

5 Conclusions

In this work, we have presented the module of question classification of our question-
answering system for the cooking domain. Cooking question answering is a new and
interesting topic in the area of Natural Language Processing. However, currently very
few researchers are working in this domain, so there is a lack of standard data for cooking
question-answering system. Our work is aimed at partially alleviating this data gap.

As we know, answer extraction from data is most important, and it requires a rich
structured text data in order for the possibility of accurate answer extraction will be
increased. In this set of experiments, we have worked on answer classification part and
used less data, but still we have achieved good result in the question classificationmodule
of our system.

In our future work, we plan to increase the number of questions and question types in
the dataset, in order to provide better training to the machine learning-based algorithms.
We will experiment with various machine-learning classifiers in order to classify ques-
tions into different classes as a result we will get more accurate and reliable question
types and based on that easy to extract proper answer from the dataset. In particular,
we believe that using other deep-learning mechanisms, such as attention and memories,
could increase the ability of the system to select the best answers for a given question.
Another possible way of improvement is to research knowledge-representation mech-
anisms, in particular, improved domain ontologies, in our case, the ontologies related
with the cooking domain.
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Abstract. Twitter data have been used for monitoring customer opin-
ions in different domains. In this paper, we investigated the role of a wide
set of lexical and psycho-linguistic resources for discovering a set of fea-
tures that can be potentially useful for this task. Different experiments
were carried out, the obtained results allow us to demonstrate that by
using a small set of features it is possible to obtain competitive results
against more complex approaches. The experimental evaluation was car-
ried out on a collection of tweets corresponding to the airline domain.
The obtained results allow us to observe a significant reduction in the
vector representation dimension, maintaining satisfactory results using
lexical resources for capturing different kinds of information to perform
sentiment analysis in tweets on the aforementioned domain.

Keywords: Sentiment analysis · Psycho-linguistic resources · Lexical
resources

1 Introduction

The recent developments of smart technologies using mobile-based communi-
cation have entailed massive amount of data. The enormous amount of data
generated requires having automatic systems that allow us to sort, classify, and
select information. Nowadays, the powerful communication of social media has
lead in to exploit them for achieving many objectives. The lure of social media is
that it enables businesses to conduct real-time conversations directly with their
customers very inexpensively.

User-generated data in Twitter represents a gold-mine for analyzing various
and varied aspects such as, for instance, traces of individual behavior, or how a
brand is perceived. Sentiment Analysis (SA) is a very popular natural language
processing task which main aim is to determine the subjective component of
a given piece of text. The important role of SA has been recognized beyond
computer sciences. It has emerged as a trending topic in Industry due to the
c© Springer Nature Switzerland AG 2020
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wide range of application that can be exploited from its results, the outcomes
of applying SA can be used for evaluating customer service, gathering consumer
feedback, developing marketing campaigns, among others [1].

Identifying the opinions expressed by users of airline companies has been
recognized as a powerful tool that can be used for these corporations in order
to identify opportunities for improvement. Such a task has been investigated
from different perspectives. In [2], the authors exploited a soft voting classifier
approach that uses logistic regression and stochastic gradient descent with both
traditional weighted schemes and pre-trained word-embeddings from text clas-
sification in order to categorize tweets in the airline companies domain. In [3],
feature selection and class imbalanced techniques were used in order to classify
comments of travelers’ feedback regarding airlines. Particular aspects related to
airlines such as punctuality, food and beverages quality, ticket prices, among
others, were investigated in [4]. In [5], the authors analyzed the location of a set
of tweets for determining how this aspect can help to airline companies.

In this paper, we are proposing to exploit not only the terms contained in
the tweets but also a wide range of lexical resources for capturing different kinds
of information that can be exploited in order to perform sentiment analysis in
tweets reflecting opinions about airline companies. Aiming to propose a set of
features for capturing the sentiment in such texts, we performed various exper-
iments in order to identify potential aspects coming form different information
sources. Our intuition is that, with a small number of features the sentiment
analysis of these tweets can be performed with a comparative performance that
when all the vocabulary is used. We experimented with a benchmark corpus in
this domain, obtaining competitive results against the state-of-the-art. Further-
more, an analysis over this dataset was carried out.

The rest of the document is organized as follows. Section 2 introduces the
methodology we propose for classifying tweets in the airlines domain by exploit-
ing both the vocabulary in the data and also lexical-based information. In
Section 3 we describe the experiments carried out as well as the obtained results.
Finally, the conclusions and findings for future work are presented in Sect. 4.

2 Proposed Methodology

We are interested in to perform sentiment analysis in the context of Airlines com-
ments. For doing so, we are proposing to exploit a wide range of lexical resources
reflecting different aspects as well as traditional and word-embeddings representa-
tions. The SA task was performed as a text classification approach taking advan-
tage of machine learning algorithms1 such as: Naive Bayes (NB), Decision Tree
(DT), K-Nearest Neighbors (KNN), Support Vector Machine (SVM), and Logistic
Regression (LR). Besides, we also experimented with a majority voting ensemble
of classifiers. For text representation, we exploited the methodologies described
below.
1 We used the sklearn implementation of these algorithms with default parameters,

except for KNN, where the k value was established in 3.
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2.1 Vocabulary-Based Experiments

We carried out a set of experiments considering only the content of the tweets for
determining the polarity of each instance. Five different configurations with term
frequency as weighted schema were used: BOW 0 : text without any kind of pre-
processing; BOW 1 : text tokenized, lowercased, and stop-words removed, and
discarding those terms with frequency lower than 3; BOW 2 : text tokenized,
lowercased, stop-words removed, and hashtags, mentions, and url replaced by
corresponding labels, and leaving out those terms with frequency lower than 3;
BOW 3 : text tokenized, lowercased, stop-words removed, and considering only
those terms with an Information Gain Rate (IGR) greater than 0.001; BOW 4 :
text tokenized, lowercased, stop-words removed, and hashtags, mentions, and
url replaced by corresponding labels, and considering only those terms with an
IGR greater than 0.001. We also used pre-trained word embeddings in order
to generate a representation of the tweets by using an average vector with the
words in each instance. We took advantage of three well-known pre-trained word
embedding models: word2vec2, GloVe3, and FastText4.

2.2 Lexicon-Based Experiments

The important role of lexical resources for performing SA has been widely rec-
ognized since they allow us to capture different nuances of affect ranging from
sentiment polarity to finer-grained emotions [6]. The most basic approach in
such resources involves the creation of lists of terms associated to two polar-
ity strengths: positive and negative; there are other methods where a word is
labeled with a score reflecting its value with regards to a particular aspect. We
are interested in to evaluate the performance of such resources for determining
the polarity of tweets in the airlines domain. For doing so, we selected a set of
14 lexical resources comprising different facets of affect. Two main groups can
be distinguishing: those including information strongly related to sentiment and
emotions, and those were psycho-linguistic information is also considered.

Sentiment and Emotions Resources. The first set of lexical resources
can be further divided into two subgroups: (i) The SA group, we found:
AFINN[7], Hu&Liu[8], SentiWordNet (SWN) [1], EffectWordNet [9], Seman-
tic Orientation[10], Subjectivity lexicon[11]. We calculated three scores for
each of the resources: positive (denoted as pos resource), negative (denoted
as neg resource), and the sum of both (denoted as tot resource); and, (ii)
The EMOT group, that is composed by two sub-groups divided according to
the main theories of emotions: Categorical model (emotCat): EmoLex [12],
EmoSenticNet[13], and SentiSense[14]; and the Dimensional model (emotDim):
SenticNet[15], ANEW (Affective Norms for English Words) [16], and the Dic-
tionary of Affect in Language (DAL) [17] (it contains three dimensions namely,

2 https://code.google.com/archive/p/word2vec/.
3 https://nlp.stanford.edu/projects/glove/.
4 https://fasttext.cc/docs/en/english-vectors.html.

https://code.google.com/archive/p/word2vec/
https://nlp.stanford.edu/projects/glove/
https://fasttext.cc/docs/en/english-vectors.html
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Pleasantness, Attention, and Imagery). In the case of the emotCat, we calcu-
lated the frequency of words belonging to a given emotion in each tweet, while
for emotDim, the sum of each dimension regarding the words in each instance
was considered. It is important to mention that, EmoLex and SenticNet have
also some aspects that were included into the SA group: a set of positive and
negative words and an equation (denoted as SN-eq) for calculating the polar-
ity of a given text in terms of affective dimensions defined in [18], respectively.
Besides, we also considered the positive and negative categories included in the
two psycho-linguistic resources that will be introduced in the following section.
In the end, we have a vector composed of 60 features.

Psycho-Linguistics Resources. The second subset of lexical resources
includes two dictionaries were a set of words are associated to different aspects
reflecting the use of language from a psycho-linguistic perspective. Both of them
have been successfully applied in different natural language processing tasks
such as Author Profiling [19] and Emotion Identification [20]. The Linguistic
Inquirer and Word Count (henceforth LIWC) [21] is a dictionary containing
64 categories such as social and affective processes, personal concerns, as well
as grammatical (verbs, nouns, etc.). General Inquirer (henceforth GI) [22] is
composed by 182 categories5. It was developed with the aim of analyze different
aspects of language such as cognitive, emotions, interpersonal relations, among
others. We used the Category-based representation as it was defined in [23].
Each resource was exploited individually, also we combined both of them into a
single one (GI+LIWC). Then, we experimented with vectors of 64, 182, and
246 features for LIWC, GI, and GI+LIWC, respectively.

3 Results

3.1 Corpus Description

We experimented with the Twitter US Airline Sentiment (henceforth denoted as
TwAS ) corpus that is freely available6. It is a set of tweets posted in February
2015 regarding some well-known airline companies in the US. TwAS is composed
by 14,485 tweets manually labeled according to three categories: positive (2332
instances), negative (9088 instances), and neutral (3065 instances). In TwAS
there is a remarkable imbalanced class distribution towards the negative cate-
gory. Besides the overall sentiment annotations, the tweets included in TwAS
have there are other types of labels such as the target airline and the username
of the author of each tweet.

3.2 Vocabulary-Based Experiments

Figure 1 shows the obtained results in terms of accuracy. As it can be observed,
the best performance was achieved using the BOW 0 with the ensemble of
5 The description of all of them can be found in http://www.wjh.harvard.edu/

∼inquirer/homecat.htm.
6 https://www.kaggle.com/crowdflower/twitter-airline-sentiment/data.

http://www.wjh.harvard.edu/~inquirer/homecat.htm
http://www.wjh.harvard.edu/~inquirer/homecat.htm
https://www.kaggle.com/crowdflower/twitter-airline-sentiment/data
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Fig. 1. Precision of the first set of experiments carried out on the airline corpus.

classifiers (denoted as (ENS ) is composed by NB, LR, and SVM ). Regarding the
word-embeddings, FastText shows the highest rate.

Since we are interested in to determine an optimal set of features of the tweets
by using different kinds of lexical resources, we plot a dimensionality reduction
version of the BOW representation (see Fig. 2) of the instances by exploiting the
TSNE technique7. Samples of the negative class are plotted with red color, of the
positive class with green color, and of the neutral class with yellow color. The
skewed amount of instances belonging to the negative class is clearly observed.
Besides, there are not salient clusters of each class, instead, it is possible to
observe a high rate of overlap among the classes. In Fig. 2, we can observe a high
degree of overlap between the main components of each categories of the corpus
under study.

Fig. 2. TSNE dimension reduction using BOW representation (Color figure online)

7 We exploited the sklearn implementation (https://scikit-learn.org/stable/modules/
generated/sklearn.manifold.TSNE.html).

https://scikit-learn.org/stable/modules/generated/sklearn.manifold.TSNE.html
https://scikit-learn.org/stable/modules/generated/sklearn.manifold.TSNE.html
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3.3 Lexicon-Based Experiments

Sentiment and Emotions Resources. We experimented with each group
of lexical resources on its own, and also by combining them into a single one
(SA+EMOT). Figure 3 shows the obtained results when the aforementioned
resources are exploited. Concerning the Sentiment and Emotions, the best per-
formance is achieved when all these resources are used. Interestingly, using only
the sentiment related ones, there is a low decrease in the accuracy, confirming
the usefulness of them for characterizing the sentiment of a piece of text. With
respect to the Emotions, the subset regarding the categorical model shows a
slightly higher performance than the dimensional one, however, it is important
to emphasize that both models are composed of only a small number of features.
In terms of the Psycho-linguistics resources, overall, LIWC shows a better per-
formance than GI and than GI+LIWC. The best result was obtained with
LIWC with the ensemble of classifiers.

Fig. 3. Obtained results when the aforementioned resources are exploited

In Figure 4, we plot the TSNE representation based on lexical resources.
We can see more defined clusters, this is directly related to the best separation
between the classes, which, moreover, is reflected in the results shown in the
graph above.

3.4 Selecting the Most Relevant Features

With the aim of generating a representation with a lower dimensionality, we per-
formed an Information Gain analysis8 over the features obtained from both lex-
ical and psycho-linguistics resources. Table 1 shows the best-ranked features for
each group. All the scores obtained from Afinn and Hu&Liu lexicons emerged as

8 We exploited the implementation included in WEKA (https://www.cs.waikato.ac.
nz/ml/weka/).

https://www.cs.waikato.ac.nz/ml/weka/
https://www.cs.waikato.ac.nz/ml/weka/
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SA + EMOT LIWC

GI

Fig. 4. Representation of the main components by class using lexical resources

very informative. Regarding the emotCat, it is observed that very opposite emo-
tions serve to capture useful information. With respect to both psycho-linguistic
resources, among the best-ranked dimensions we found those having a sort of
negative connotation, it can be provoked due to the data skewed towards the neg-
ative class. Besides, we also identified some dimensions reflecting activities from
the past, that is in line with the fact that users tend to post their experiences
after traveling.

Table 1. Best ranked features for each group

Features

SA All the three scores from Hu & Liu and Afinn, the negative
scores from SWN and EmoLex, the objectivity dimension
from SWN, and SN-eq

emotCat positive and negative from LIWC, joy and sadness from
EmoSN, like and disgust from SentiSense, and anger, fear,
and disgust from EmoLex

emotDim All the dimensions from DAL, and pleasantness and
sensitivity from SenticNet

GI Negativ, Negate, NotLw, Ngtv, Hostile, IAV, PosAff, Vice,
Active, and Undrst

LIWC posemo, funct, cogmech, affect, negate, negemo, preps,
relativ, aux verb, and past
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Proposed Representations. We defined three different subsets of features
coming from the lexical resources described before. The first one, denoted as
subset-1, is composed of the fifteen best-ranked features according to the IGV
obtained from the whole set coming from the Sentiment and Emotions resources.
The features included on it are: All the three scores from Hu&Liu and Afinn,
all the dimensions in DAL, the negative and objectivity dimensions from SWN,
pos LIWC and tot LIWC, and pleasantness and sensitivity from SenticNet. The
second one denoted as subset-2, comprised all the dimensions from GI and
LIWC in Table 1. Finally, the last one denoted as subset-3 includes all the
features from SA, emotCat, and emotDim described in Table 1. In summary, the
vector representation in each set is composed by 15, 20, and 24 features for the
subset-1, subset-2, and subset-3, respectively. In addition to the experiments
carried out with each set of features, we decided to combine each of them with
the best performing representations based on vocabulary: BOW 4 and FastText.

The obtained results are shown in Fig. 5. Regarding the proposed represen-
tations, the subset-1 and subset-3 show a higher performance than subset-2.
When using the classifiers ensemble, it is possible to reach a 0.73 of accuracy. On
the other hand, combining the proposed representations with BOW 4, the best
performance is also achieved with the ensemble of classifiers with any of the sub-
sets of features. With respect to the word-embeddings representation, the highest
accuracy rate obtained is 0.79 with both the ensemble and SVM when it is merged
with the subset-1 and subset-2. It is important to highlight that, this result is
the most similar to the baseline, i.e., the BOW 0, with the important difference
that instead of using more than 10,000 features, only 315 and 320 were used. Fig. 6
shows the dimensionality reduction of each of the proposed representations. In this
case, we can observe the effect of lexical resources on the definition of clusters by
graphically representing the main components of each class.

Fig. 5. Results obtained when combining each subset with the best performing repre-
sentation based on vocabulary

The TwAS dataset has been used before for evaluating sentiment analysis
methods, in [2] the highest accuracy rate reported was of 0.792 when a the
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subset-1 subset-2

subset-3

Fig. 6. Clusters defined by each subset of features

proposed methodology was exploited with a TF-IDF schema, while a 0.783 using
Word2vec pre-trained embeddings, and a 0.686 exploiting a LSTM classifier.
As it can be observed, the obtained results with the different combinations we
propose are very competitive even against more sophisticated techniques.

All the results presented until now are presented in terms of Accuracy.
However, we decided to also include the outcomes obtained in terms of F-score
for each class. We selected the seven best performing representations in the
experiments carried out: a : BOW 0, b: BOW 4, c: FastText, d : SA+EMOT,
e : LIWC, f : subset-1, and g : FastText+subset-1. Figure 7 shows the obtained
results. As it can be observed, across the different configurations, the behavior
is similar considering the performance among the classes. There is a significative
drop in the performance for the neutral class while the F-score for the negative
one remains almost the same. It is a slight improvement in terms of F-score for
the positive and negative classes when the FastText+subset-1 is used.

3.5 Data Analysis

Taking as starting point the overlapping of the instances we discovered along the
TSNE-based representations proposed, a manual analysis of the instances in the
TwAS was carried out. We identified some cases were instances composed by
almost the same terms9 were labeled with different, even contradictory classes.

– @airline thank you Labels: neutral and positive

9 Most of the time they vary only in the last terms or in the URL.
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Fig. 7. Obtained results in terms of F-score on the three classes of tweets: positive,
negative and neutral

– @airline What a really GREAT &amp; FLATTERING story about
you! You should be very proud :) URL (via @mention) Labels: negative
and positive

– @airline has getaway deals through May, from $59 one-way. Lots of
cool cities URL #CheapFlights #FareCompare Labels: negative, posi-
tive, and neutral

Then, attempting to remove those instances we applied two different senti-
ment analysis libraries namely NLTK 10 and TextBlob11 in order to determine
the sentiment of each tweet. Each tweet was “re-labeled” by considering the fol-
lowing criterion: When both the class assigned by each of the libraries and the
original label of the tweet are equal, the instance is kept. We also considered both
resources at the time, in this case, for selecting a given instance, the three labels
must be the same. Table 2 shows the distribution of each subsample of data.
Besides, in parenthesis we include the F-score obtained for each class when the
classification task was performed over each subsample. The FastText+subset-1
group of features was used.

Table 2. Distribution of each subsample of data

Class Original NLTK TextBlob BOTH

positive 2332 561 (0.91) 5415 (0.87) 365 (0.96)

negative 9088 87 (0.83) 3632 (0.9) 58 (0.79)

neutral 3065 13837 (0.98) 5438 (0.82) 1701 (0.99)

We also analyse the obtained results of re-annotating the tweets. Table 3
shows some samples. The first instance was labeled as positive during the man-
ual annotation while both SA tools identified it as negative; correctly classifying
10 https://www.nltk.org/api/nltk.sentiment.html.
11 https://textblob.readthedocs.io/en/dev/.

https://www.nltk.org/api/nltk.sentiment.html
https://textblob.readthedocs.io/en/dev/
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such a complex expression is a challenge due to the fact that the sentiment
expressed by the user is very subtle. The second and third samples have the
neutral label, however both are clearly positive; these instances can be consid-
ered as the ones presented above, since in the TwAS we found tweets with almost
the same content annotated with contradictory classes. The last two sentences
reflect a negative connotation despite being annotated as neutral. Finally, we
also identified some instances with irony and sarcasm, another important chal-
lenge for sentiment analysis [24] such as: @airline never fails to disappoint. and
@airline Another delay. Wow.

Table 3. Obtained results of re-annotating tweets

Text Original label NLTK TextBlob

@airline All flights Cancelled Flighted :( Trip
refunded without difficulty, staff extremely
helpful, no complaints! Way to handle bad
weather!

Positive Negative Negative

@airline thanks!! Neutral Positive Positive

@airline thanks for the help Neutral Positive Positive

@airline in Bogota with no wallet is no fun. :-( Neutral Negative Negative

@airline following!! My bad Neutral Negative Negative

4 Conclusions

The use of lexical and linguistic resources can help in identifying subjective
expressions in tweets. In this work, the evaluation of the proposed methodology
was carried out using a corpus of tweets in the domain of commercial airlines. The
advantages of managing to reduce the dimensionality in a significant (from more
than 12000 to less than 200) way by incorporating lexical and psycho-linguistic
resources are mainly in the computational cost as well as in the capability of
obtaining similar results in terms of the performance rate obtained when using
bag-of-words representation when carrying out sentiment analysis. As future
work, we are interested in to further analyze this corpus considering the role
of irony and sarcasm as well as to evaluate the performance of the proposed
methodology over other domains.
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Abstract. The purpose of this article is to carry out the design of an ontological
model for the domain of songs, that is, its purpose is to cover the relevant infor-
mation corresponding to the characteristic data currently sought to be known in
the songs from different music genres, such as title, performer, album which it
belongs, duration, release date, among many others. It is wanted for this model
to answer queries made by users when they are facing the need to know a spe-
cific data. For this work realization, the Grüninger and Fox’s methodology design
phases, proper for the ontologies design, are followed, along with this, this doc-
ument includes the proposal of a scenario, competition questions, definition of
classes, properties, formalization and evaluation through the responses obtained
through the SPARQL query language. Furthermore, the implementation of the
presented ontological model was carried out using the software known as Protégé.

Keywords: Ontological model · Ontology design methodology · Songs · Query
information

1 Introduction

Now days there are information sources on the web with search engines that respond
to what the user requests, however, these engines work syntactically, that is, they reply
results containing lexical elements related exactly to the query terms, so this is why the
semantic web is used with the objective to overcome the current web limitations [3].

Gruber defines an ontology as an explicit formal specification of a shared conceptu-
alization [12]. An ontology defines a hierarchy of concepts, relationships, restrictions,
axioms and instances to describe a domain, which will serve for information exchange
[3]. On the other hand, the use of ontologies has become a common interest area for
some research groups, such as: the artificial intelligence line, knowledge engineering,
natural language processing and knowledge representation, among others [1].

The ontology creation is a process made up from series of activities carried out in
a certain order for a specific purpose. However, not all possible ontologies are already
created, which is why it is necessary to develop and implement them in some way so
that they can be used by the general community [2].
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This is why, with the realization of this work, it is intended to carry out an ontology
implementation that shows the information related to songs, which we can find today in
our daily life, since, we all have a like, either for a specific genre or a song and many
times we would like to know relevant data such as the artist, the album to which it
belongs, the date of release, the duration, etc.

With the development of this ontology, the objective to be covered is to provide a
songs library to the general public, that is, to make inference in the information corre-
sponding to the songs according to their musical likes and thus make inquiries about the
songs data, which becomes this tool, a very useful system for users who several times,
in their daily lives, need to know this kind of information.

Following eachof the steps specified in the usedmethodology, it is possible to develop
an ontological model capable of handling the most important information regarding the
domain of songs, the data being worked on is very extensive, so the use of a ontology is
the most feasible solution to work with this type of context, this model allows queries
to be made on the data, thus enabling the user to gather the information they require
depending on their need, in addition to implementing the design of the ontology using
the tool known as Protégé [6], therefore, a ready-to-use model is obtained.

The article is structured as follows: in Sect. 2 the relatedworks arementioned; Sect. 3
shows the designmethodology used; Sect. 4 shows the ontology design; Sect. 5 shows the
competence questions formalization and queries in SPARQL. Finally, the conclusions
and references are presented.

2 Related Works

Some similar articles have been found in the literature and related to the use of method-
ologies for the ontology’s construction, as well as proposed solutions focused on the
domain of songs. Guzmán L. et al. [1] present a comparative analysis of methodologies
and some existing methods mainly oriented to the design and implementation of ontolo-
gies, in addition, the specification of implementation tools typical of ontological models
is included, for their application they use the domain oriented to the area of plastic arts;
on the other hand, Bravo Contreras et al. [7] present a methodology for the design and
construction of ontologies incorporating the most prominent design principles as well
as a comprehensive evaluation process.

Flores et al. [3] present an ontological model design for the search of information
within an institution of higher education and seeks to answer questions about the student’s
enrollment procedures and their respective release of professional practices, in addition
they give a clear example of one Grüninger and Fox’s methodology application for
the ontologies design. In the same way, López R. et al. [2] present some methods and
approaches published for the evaluation of ontologies, seeking to take up good practices
from other existing methods and consider internal aspects of ontologies.

Uschold M. et al. [8] present a description of the emerging field related to the design
and use of ontologies, aspects such as the benefits of using this kind of tools as onto-
logical models are discussed, also in addition to mentioning how the methodologies are
analyzed and then carrying out the ontology evaluation. Meanwhile, in another related
work, Uschold M. together with King M. [9] present a work focused on modeling and
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emphasized in the process of capturing ontologies, describe ways to handle ambiguous
terms so as not to fall into the problem that shared understanding is not adequate, since
ontology must be understandable for its application.

In the same way, Banu A. et al. [10] propose an approach to reuse existing ontologies
for the implementation of new ontological models that cover different domains, mainly
based on retrieving ontologies based on important domain terms from online repositories
using semantic web search engines.

Lachtar N. [11] presents a proposal for a musical repository based on the use of
an ontology to index a collection of songs and the use of semantic links to allow the
inference of all the relevant songs, in addition a refinement algorithm is proposed of
queries to find songs, the development of a web application is carried out to index the
songs by concepts, carry out conceptual searches for songs and exploit the semantic
relationships that structure the ontology. Finally, Raimond Y. et al. [13] present and
ontology development based on the domain of music production, including editorial,
cultural and acoustic information regarding music, in the work presented by reusing
“The TimelineOntology” and “The EventOntology” they are in charge of sound analysis
which are involved in recording a piece of music, in addition to obtaining the different
editorial information provided for the music.

Unlike the twoworksmentioned above, in LachtarN. [11] they onlymake use of song
titles to index or perform conceptual searches and Raimond Y. et al. [13] focus more on
the field of music production, handling detailed information onmusic including acoustic
aspects, in addition to making a more complex analysis to obtain the results they present;
it is worth mentioning the contribution of this work is that, the presented ontology covers
more information regarding a song, not mixing aspects of musical production or sound,
that is the domain covered is broad in terms of information from a single song, since
more data is worked in addition to the title, so the queries could be more complex to
gather information, corresponding not only to a song but also to albums, interpreters,
record labels, genres of music, composers and producers.

3 Ontology Design Methodology

It is proposed to use the Grüninger and Fox’s methodology to carry out this work,
which is inspired by the development of knowledge based on first-order logic [4]. Said
methodology proposes an optimal design for the field of ontologies, since it presents
different phases that can be followed step by step to carry out its development.

Mainly, it was decided to use this methodology since the domain of songs is very
extensive, it is necessary to have the description of the stage to know all the data that will
be used regarding the songs, in addition to the fact that usingquestions that solve the needs
of users when they want to know specific data is an optimal way to evaluate and keep in
mind if the ontology fulfills its purpose, which is to provide more detailed information in
the musical field, a reengineering is not used since other related works present similarity
only in providing information about the songs, in this work the contribution is to provide
a way to query information regarding albums, interpreters, record labels, composers and
producers, that is, more detailed information and attributes related to songs are being
handled.
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As a first step, this methodology proposes to identify the main scenarios, that is, the
possible applications in which the ontology will be used. As a second step it is proposed
to ask a series of questions called “competence”, which are used to determine the scope
of the ontology. These questions and their answers are used to extract the main concepts
and their properties, relationships and formal axioms of ontology [5]. Next, Sect. 3.1
shows the scenario approach; in Sect. 3.2 the proposed competence questions are shown
and finally in Sect. 3.3 the classes description and their properties are presented.

3.1 Scenario Presentation

The ontological model will provide answers about the most relevant information you
need to know about a song, in this case data such as the title, artist, album to which it
belongs, songgenre, language, release date, duration, recording year, related record label,
composer and producer, this set of attributes of a song may be consulted depending on
the data you want to know, the ontology will be able to provide the required information.

In the same way, specific information about the performers can be gathered, which
can be a singer, a composer or a musical group, and information about the album related
to the song, the recorded music genres, the musical instruments used by the perform-
ers mentioned above, related record labels, composers and producers, since all these
attributes are related to each other because they are part of the data of a song, that is,
why each of these terms are defined as classes, which will contain their own attributes
(data) that depict them.

3.2 Competition Questions

Following themethodology used to carry out this ontologicalmodel, a series of questions
were prepared, which are called “competition”, this in order to have an idea of what a
user could do as a search, that is, queries within the ontological model, in addition to
being useful to identify classes, relationships, properties and axioms for the realization
of this ontology of songs. Here are some elaborate competence questions:

1. What are the characteristics of a song?
2. What are the songs lasting more than four minutes?
3. What are the registered music genres?
4. What are the registered singers or songwriters’ names with Mexican nationality?
5. Who are the members from the rock band called Queen?

3.3 Classes Description and Properties

For this phase, an analysis was carried out, in which, starting from the scenario and the
competition questions, the different classes that the ontological model would contain
were identified, in the sameway the properties for each class were obtained together with
their relationships. Table 1 describes some classes that were included in the ontological
model, such as: song, musical group, singer-songwriter, composer, producer and music
genre, but there are also classes such as album, singer, record label, person and musical
instrument within the ontology.
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Table 1. Ontological model classes.

Class Description

Song Main class containing the different data to be provided about a song

Band Class corresponding to the song interpreters, in this case a group of
singers

Singer_Songwriter Subclass of Person, corresponds to the song interpreter, in this case it is
the responsible person for composing and interpreting the song

Composer Subclass of Person, corresponds to the song or songs composer. A
composer can be a singer-songwriter too

Producer Subclass of Person, refers to the song or the album producer. In the same
way, it can be a singer or a singer-songwriter

Music_Genre Class to list the different genres of music that exist and relate them to
each song

Tables 2 and 3 describe the properties for each class, which are highly important,
since they help to store the information to answer the competence questions above
described.

Table 2. Data type properties.

Data type property Domain Range

has_title Song String

has_language Song String

has_publication_date Song String

has_duration Song Decimal

has_recording_year Song Int

has_name Band String

has_origin_place Band String

has_activity_status Band String

has_emergence_year Band Int

has_activity_period Band String

has_stage_name Singer_Songwriter String

has_occupation Singer_Songwriter String

has_activity_period Singer_Songwriter String

has_award Singer_Songwriter String

has_occupation Composer String

(continued)
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Table 2. (continued)

Data type property Domain Range

has_activity_period Composer String

has_stage_name Producer String

has_award Producer String

has_name Music_Genre String

Table 3. Object type properties or relationships between classes.

Object property Domain Range

belongs_to Song Music_Genre

is_included_in Song Album

is_interpreted_by Song Singer
Singer_Songwriter
Band

is_composed_by Song Singer_Songwriter
Composer

is_recorded_by Song Record_Label

is_produced_by Song Producer
Singer
Singer_Songwriter

has_member Band Singer
Singer_Songwriter

interprets Band Music_Genre

works_with Band Record_Label

is_member_of Singer_Songwriter Band

uses Singer_Songwriter Musical_Instrument

interprets Singer_Songwriter Music_Genre

works_with Singer_Songwriter Record_Label

uses Composer Musical_Instrument

composes Composer Music_Genre

works_with Producer Record_Label

produces Producer Music_Genre

Table 2 shows the ontological model data type properties and Table 3, shows the
object type properties, which are the relationships between classes.
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4 Design

This section presents the design for the proposed ontology developed with the help of the
Protégé tool, an open source software for building ontologies through its interface that
helps the developer in the process [6]. In Fig. 1 the ontologicalmodel classes are depicted,
the classes have relations between them, therefore, in Fig. 2 the object type properties
diagram (relations between classes) is shown, which were described in Table 3.

Fig. 1. Ontological model classes.

Fig. 2. Relations between the ontological model classes.

The same way, some rules were created for the classes as a singer-songwriter, who
can be a singer and a composer at the same time, so it must be defined in the ontological
model (see Fig. 3). The composer also, as being part of the singer-songwriter restriction,
can be of both types, using Protégé the restriction is defined in the composer class as
well. The producer can be a singer or a songwriter at the same time, since several times
the same performers are in charge of being producers of their songs (see Fig. 4).
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Fig. 3. Class restriction singer-songwriter.

Fig. 4. Producer class restriction.

5 Results

The following section shows the competence questions formalization (see Table 4),
which were presented in Sect. 3.2. The ontology evaluation was carried out at the appli-
cation level, that is, through the answers provided by the ontological system, in the same
way these answers are provided when formalizing the competency questions, it is worth
mentioning that the ontology meets the consistency criteria and the HermiT reasoner
was used to test the ontological model from the Protégé tool.

Table 4. Competition questions formalization and answers in SPARQL.

Nº Question and formalization Query SPARQL

1 What are the characteristics of a song?
∃$x$m$n$p$q$r$t$u$v$w$y (Song($x) ∧ has_title($x, $m) ∧
belongs_to ($x, $n) ∧ is_included_in ($x, $p) ∧ is_interpreted_by
($x, $q) ∧ has_language($x, $r) ∧ has_publication_date($x, $t) ∧ has
duration($x, $u) ∧ is_composed_by ($x, $v) ∧ is_recorded_by ($x,
$w) ∧ is_produced_by ($x, $y))?

Figure 5

(continued)
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Table 4. (continued)

Nº Question and formalization Query SPARQL

2 What are the songs lasting more than four minutes?
∃$x$y$z (Song($x) ∧ has_title ($x, $y) ∧ (has_duration ($x, $z) >
4))?

Figure 6

3 What are the registered music genres?
∃$x$y (Music_Genre ($x) ∧ has_name ($x, $y))?

Figure 7

4 What are the registered singers or songwriters’ names with
Mexican nationality?
∃$x$p$q$w$y$z$k$m$n$o ((Singer_Songwriter($x) ∧
has_stage_name ($x,$p) ∧ has_age ($x,$q) ∧ has_occupation ($x,
$w) ∧ (has_nationality ($x, $y) = “Mexican”)) ∨ ((Singer ($z) ∧
has_stage_name ($x,$k) ∧ has_age ($x,$m) ∧ has_occupation ($x,
$n) ∧ (has_nationality ($x, $o) = “Mexican”))?

Figure 8

5 Who are the members from the rock band called Queen?
∃$x$p$q$w$y$z$k$m$n$o$r$t ((Singer_Songwriter ($x) ∧
has_stage_name ($x,$p) ∧ has_activity_period ($x,$q) ∧
has_nationality ($x, $w) ∧ has_occupation ($x,$y) ∧ (is_member_of
($x, $z) = “Queen”)) ∨ ((Singer($k) ∧ has_stage_name ($k,$m) ∧
has_activity_period ($k,$n) ∧ has_nationality ($k, $o) ∧
has_occupation ($k, $r) ∧ (is_member_of ($k, $t) = “Queen”))?

Figure 9

For the realization of the queries, the proper language is used for the use of ontologies
which is SPARQLand the answers to the competence questions are presented in Figs. 5–9
(see column 3 of Table 4).

Fig. 5. Answer to question 1.
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Fig. 6. Answer to question 2.

Fig. 7. Answer to question 3.

Fig. 8. Answer to question 4.

Fig. 9. Answer to question 5.
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6 Conclusions

This document defines an ontology for themusical domain, created from the steps defined
in theGrüninger and Fox’smethodology.An ontologicalmodel has been obtained,which
allows managing different relevant information data regarding songs, all this in order
that different types of users can query these records when they have the need to know
a song characteristic data, or his album, as well as its performers, related record labels,
composers, producers, genres of music and musical instruments used by the performers.

The main contribution of this work is the application of a methodology for an ontol-
ogymanual creation, applied to the songs domain for search information related to them,
that is, songs specific data many times people want to know.

The methodology used has been of great help to solve the problems corresponding
to structure, organization and information management through the use of semantic
web tools such as ontologies. The Protégé tool in combination with the SPARQL query
language has been used to answer the competence questions and to carry out the ontology
design described in this work, since, by using this language the necessary queries are
carried out within the ontological model designed in Protégé to gather the information
you want to know; this makes the current ontology a practical method and as one option
more for this area, with the aim of having an alternative to traditional databases.

Finally, as a proposal for future work, the creation of a web application that uses
the ontology to make an automatic data population at the instance level of each class
defined in the ontology is intended, query the registered songs information, delete desired
records, as well as the presentation of the competition questions to an end user.
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Abstract. The paper presents an experiment aimed at comparison of results of
topic modelling via non-negative matrix factorization (NMF) with that of manual
topic annotation performed by an expert. The experiment was conducted on the
annotated corpus of Russian short stories of the initial three decades of the 20th
century, which contains 310 stories with a total of 1000000 tokens written by
300 Russian writers. The annotation scheme used in topic annotation includes 89
topics, further this list was reduced down to 30 generalized ones, themost frequent
of which turned out to be the following: death, relationships, love, social groups,
social processes, family, money, human sins, nature, religion, and war. Then, the
corpus divided into three consecutive time periods was subjected to NMF topic
modelling which provided a model including 24 topics. The results of both topic
annotations were compared and described. The paper discusses the main findings
of the study and the difficulties of fiction topic modelling which should be taken
into account. For example, experimental results showed that topic modelling via
NMF should be primarily recommended for the revealing of topics referring to
general background of literary texts (e.g., war, love, nature, family) rather than for
detecting topics related with some critical events or relations between characters
(e.g., death or relations). The comparison of human and automatic topic annotation
seems an important step for the improvement of artificial technologies techniques
related with NLP.

Keywords: Corpus linguistics · NPL · Machine learning · Topic modelling ·
NMF · Fiction · Russian literature · Literary criticism · Digital humanities

1 Introduction

Topic modelling is one of the leading trends in contemporary computer science and data
analysis, which inspires interdisciplinary research in computational linguistics [28],
sociology [4], psychology [30], and other disciplines. There is a diverse range of topic
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modelling algorithms (LSA, pLSA,LDA,NMF, etc.) [2, 5, 23] aswell as their implemen-
tations (MALLET, Stanford Topic Modelling Toolbox, gensim, scikit-learn, BigARTM,
etc.). A bulk of research is inspired by task-oriented topicmodels, namely, dynamic topic
models [8] and author-topic models [32] which proved to be the most effective in social
network analysis and media monitoring. A wide scope of their linguistic extensions was
developed for topic modelling algorithms: such extensions allow to work with multi-
lingual corpora [13], unigram and n-gram topic models [16] aggregating collocations
alongside with single lemmas, to generalize topics by means of topic labels [14], etc.

Our study discovers novel facets in topic modelling as it is focused on the non-
standard empirical data, namely, fiction texts which often drop out of sight (with a few
exceptions [3, 9, 25, 31]), and gives a pioneering treatment of the problem of topic
generalization.

Topicmodelling is an intricate fuzzy clustering technique,which is aimed at detection
of latent interrelations covering all levels of text representation within a text corpus. A
topic model represents any text of a corpus as a mixture of probabilistic topics (clusters
of semantically related words), so that a topic embraces a cluster of texts with similar
content. Strict computational formulation of the given bi-clustering model is discussed
in detail in [38]. However, the problem often arises as regards linguistic interpretation
of topics obtained by topic modelling and their generalization.

Possible solutions are provided by topic label assignment (or topic labelling) tech-
niques [6]. Words in a topic are ranked in accordance with their relevance, so the first
word may be assumed to be a label. However, top-first lemmas may be of concrete
meaning, thus, failing to represent topic content. Therefore, researchers proposed sev-
eral techniques of topic labelling which extract topic labels from a corpus by various
rankingmethods [15] or use external sources of data (web-collections,Wikipedia,Word-
Net, etc.) [12]. At the same time, automatically generated topic labels always require
human evaluation as the output of almost any topic model is intended to be comprehen-
sible by the users. Moreover, in case of specialized corpora processing, including that
of fiction texts, manual topic label selection performed by experts is inevitable. Overlap
of two alledgedly separate procedures, namely, automatic generation of labels and their
human assessment, forms a crucial point in our research which gives rise to a more
general task of topic annotation.

The paper presents an experiment aimed at comparison of results of topic modelling
via non-negative matrix factorization with that of manual topic modelling performed by
an expert. The experimentwas conducted on the annotated corpus ofRussian short stories
of 1900–1930, which contains 310 stories with a total of 1000000 tokens written by 300
Russianwriters [21]. Thereby,we are trying to pave theway for rapprochement ofmodern
topic modelling techniques and traditional interpretive methods used by literary critics.
Fiction topic modelling is a rather difficult and challenging task, as unlike nonfiction
texts (scientific, mass media, business, etc.), in which several terms or keywords quite
unambiguously determine the topics of the document, the topics of literary texts are
often hidden. For example, a short story, which was tagged by a literary critic as a “love
story”, may not contain the word “love” or any of its derivatives. Because of that the
comparison of human and automatic tagging of topics seems very important for the
improvement of artificial technologies methods related with NLP.
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The task of fiction automatic topic annotation belongs to the tasks of artificial intelli-
gence and demands of algorithms much more complicated than the existing methods of
statistical text processing. One can come to the solution of this problem throughmachine
learning tools, trained on manual expert topic annotation.

2 The Corpus of Russian Short Stories and Its Expert Topic
Annotation

The Corpus of Russian Short Stories of 1900–1930 is currently being developed in
St. Petersburg State University in cooperation with National Research University Higher
School of Economics, St. Petersburg [20, 21]. Corpus developers see their task in creation
of a digital resource,which should provide the possibility to conduct a diverse stylometric
analysis of fiction at different language levels (rhythmic and phonetic [10], lexical [17],
syntactic [18], semantic, structural, etc.) [19]. Another important task that is to be solved
is the adaptation of literary approaches to corpus practice and their involvement in the
orbit of quantitative research [ibid.].

The corpus of Russian short stories of 1900–1930 contains the following subcorpora,
which are important to be mentioned here:

Period I. Short stories of the beginning of the 20th century (1900–1913);
Period II. Short stories of the era of war and the acute social upheaval (1914–1922)

– World War I, the February and October Revolutions and the subsequent Civil War,
which may be further subdivided into two chronologically consecutive periods –

II-1. World War I before the Revolutions (1914–1916) and
II-2. Revolutions and the Civil War); and
Period III. Short stories of the post-revolutionary era (1923–1930).

The corpus size is more than 1 million words. It was lemmatized by MyStem [33]
and annotated on morphological, syntactic and, selectively, rhythmic levels; the texts
were segmented into fragments of narrator’s speech, narrator’s remarks and characters’
speech. The literary annotation includes type of narrative, topics, and some structural
features of texts.

In the first version of the corpus, which is currently being developed, the developers
do not set the task of a full-fledged literary annotation, confining ourselves to its indi-
vidual elements (the main topics, type of narration, general structure, and some others)
[34], but it is assumed that the aspects of literary markup in the corpus of Russian short
stories will be expanded in the future.

As there are no universally accepted algorithms of topic detection in works of fiction,
a careful qualitative analysis is needed at the outset [35].

Topic annotation developed for the Corpus of Russian short stories presupposes the
identification of all semantic components that contribute to the plot, determines the
protagonist’s motives and actions and directly bears on the conflict and its resolution [1,
40]. Topics are considered akin to keywords [37], so that each story is mapped onto a
clustering of topics. Here, a parallel can be drawn with componential analysis that aims
to present word meaning in a bundle of semantic features. The difference, though, is



Topic Modelling with NMF vs. Expert Topic Annotation 137

that while componential analysis tries its best to bring out the total semantic content of
a word, a set of topics is not meant to fully define the short story plot [ibid.].

Topic annotation for the corpus of Russian Short Stories was done manually on the
above-mentioned sample comprising 310 stories written by 300 different Russianwriters
and will be later used as training data for a learning model.

To detect typical topics of the whole timespan (1900–1930), an empirical approach
was used. Topics were identified manually in a bottom-up fashion (starting from indi-
vidual stories) and then tested against the whole sample. In the end, a set of 89 topics
ranging from political to personal, and from philosophical to mundane, united in 8 the-
matic groups was formed, the most frequent of them are given in Table 1. A rough set
of topics was drawn from the stories of Period I (see above). It was subsequently tested
against the stories of the two other periods (Period II and Period III), with inevitable
corrections, deletions and additions.

Table 1. The list of main topics used in expert annotation.

Thematic group Topics

Economic and social topics Bright future; explorations and inventions; industrial advance;
mass education; new lands development; new social order; the
old vs. the new; women’s emancipation; young people

God and religion Christian God; religion as a social institution

Inner life Art, creative activity; doppelgängering; dreams vs. reality;
feeling of freedom; frustrated hopes, disillusionment; disturbed
sleep; ideal vs. reality; insanity; loneliness; mysticism,
hallucinations, nobility of character, magnanimity, self-sacrifice;
presentiments; passion for life; readiness to forgive; remorse;
shame; sleep vs. reality; spiritual rebirth; willingness to help, be
of use, philanthropy

Interpersonal relations Deceit; envy; fraternity, solidarity; friendship; greed;
mentorship; pretense; revenge; rivalry; treachery

Love, sex, and family topics Body life; children; fathers and sons; jealousy; marriage; mutual
sexual love of a man and a woman; parental love; prostitution;
rape; romantic love; unfaithfulness; unrequited love

Mundane aspects of life Alcoholism; boredom; bribery; Christmas, Christmas tree; death
from natural causes; monotonous life; poverty, hunger,
hardships; sudden and accidental death; suicide; the rich vs. the
poor; money; New Year’s Eve

Political topics Civil war; death in the war; execution; October revolution;
pre-revolutionary unrest; punishments for political crimes
(prison, hard labor, deportation); revolutionary movement;
Russo-Japanese war; World War I

Social structure and lifestyle Country life; country vs. city life; city vs. nature; emigration;
land as property; non-peasant work; peasant life; pets and
animals; violence; working class
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Each story thus is mapped onto a set of topics deemed essential for its content.
Annotation was done manually by one expert; however, we plan to perform additional
assessment involving several independent experts. More detailed information on expert
topic annotation may be found in [35].

The database of the corpus contains general information about Russian writers, short
stories meta-information, and the results of text multilevel annotation.

Each story has a personal code and the following meta-information: the name of
the story, the author, and the year of creation. Besides, each story has been additionally
labeled with several tags, referring to information about the topics—the semantic cores
that link the story.The tags have their unique identification codes aswell,multiple tagging
of the stories in case they are referring to more than one topic is allowed. Moreover, it
is also possible to filter texts based on the tags they share for the further comparison.

As the initial annotation scheme proposed by an expert turned out to be rather
detailed, it was decided to reduce the number of topics, i. e., to make normalization
of this database field. For example, three distinct topics related with the wars of the cor-
respondent historical period—the Russian Civil War, World War I, and Russo-Japanese
War—got a common tag WAR.

When developing the normalization scheme, we tried to make it user friendly and
understandable for an average reader [41]. The categorization we propose is cognitive by
nature [36]. Too detailed or too abstract topics are undesirable since they can either lead
to overgeneralization or and to the increase of the number of topics. That iswhy alongside
with the normalized tag LOVE (romantic love, unrequited love, mutual love, passion,
sexual affection, etc.) we distinguish the tag FAMILY (fathers and sons, marriage,
unfaithfulness, etc.), including parent’s love into the latter.

As a result of normalization the initial 89 topics suggested by an expert has been
recategorized into 30 groups using the following tags: future, mode of life, relations, war,
city life, money, children, virtue, leisure time, art, beauty, love, dream, young people,
violence, political struggle, human sins/vices, nature, progress, mental state, revolution,
religion, freedom, family, death, sleep, social groups, social processes, labor, and fantasy.
Figure 1 illustrates the frequency of these tags counted for the stories in the annotated
corpus.

Another peculiarity about the tagging ofRussian short storieswritten in the beginning
of the 20th century is the careful indication of the sociocultural context in the topics—the
time when the text has been created. This specificity of our corpus led to the extraction of
the tag POLITICALSTRUGGLEwhich includes the thematic elements of revolutionary
movement and punishments for political crimes (prison, hard labor, terror, deportation).
The second history-related tag is SOCIAL PROCESSES (pre-revolutionary civil unrest,
new mode of life, politically-induced changes in social roles). The tag SOCIALGROUPS
unites stories aboutCossacks, peasantry, working people, relations and conflicts between
different nations, and the Jewish question. Since there was a lot of social and political
changes in Russia in the considering time period from 1900 to 1930, two additional tags
were used: WAR (the Russian Civil War, World War I, and Russo-Japanese War) and
REVOLUTION.
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Fig. 1. Frequency distribution of topic tags

3 Topic Modelling with Non-negative Matrix Factorization

The experiment was based on topic modelling with non-negative matrix factoriza-
tion (NMF), which is the first layer of dynamic topic modelling [https://github.com/
derekgreene/dynamic-nmf; 7]. Preliminary experiments were performed with several
topic modelling algorithms including LDA, author-topic model, dynamic topic model
via NMF implementations in gensim, NMF proved to be the most reliable as regards
linguistic interpretation of results.

In the first step, we lemmatized the original raw texts by Pymorphy2 Russian tag-
ger [11], created “documents-lemmas” matrix, to which TF-IDF and document length
normalization were applied before each matrix was made. This included building a doc-
ument matrix for a window topic, where the topic model was created by applying NMF
to each time window.

During the experiment the following parameters were used: the number of itera-
tions—10; the number of topic words in the output—10 lemmas, and the number of
topics—from 5 to 20.

The chosen model is considered as count-based but not as predictive by nature, it
implies that distribution of lemmas and documents over topics depends on their observed
frequencies, so that it is common words of a corpus that constitute topics. In this respect
we can draw parallels between topic modelling and semantic compression (in particular,
keyword extraction, summarization, etc.). NMF-based topics help to determine the most
frequent plots of the corpus which are mostly represented by the nominative class.

https://github.com/derekgreene/dynamic-nmf
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The composition of topics was studied at the core level, namely the top part of the
list, whose boundaries are set manually (in our case, the first 10 topic words were taken,
since they are often considered the most informative [26, 27]). It is worth pointing out
that topic labels are not generated automatically but are selected manually.

For tuning the parameters of topic modelling we used word2vec topic coherence
measure described in [7, 29] as applicable to NMF, thus, the number of topics was
determined in the following way [39]:

• top recommendations for number of topics for ‘1900–1913’: 10 (see Fig. 2);

0.45
0.46
0.47
0.48
0.49

0.5
0.51
0.52

0 2 4 6 8 10 12
Number of topics

Fig. 2. Top recommendations for number of topics for ‘1900–1913’: the number of topics is 10.

• top recommendations for number of topics for ‘1914–1922’: 4 (Fig. 3);
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0.48
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0.5

0.51
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Number of topics

Fig. 3. Top recommendations for number of topics for ‘1914–1922’: the number of topics is 4.

• top recommendations for number of topics for ‘1923–1930’: 10 (Fig. 4).
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Fig. 4. Top recommendations for number of topics for ‘1923–1930’: the number of topics is 10.

Now we are going to consider each period in accordance with the set of topics.

3.1 Early 20th Century: 1900–1913

As regards topic structure and content we can state that the nominative class repre-
sented by abstract and concrete nouns prevails in the NMF output. The nominative
class includes: 1) description of people—rebyonok (child), zhenshhina (woman), starik
(old man), etc.; 2) profession—kupecz (merchant), izvozchik (horse-cab driver), soldat
(soldier), krest’yanin (peasant), etc.; 3) everyday realities—komnata (room), izba (hut,
house), dom (house, home), pis’mo (letter), etc., 4) nature and animals—les (forest),
kust (bush), volk (wolf ), etc.; 5) abstract notions—zhizn’ (life), schast’je (happiness),
mysl’ (thought), smert’ (death), etc., and 6) collective nouns—tolpa (crowd).

The predicative class is represented by verbs and its amount is the biggest among
other periods: pisat’ (to write), znat’ (to know), lyubit’ (to love), stoyat’ (to stand),
krichat’ (to shout), bezhat’ (to run), dumat’ (to think), obedat’ (to dine), pojti (to go).

The attributive class includes qualitative temny’j (dark) and relative adjectives—
rabochij (working), russkij (Russian).

The correlation of words in the topics reflects the diversity of paradigmatic and
syntagmatic relations that organize the text [23, 24]. Linguistic links within the topics
may be described with lexical functions in the model “Meaning ⇔ Text” [22] which
allows to cover the predictable, idiomatic connections of aword and its lexical correlates.

Among paradigmatic relations in topics the following types prevail: synonyms (Syn),
antonyms (Anti) and derivational (Der) relations, etc. For example: Syn:mama (mom)—
mat’ (mother)—mama (mom), etc.; Anti: derevnya (village)—gorod (city, town), zhizn’
(life)—smert’ (death), stoyat’ (to stand)—bezhat’ (to run), etc.; Der: pis’mo (letter)—
pisat’ (to write), lyubov’ (love)—lyubit’ (to love), krik (shout)—krichat’ (to shout), etc.
Partitive relations: sem’ya (family)—rebyonok (child), muzh (husband), zhena (wife),
otec (father), etc., priroda (nature)—prud (pond), reka (river), kust (bush), les (forest),
etc.; derevnya (village)—izba (hut, house), krest’yanin (peasant), baba (country woman,
peasant’s wife), barin (lord); dom (house, home)—komnata (room), okno (window),
kabinet (room, office).

Syntagmatic relations are realized at the level of valency frames filled with words
from the topic. Among lexical functions Oper1,2 may be selected, which connect a
verb, the name of the first or the second actant in the role of subject and the name of the
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situation as additions: sup (soup)—obedat’ (to dine), pis’mo (letter)—pisat’ (to write),
rebyonok (child)—krichat’ (to shout), etc. In addition, there are a number of examples
for the implementation of the lexical function Doc (res) (“document that is the result”):
pisat’ (to write)—pis’mo (letter).

The topics of Period I (1900-1913) can be assigned to the following tags according
to its topic words:

Topic 1 “LETTER”—pis’mo (letter), ruka (hand, arm), pisat’ (to write), znat’ (to
know), lyubov’ (love), lyubit’ (to love), komnata (room), zhenshhina (woman), scena
(scene), rol’ (role),

Topic 2 “PRISON”—tyur’ma (prison), zhizn’ (life), my’sl’ (thought), ruka (hand,
arm), zvuk (sound), okno (window), kaplya (drop), smert’ (death), kazalos’ (to seem),
slovo (word)),

Topic 3 “MAINTENANCE OF ORDER IN A VILLAGE”—soldat (soldier),
barin (lord), starik (old man), oficer (officer), derevnya (village), blagorodie (honour),
krest’yanin (peasant), post (post), ogonek (little fire), izba (hut, house),

Topic 4 “HOUSE IN THE FOREST”—lesa (forest), les (forest), loshad’ (horse),
izba (hut, house), ded (grandfather, old man), kust (bush), solnce (sun), volk (wolf ),
noga (leg), temny’j (dark),

Topic5“FAMILYHAPPINESS”—rebyonok (child),muzh (husband), zhizn’ (life),
drug (friend), god (year), zhena (wife), zhenshhina (woman), schast’je (happiness),
kabinet (room, office), den’ga (money),

Topic 6 “CROWD”—tolpa (crowd), ulicza (street), rabochij (working), krik
(shout), stoyat’ (to stand), krichat’ (to shout), rebyonok (child), golos (voice), drug
(friend), bezhat’ (to run),

Topic 7 “ROMANTIC RENDEZVOUS”—student (student), devushka (young
lady), prud (pond), reka (river), lodka (boat), noch’ (night), dyadya (uncle), doroga
(road), mgnovenie (instant), dom (house, home),

Topic 8 “PRIEST WITH PARISHIONERS IN A VILLAGE”—batyushka
(father, priest), ruka (hand, arm), zhena (wife), delo (affair), khozyain (landlord), baba
(country woman, peasant’s wife), pojti (to go), den’ga (money), matushka (mother,
priest’s wife), tetka (aunt),

Topic 9 “LIFE IN A TOWN/CITY”—russkij (Russian), parokhod (steamer),
gorod (city, town), kupecz (merchant), prikazchik (manager), noch’ (night), znat’ (to
know), starik (old man), izvozchik (horse-cab driver), chasy (clock, watch),

Topic 10 “DINING ARRANGEMENTS”—otecz (father), sestra (sister), mama
(mom), komnata (room), doktor (doctor), dom (house, home),mat’ (mother), sup (soup),
obedat’ (to dine), dumat’ (to think).

3.2 World War I and Revolutions: 1914–1922

The number of unique terms is not numerous in the second time window (1914–1922),
which is due to the fact that this is a revolutionary time and the description of life is
minimal (see Fig. 3).

Among paradigmatic relations there is Der: nemecz (German)—nemeczkij (Ger-
man), etc.; partitive relations: armiya (military)—oficer (officer), soldat (soldier), rota
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(troop), komanda (command, team), etc.; priroda (nature)—reka (river), veter (wind),
more (sea), nebo (sky), bereg (bank), derevnya (village)—izba (hut, house), muzhik
(country man, peasant man), baba (country woman, peasant’s wife), etc.; religion—
Bog (God), svyatoj (saint), batyushka (father, priest); chasti tela (parts of body)—ruka
(hand, arm), noga (leg), telo (body).

The nominative class includes: 1) description of people—zhenshhina (woman),
starik (old man), muzhik (country man, peasant man), baba (country woman, peas-
ant’s wife), etc.; 2) profession—student (student), soldat (soldier), oficer (officer),
batyushka (father, priest), etc.; 3) everyday realities—komnata (room), dver’ (door),
etc.; 4) nature—veter (wind), more (sea), nebo (sky), solnce (sun), noch’ (night), bereg
(bank), etc., 5) abstract notion—zhizn’ (life), 6) collective nouns—komanda (command,
team), rota (troop).

The predicative class is represented by verbs: znat’ (to know), dumat’ (to think),
strelyat’ (to shoot). The attributive class: nemeczkij (German), svyatoj (saint).

Topics may be labelled in the following way:

Topic 11 “LETTER-2”—pis’mo (letter), znat’ (to know), komnata (room), zhizn’
(life), ruka (hand, arm), slovo (word), student (student), dumat’ (to think), zhenshhina
(woman), dver’ (door),

Topic 12 “WAR”—soldat (soldier), nemecz (German), oficer (officer), tovarishh
(comrade), vintovka (gun), nemeczkij (German), strelyat’ (to shoot), ruka (hand, arm),
komanda (command, team), rota (troop),

Topic 13 “FAITH”—otecz (father), muzhik (country man, peasant man), baba
(country woman, peasant’s wife), starik (old man), batyushka (father, priest),Bog (God),
devka (maid), svyatoj (saint), izba (hut, house), uchitel’ (teacher),

Topic 14 “NATURE AND LOVE”—ruka (hand/arm), veter (wind), more (sea),
nebo (sky), solnce (sun), noch’ (night), bereg (bank), noga (leg), reka (river), telo (body).

3.3 New Time, or the Early Soviet Period: 1923–1930

In the post-revolutionary period the vocabulary increases again, there are unique words
that reflect the “new life”—tovarishh (comrade), fabrika (plant), rabochij (working),
Lenin (Lenin).

Among paradigmatic relations in topics prevail the following: synonyms (Syn),
antonyms (Anti) and derivational (Der) relations, etc. For example: Syn:mama (mom)—
mat’ (mother), chernyj (black)—temnyj (dark), etc.; Der: rabota (work)—rabochij
(working)—rabotat’ (to work), komanda (command, team)—komandir (commanding
officer), ded (grandfather, old man)—dedushka (granddad, old man), etc.; partitive rela-
tions: sem’ya (family)—mama (mom), syn (son), mat’ (mother), otec (father), dedushka
(granddad, old man); priroda (nature)—sosna (pine), ptica (bird), lesa (forests), zayac
(hare), zver’ (animal), boloto (swamp); okhota (hunting)—ruzhje (rifle), zver’ (ani-
mal), lesa (forests); derevnya (village)—muzhik (country man, peasant man), baba
(country woman, peasants wife), izba (hut, house), telega (telega, horse wagon); dom
(house, home)—komnata (room), dver’ (door), okno (window), lampa (lamp), kukhnya



144 T. Sherstinova et al.

(kitchen); peredvizhenie na poezde (go by train)—vagon (coach), passazhir (passen-
ger), poezd (train), stanciya (station); fabrika (plant)—rabochij (working), rabotat’ (to
work), stanok (lathe), etc.

There are a number of examples for the implementation of the lexical function
Cap: komanda (command, team)—komandir (commanding officer); otryad (squad)—
komandir (commanding officer), cerkov’ (church)—pop (priest), etc.; the lexical func-
tion Equip (“personnel, staff”): people (folk)—man (country man, peasant man),
etc.

The following topics may be tagged with the following generalized labels:

Topic 15 “MEETING IN A ROOM”—komnata (room), ruka (hand, arm),
devushka (young lady), dver’ (door), doktor (doctor), okno (window), khotet’ (to want),
lampa (lamp), tovarishh (comrade), lyubit’ (to love),

Topic 16 “VILLAGE”—muzhik (country man, peasant man), baba (country
woman, peasant’s wife), ruka (hand, arm), loshad’ (horse), izba (hut, house), telega
(telega, horse wagon), noga (leg), xleb (bread), telo (body), derevnya (village),

Topic 17 “MAN IN A FOREST”—ded (grandfather, old man), bol’shoj (big),
sosna (pine), ptica (bird), lesa (forests), gorbatyj (hump-backed), boroda (beard),
chernyj (black), dedushka (granddad, old man), shapka (cap),

Topic 18 “WAR-2”—komissar (commissioner), komandir (commanding offi-
cer), otryad (squad), parokhod (steamer), vintovka (gun), soldat (soldier), komanda
(command, team), shtab (headquarter), tovarishh (comrade), kazak (cossack),

Topic 19 “WORK AT THE FACTORY”—rabochij (working), rabota (to work),
delo (affair), fabrika (plant), rabotat’ (to work), tovarishh (comrade), rebyonok (child),
zhit’ (to live), dumat’ (to think), bol’shoj (big),

Topic 20 “HUNTING”—parokhod (steamer), sneg (snow), dyadya (uncle), pros-
transtvo (space), temnyj (dark), zvezda (star), zayac (hare), ruzhje (rifle), bol’shoj (big),
lesa (forests),

Topic 21 “PEOPLE ON SWAMPS”—starik (old man), starukha (old woman),
zver’ (animal), boloto (swamp), sneg (snow), passazhir (passenger), Lenin (Lenin),
ruzhje (rifle), syn (son), mat’ (mother),

Topic 22 “FEAST INAVILLAGE”—pop (priest), cerkov’ (church), otec (father),
muzhik (country man, peasant man), telega (telega, horse wagon), narod (folk), starukha
(old woman), baba (country woman, peasant’s wife), svad’ba (wedding), prazdnik
(feast),

Topic 23 “TRAVELLING BY TRAIN”—vagon (coach), prazdnik (passenger),
poezd (train), meshok (bag), stanciya (station), masterskij (skillful), stanok (lathe),
uchyonyj (scientist), ruka (hand, arm), vskochit’ (to jump up),

Topic 24 “MOTHER ANDHERCHILD”—mal’chik (boy), mama (mom), veshhi
(belongings), rebyonok (child), starshij (senior), soldat (soldier), dom (house, home),
kukhnya (kitchen), ruka (hand, arm), kurs (course).

4 Comparison of the Results of Two Topic Tagging Approaches

The comparison of results of topic modelling via NMF with that of manual topic anno-
tation performed by an expert was made by combining two types of annotation in the
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corpus database. As mentioned above, the experiment was conducted on the annotated
Corpus of Russian short stories written in the period of 1900–1930 by 300 Russian
writers, which contains 310 texts of different sizes with a total of 1000000 tokens.

The output results of topic modelling via NMF presented in the form of relational
tables were imported into corpus database. The tables consist of two ranged datasets—
topic terms (the words describing a topic) and topic documents (short stories relevant to
this topic) for each of 24 automatically determined topics.

For this pilot experiment we decided to limit ourselves to 10 core elements on both
dimensions. That is, it was agreed to consider just the first 10 top words for each topic
model (as it is presented in previous section) and to leave in the correspondent cluster
of documents just 10 topic-forming texts. Then, for each of 24 topics automatically
determined topics (A-topics) frequency lists of topics appointed to the corresponded
text documents by an expert (E-topics) were compiled. The examples of this frequency
distributions are given in Table 2. The frequency indicates the number of stories out of
10, which were tagged with a correspondent tag.

Table 2. Top frequency lists of E-topics for selected A-topics.

A-Topic E-Topic Freq. %

Period I: Early 20th century: 1900–1913

Topic 1 “LETTER” LOVE 7 21.88

SINS 4 12.50

RELATIONS 3 9.38

MENTAL STATE 3 9.38

Topic 2 “PRISON” DEATH 6 14.29

RELATIONS 5 11.90

POLITICAL STRUGGLE 5 11.90

MENTAL STATE 4 9.52

Topic 4 “HOUSE IN THE FOREST” NATURE 5 16.67

PROGRESS 5 16.67

MONEY 4 13.33

SOCIAL GROUPS 3 10.00

Topic 5 “FAMILY HAPPINESS” FAMILY 7 15.22

LOVE 5 10.87

RELATIONS 4 8.70

MONEY 4 8.70

CHILDREN 4 8.70

Topic 6 “CROWD” LOVE 4 11.43

DEATH 4 11.43

(continued)
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Table 2. (continued)

A-Topic E-Topic Freq. %

SINS 3 8.57

MONEY 2 5.71

Topic 10 “DINING ARRANGEMENTS” FAMILY 7 16.67

CHILDREN 4 9.52

LOVE 4 9.52

RELATIONS 3 7.14

Period II: World War I and Revolutions (1913–1922)

Topic 11 “LETTER-2” LOVE 7 15.91

RELATIONS 6 13.64

MENTAL STATE 5 11.36

DEATH 5 11.36

Topic 12 “WAR” WAR 8 22.86

RELATIONS 5 14.29

DEATH 4 11.43

SOCIAL GROUPS 4 11.43

Topic 13 “FAITH” RELIGION 7 24.14

NATURE 3 10.34

SOCIAL GROUPS 3 10.34

WAR 2 6.90

Topic 14 “NATURE AND LOVE” LOVE 5 13.16

RELATIONS 3 7.89

NATURE 3 7.89

DEATH 3 7.89

WAR 2 5.26

Period III: New time, or the Early Soviet Period: 1923–1930

Topic 16 “VILLAGE” SOCIAL GROUPS 8 18.60

DEATH 7 16.28

MONEY 4 9.30

RELATIONS 3 6.98

Topic 17 “MAN IN A FOREST” SOCIAL GROUPS 6 15.00

NATURE 5 12.50

DEATH 5 12.50

RELATIONS 4 10.00

(continued)
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Table 2. (continued)

A-Topic E-Topic Freq. %

Topic 18 “WAR-2” WAR 10 27.78

RELATIONS 5 13.89

DEATH 5 13.89

SOCIAL GROUPS 4 11.11

Topic 19 “WORK AT THE FACTORY” SOCIAL PROCESSES 9 19.15

SOCIAL GROUPS 6 12.77

RELATIONS 5 10.64

MONEY 4 8.51

LABOUR 4 8.51

Topic 23 “TRAVELLING BY TRAIN” LOVE 4 11.11

SINS 4 11.11

DEATH 4 11.11

WAR 3 8.33

Topic 24 “MOTHER AND HER CHILD” FAMILY 6 12.50

CHILDREN 5 10.42

WAR 4 8.33

RELATIONS 3 6.25

The obtained results are quite heterogeneous. Thus, for certain topics, there is a
good correlation between key terms of A-topic (see 3.1-3.3) and E-topics, between
some other topics there is almost no correlation, most of the topics are characterized by
partial coincidence.

The best match observed refers to the A-topics WAR (#12 and #18), which are
common for Periods II and III. The topics of NATURE, FAMILY, RELIGION could be
detected rather well, too. On the other hand, there are obvious difficulties with automatic
revealing of the topics DEATH, RELATIONS, and SOCIAL GROUPS.

In the first and second periods, A-topic LETTER is automatically detected with the
very similar sets of E-topics. Perhaps this is a “traditional” topic of Russian prerevolu-
tionary literature, like Pushkin’s Tatiana Larina from “Eugene Onegin”. Curiously, in
the Soviet period, this topic is absent.

An interesting observation is that in the Period II of WWII and revolutions, when
only 4 topics were detected by topic modelling, a good correlation between all A-topics
andE-topics can be seen. Therefore, wemay assume that experimentswith the number of
topics can help to achieve a better correlation between A-topics and E-topics. Moreover,
it seems that the results of better matching between automatic topic annotation and the
expert one should be a criterion for choosing the number of topics.
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The analysis of reverse frequency lists (fromE-topics to A-topics) led approximately
to the same result: the topics WAR, NATURE, FAMILY, RELIGION, as well as the
topic CHILDREN are well distinguished. In addition, it was noted that the topic WAR
in Russian short story does stand apart—it actually does not occur with such “popular”
topics like LOVE, MONEY or SINS.

A preliminary conclusion that can be made is that the highest correlation between
expert and automatic topic annotation is observed for those topics that are background
for the whole story (WAR, NATURE, FAMILY). Topics or events narrowly localized in
the narrative space of the story (e.g., DEATH) are not captured automatically.

Poor correspondence between E-topic and A-topic is also observed when the expert
did not mark as a topic the background against which the action is taking place, whereas
the topic modelling algorithm proposes this background to be the central topic of the
text. An example of such a mismatch is the A-topic CROWD (#6), which unites the
stories tagged by an expert with E-topics LOVE, DEATH, SINS, and MONEY. Here,
the crowd represents just the background for the story where the action takes place (e.g.,
at political rally or in the opera house), but it could not be considered by an expert to be
a valid topic for the story in general.

5 Conclusion

For the corpus of Russian short stories, a novel approach to text annotation, namely,
topic annotation was introduced. In the given research we are the first to propose and
implement a novel type of text annotation—a hybrid (expert and automated) topic anno-
tation. This type of annotation is specific for genres of fiction texts as it allows to describe
relevant aspects of the plot, features characterizing main characters of the text, etc. Topic
annotation proves to be a significant extension to traditionmultilevel annotation schemes
accepted in contemporary corpus linguistics.

The experiment aimed at comparison of results of topic modelling via non-negative
matrix factorization (A-topics) with that of manual topic modelling performed by an
expert (E-topics) has shown that A-topics better reveal general background of stories
(e.g., WAR, LOVE, NATURE, FAMILY) than the important plot-forming topics (e.g.,
DEATH or RELATIONS). Therefore, topic modelling via NMF should be primarily
recommended for the revealing of topics referring to general background of the story
rather than for detecting topics related with some critical events or relations between
characters.

Another hypothesis that can be proposed is that the experiments with the number
of A-topics for each period can help to achieve a better correlation between A-topics
and E-topics. The results of better matching between automatic topic annotation and
the expert one should be considered to be a criterion for choosing the number of A-
topics. As for revealing the wide set of other E-topics, they need further consideration
and additional tuning of computational algorithms. The experiments on comparison of
manual and automatic tagging of topics should be further continued as the obtained
results seem to be important for the improvement of artificial technologies methods,
especially for processing of texts referring to “real life”, such as fiction or transcripts of
everyday spoken speech.
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Abstract. The study explores the problem of assessing complexity of
Russian educational texts. In this paper, we focus on measuring con-
ceptual complexity which is rarely selected as a research question and
propose to use a thesaurus (or a linguistic ontology) to this end. We also
compiled an original corpus of school textbooks on Social Studies, History
used in high school, and textbooks for elementary school specifically for
this set of text complexity experiments. On the first stage of the research,
RuThes-Lite thesaurus, a linguistic knowledge base with the total size
of 100,000 concepts, was used to elicit concepts in the texts of school-
books and represent them as graphs. To the best of our knowledge, we
a new method for text complexity assessment using RuThes-Lite graphs
and identify graphs-based semantic characteristics of texts that impact
complexity. The most significant findings of the research include iden-
tification of statistically significant correlations of the selected features,
such as node degree, with complexity of educational texts.

Keywords: Text complexity · Thesaurus · Russian language

1 Introduction

Of the three generally accepted levels of text complexity, i.e. lexical, syntactic
and semantic/informational/conceptual, the third one is evidently more intricate
to scrutinize and is universally recognized as the least explored [21]. The seman-
tic level of a text, defined as the amount of background knowledge required to
comprehend a text, to a great extend facilitates text comprehension. Automatic
measurement of lexical and syntactic complexity of Russian texts has been pro-
posed in a number of studies [11,20,22] and it is not unexpected as these two
levels are easier to formalize. The predominant approaches in previous work on
Russian text complexity combine lexical and syntactic features [2]. As for the
influence of the semantic level on text complexity, the studies conducted are still
few and mostly in English.
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In this article, we are developing a new approach to defining the conceptual
complexity of texts through knowledge databases such as WordNet. The concep-
tual complexity of the text is viewed as the amount of knowledge (in particular,
from the thesaurus) necessary for understanding a text.

Evaluation of the proposed approach requires a set of texts of different con-
ceptual complexity. One possible way to solve the problem is to abridge original
texts and use the abridged versions as part of the Corpus. This idea has been
implemented in [23]. However, it seems important to assess the method on real,
not artificial texts. A natural example of such a set of texts of different concep-
tual (not just formal, lexical and grammatical) complexity are school textbooks
of different grades which we use as the material in the current study.

An adequate conceptual level of a text complexity is especially important for
readers with an insufficient level of knowledge [6,18], in particular, for schoolchil-
dren. In the situations when schoolchildren experience a lack of necessary knowl-
edge, it may lead to difficulties in understanding textbooks. Thus, while devel-
oping educational materials for a specific audience, a designer is expected to
be aware of the approximated amount of theoretical and practical knowledge
the audience can employ. For this purpose we make use of the corpus of school
textbooks as a kind of a reference corpus.

2 Related Works

A deeper level of semantic analysis, also referred as conceptual analysis [23],
implies taking into account semantic and pragmatic links between concepts in
a text. Although it is the conceptual level that presents a real complexity of a
text, so far the possibility and methods of measuring the conceptual level of text
complexity have remained unexplored.

The notion of the conceptual complexity of a text is viewed as related to the
number of abstract concepts verbalized in a text, i.e. abstract words incidence, in
a text [21]. The correlation between text abstractness and “linguistic complex-
ity” was convincingly proved in [26] where the author used Russian texts as the
material for the study. In a similar study, A. Laposhina [13] found out that only
one of the four groups of text lexis which she identified with the help of ABBYY
COMPRENO, i.e. words denoting abstract concepts, could be used as an indica-
tor of text complexity. The groups A. Laposhina classified included the following:
(1) ‘lex physical’, i.e. nouns denoting specific material objects, including people
(e.g..‘cutlet’, ‘table’, ‘mom’); (2) ‘lex virtual’, i.e. virtual, intangible objects, e.g..
‘base’, ‘internet’; (3) ‘lex abstract’, words denoting abstract concepts including
terms (e.g.. ‘avantgarde’, ‘whim’, ‘affacement’), and (4) ‘lex substance’, names
of substances, e.g. .‘silver’, ‘vinegar’. Elements of the semantic approach, similar
to that in the afore-cited paper, are implemented in [17] in which the authors
apply latent semantic analysis to determine semantic proximity of text frag-
ments. However, in most studies published, researchers analyze not a corpus or
a text as a whole, but adjacent sentences or paragraphs only.
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An important component of text complexity is the text cohesion that has
been studied in a number of studies [5,17]. In [17], the notion of cohesion is
defined as a concept uniting referential cohesion and deep cohesion. The first
indicates how concepts in a sentence or adjacent sentences overlap and is mani-
fested in repeated words, stems, pronouns, etc. The second establishes cohesion
due to the sequence of tenses, use of subordinate and connecting conjunctions
and other means. In [17,25], cohesion is viewed as a notion verbalized with lexi-
cal chains. The latter refer to a number of adjacent words with similar meanings.
Thornbury (2005) emphasizes the importance of lexical chains for maintaining
text cohesion arguing that “The lexical connectors include repetition and the
lexical chaining of words that share similar meaning” [25]. The author also pro-
vides an example of a set of isolated sentences that have matching grammatical
categories, but do not form a coherent text: “The university has got a park. It
has got a modern tram system. He has got a swimming pool.”

As for semantic similarity of words, there are two different approaches to
quantifying the extent to which words have similar meanings. The first approach
(Latent Semantic Analysis) uses statistical characteristics of words in a text:
frequency, co-occurrence. It was successfully used in a number of papers on text
complexity, however, as noted above, mainly for local analysis.

Another possible approach is to explore semantic relations between words
in a text. To this end, a researcher can use information presented in semantic
networks. The theory of semantic networks began developing half a century
ago [4] with the purpose of explaining the structure and functioning of human
memory and by present there have been developed numerous models of networks
and there is an extensive bibliography on the topic.

The research performed in [24] indicates that many of the semantic networks
studied, including those built on the basis of psycho-semantic associative exper-
iments, have similar statistical characteristics.

In modern studies aimed at word processing, the two most popular and more
frequently used resources are thesauri (lexical ontologies), such as WordNet [7],
and DBpedia (https://wiki.dbpedia.org/), i.e. a knowledge base with multiple
semantic relationships between concepts. WordNet was originally created for
research of human memory. This gives reason to expect that the use of structures
like WordNet will make it possible to advance in understanding the problem of
text comprehension complexity.

The semantic proximity of words is determined by their closeness in the struc-
ture of the knowledge base or thesaurus. Thesauri, however, are also one of the
types of knowledge bases, since, unlike traditional dictionaries, they contain not
only linguistic, but also extralinguistic information, i.e. world knowledge. The
latter is registered in thesauri with hypo-hyperonymic connections: for example,
a tomato is connected to a class of vegetables and not garments. Thus, this is a
knowledge-based approach, in which the knowledge of many experts participat-
ing in the development of such resources is being exploited.

RuWordNet, the Russian language thesaurus, as other thesauri, presents the
concept of “vegetables” as a member of a synonymic set, a set of hyponyms

https://wiki.dbpedia.org/
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and a set of hyperonyms (https://ruwordnet.ru/ru/). In RuWordNet the con-
cepts TOMATO and CUCUMBER are registered as co-names related to the
concept of VEGETABLES. The easiest way to determine the distance between
concepts in a thesaurus is to compute the number of steps from one concept to
another moving along the edges of the tree of hypo-hyperonymic connections.
The distance between TOMATO and CUCUMBER in RuWordNet is 2.

The Wordnet thesaurus is widely used to measure semantic proximity
between words. For example, by September 25, 2019, Google Scholar registered
58900 articles mentioning Wordnet as a tool and word similarity as a research
objective. Over 3150 works on the topic appeared in Google Scholar only in
September 2019.

In [3], the authors offer the first systematic comparison of various measures
of word proximity based on WordNet. In [19] the authors offer a broad survey
of proximity metrics such as path length based measures, information content
based measures, feature based measures, and hybrid measures. The innovative
information theoretic approach to measure the semantic similarity between con-
cepts of Word Net has been proposed in [9]. In [1], it was proposed to assign
weights to the edges of WordNet and determine the proximity of words based
on “weighted WordNet”.

A comprehensive review of Russian thesauri is presented in [12]. It includes,
in particular, information about RuThes and RuWordNet thesauri, i.e Russian
WordNet. In [14,27], these thesauri are used to solve the problem of establishing
semantic proximity of words. To the best of our knowledge, for establishing the
degree of conceptual coherence of a text, and hence its complexity, this app-
roach has been used so far in very few studies. In article [23], DBpedia was used
as a knowledge base, and Newsela article corpus (https://newsela.com/data) as
a corpus of texts, containing original and artificially simplified texts. Entities
expressed in the text by nominal groups were mapped onto knowledge base con-
cepts. All DBpedia concepts, together with the semantic relationships linking
them to each other, form a graph. As a result, the text was displayed on a sub-
graph of the complete DBpedia graph. The authors of the article reviewed 13
parameters of the graph and calculated their values for original and simplified
texts (total number of texts = 200). The research shows that all the parame-
ters studied have a statistically significant relationship between metrics of the
parameters of the graph and text complexity (at least in the case of significant
differences in text complexity). Thus, this approach is viewed as reliable to assess
texts complexity. In [10] the same authors propose a mechanism of distributing
activation in a network of concepts which may be implemented to model the
effect of priming. As priming is viewed as a mechanism accelerating text com-
prehension [8], it offers researchers another instrument to evaluate conceptual
complexity of texts.

In this paper, we propose a novel approach to assess conceptual complexity of
texts. It differs from the approach proposed in [23] in many significant aspects:
(1) using a WordNet-like thesaurus as a knowledge base, rather than a DBpedia-
type knowledge base; (2) using a set of structural features of the graph; (3) using

https://ruwordnet.ru/ru/
https://newsela.com/data
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natural texts of different conceptual complexity for testing the approach rather
than artificially generated texts.

3 Materials and Methods

In this section we describe the datasets and methods used in the experiments
held for the study.

3.1 Datasets

Russian Readability Corpus compiled for the current research comprises three
sets of books, i.e. Social Science textbooks, History textbooks, Elementary school
texts. Initially [22], Russian Readability Corpus (RRC) was compiled of two sets
of textbooks on Social studies for secondary and high school for Russian students.
It contained 45380 sentences from 14 textbooks: edited by Bogolyubov (BOG)
and by Nikitin (NIK). Later, a dataset of 17 elementary school texts (1st – 4th
grades) along with a dataset of 6 textbooks on History (10th – 11th grades) were
added. The descriptive statistics of the whole corpus (of 37 books in total) is
presented in Tables 1, 2 and 3.

Table 1. Properties of the pre-processed corpus in social studies. The asterisk (*)
marks textbooks for advanced students.

Tokens Sentences Words per sent

Grade BOG NIK BOG NIK BOG NIK

5-th – 17,221 – 1,499 – 11.49

6-th 16,467 16,475 1,273 1,197 12.94 13.76

7-th 23,069 22,924 1,671 1,675 13.81 13.69

8-th 49,796 40,053 3,181 2,889 15.65 13.86

9-th 42,305 43,404 2,584 2,792 16.37 15.55

10-th 75,182 39,183 4,468 2,468 16.83 15.88

10-th* 98,034 – 5,798 – 16.91 –

11-th – 38,869 – 2,270 – 17.12

11-th* 100,800 – 6,004 – 16.79 –

Pre-processing of the RRC. All texts in the corpus were pre-processed in the
very same manner. Pre-processing included tokenization, splitting text into sen-
tences and Part-of-Speech tagging (using the TreeTagger for Russian1. During
the pre-processing step we excluded all extremely long sentences (longer than 120
words) as well as too short sentences (shorter than 5 words) which we consider
outliers. Thus, the pre-processing step decreases the total number of sentences.
1 http://www.cis.uni-muenchen.de/∼schmid/tools/TreeTagger/.

http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
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Table 2. Properties of the preprocessed corpus in history

Author Grade Tokens Sentences Words per sentence

Soboleva 10-th 81544 7116 11.46

Klimov 10-th 40949 3676 11.14

Guryanov 11-th 100331 9393 10.68

Petrov 11-th 85409 8536 10.01

Plenko 11-th 63804 5292 12.06

Ponomarev 11-th 44833 4003 11.2

Table 3. Properties of the preprocessed Corpus from elementary school

Author Grade Tokens Sentences Words per sentence

Kurevina 1-st 3300 368 8.97

Lutseva 1-st 19154 2026 9.45

Ragozina 1-st 8793 834 10.54

Rogovtseva 1-st 12763 1548 8.24

Rudskiy 1-st 1622 198 8.19

Vakhrushev 1-st 17855 2188 8.16

Rudskiy 2-nd 2285 340 6.72

Vakhrushev 2-nd 24975 2232 11.19

Rudskiy 3-rd 8089 896 9.03

Vakhrushev 3-rd 19779 1813 10.91

Benenson 4-th 5389 739 7.29

Goryachev 4-th 11099 1305 8.50

Vakhrushev 4-th 41877 3637 11.51

Clearly, extremely long or short sentences can exist in other domains, but in
high school textbooks sentences shorter than 5 words most likely are outliers.
Extremely short sentences mostly appear as names of chapters and sections of
the textbooks or as a result of incorrect sentence splitting. Obviously, in Rus-
sian sentences with five – seven words can still be viewed as short sentences;
the average sentence length (in our corpus) is higher than ten. Extremely long
sentences (more than 120 words) are either errors in sentence splitting or repre-
sent uncommon situations (such as very long excerpts from juristic documents).
Imprecise Part-of-Speech tagging might affect the quality of further steps of text
processing.

Russian Thesaurus RuThes-Lite. RuThes Thesaurus of the Russian language
[15] is typically referred to as a linguistic knowledge base for natural language
processing. The thesaurus provides a hierarchical network of concepts. Each
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concept has a name and is related to other concepts and to a set of language
signs (words and phrases), the meanings of which correspond to the concept.

The conceptual relations in RuThes include the following:

– the class-subclass relation;
– the part-whole relation;
– the external ontological dependence, and others

RuThes includes 54 thousand concepts, 158 thousand unique text entries (75
thousand single words), 178 thousand concept-text entry relations, more than
215 thousand conceptual relations. The first publicly available version of RuThes
(RuThes-lite) is available from http://www.labinform.ru/ruthes/index.htm. The
process of generation of the RuThes-Lite from the RuThes is described in [16].

As it was mentioned above, for this research we use RuThes-Lite thesaurus
as a linguistic knowledge base to estimate text complexity. The structure of a
thesaurus can be represented as a graph (G0): with nodes derived from the con-
cepts and edges derived from relations. While processing a text (or a fragment
of a text) we match words from the text with RuThes-Lite concepts. Preforming
a correct matching of thesaurus concepts with raw text entries is an important
step that usually involves disambiguation processes. However, the problem of
automatic disambiguation of a word sense in Russian has not been solved yet.
Thus, when matching RuThes-Lite concepts with a text we use a simple string
thus matching normalized words from the text and the text entries that corre-
spond the thesaurus concepts. We keep all the matching concepts in a temporary
list. This process may produce a lot of false positives in the temporary list, i.e.
concepts that were not used in the text fragment. On the next step, i.e. while
building a subgraph, we filter out all isolated nodes. It is during this procedure
the vast majority of false positives are excluded. The procedure of building a
subgraph is also straightforward: we use the matched concepts to produce a new
graph GS which is a subgraph of G0. If two nodes are connected in G0 then
they are connected in GS too. The complexity metrics are assessed based on the
subgraph provided in Sect. 4.1. In case of a false positive match, the false positive
will remain in subgraph GS if and only if it has a connection with another falsely
matched concept in the same text. So, having two interconnected false positives
is still possible, but having more than three (interconnected false positives) is
a much more rare event. Limitations of the described procedure are obvious as
some of the isolated nodes may still contain valuable information for further
analysis.

http://www.labinform.ru/ruthes/index.htm


Thesaurus-Based Methods for Assessment of Text Complexity in Russian 159

Fig. 1. A subgraph GS derived from the RuThes-Lite and a text fragment. The sub-
graph contains only nodes and (hypernymy-hyponymy) edges between them (such edges
are dark). Nodes without labels are kept in the figure as an illustration of the related
RuThes concepts that did not appear in the text fragment, but they are linked to nodes
from the subgraph GS

3.2 Sampling from RRC

RRC contains 37 documents and thus hardly be viewed as a representative sam-
ple of the population of all school textbooks. However, for the purposes of text
complexity studies we could split each document in multiple non-overlapping
parts. If each part (or a sample) is ‘long enough’ it can serve as a good represen-
tative of the whole document and at the same time will keep certain variability.
As we have no assumptions on the idea of “big enough” in terms of the sample,
we will denote the size of each sample as parameter S. This parameter is mea-
sured in tokens. In experiments, both dependent variables (such as readability
value) and independent variables measured for a given sample. The sample size
(S) was set to different values: 200, 500 1000 and 2000 tokens. During sampling,
keeping the order of tokens and sentences is important, otherwise the sampled
texts will be less natural, even though they could carry the main features of
the documents from the corpus. Thus, we sample S token sequences from each
document2. We calculate all features for readability analysis using the described
sampling technique. Using the technique we can estimate the mean and range
of a feature metrics with several samples taken from RRC.

2 The last sentence is not truncated, hence the size of a sample in experiments is at
least S tokens and at most (S+k) tokens, where k tokens are used to keep the last
sentence in the sample.
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4 Experiments

4.1 Thesaurus-Based Features for Text Complexity

Sampling from RRC produces a set of text fragments and the terms a text sample
and a text fragment are used as synonyms. Subgraph GS is designed from each
sample of the kind. An important stage of the research is pre-processing the
set of nodes in graph GS . Typically, a text contains many concepts from the
thesaurus; a text fragment of 1000 tokens usually contains around 500 concepts
from RuThes-Lite. Some of the text concepts could be spurious matches due to
lexical ambiguity; some of the concepts found in a text could be just accidental
and noisy matches. Thus, in the subgraph G we keep in the subgraph GS only
those nodes which have a connection in RuThes-Lite and remove all isolated
nodes from the subgraph GS .

Below, we describe features of GS that we use in experiments with text
complexity. In our experiments, for each GS we calculate the following features:

– number of RuThes concepts (Co);
– number of components (NC);
– average component size (CS);
– maximum node degree (MND);
– total number of connected nodes (TCN);
– average shortest path (ASP).

Number of RuThes concepts (Co). This feature is calculated as a total number
of RuThes-Lite concepts found in a text fragment. The value grows with the size
of a fragment, but the proportion of concepts found in a text fragment with N
tokens is approximately the same (N/2 concepts). All the following features are
calculated on the subgraph GS after removing all isolated nodes.

Number of components (NC). This feature is calculated as the total number of
connected components in the subgraph GS . The subgraph in Fig. 1 has NC = 4.

Average Component Size (CS). This feature is calculated as the total number of
nodes in all connected components in the subgraph GS divided by the number
of components.

Maximum Node Degree (MND). This feature is calculated as a maximum number
of edges incident to a node in the subgraph GS . The subgraph in Fig. 1 has
MND = 2.

Total Number of Connected Nodes (TCN). This feature is calculated as a total
number of all nodes in the subgraph GS (in Fig. 1 TCN = 9).

Average Shortest Path (ASP). This feature is calculated in the following way.
We retrieve all possible shortest paths that connect nodes from the subgraph
GS in RuThes-Lite (i.e. in the graph G0). Then we calculate average length of
the path.
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4.2 RuThes-Based Metrics

We computed the correlation between features based on RuThes-Lite and the
grade level (Table 4). In this table we highlight the values greater than 0.7 of the
correlation coefficient. For each row of Table 4 we measured 50 random samples
per a textbook from the RRC.

Table 4. Pearson correlation between features based on the RuThes-Lite and the grade
level

S Co NC CS MND TCN TCN/Co ASP

200 0.45 0.86 0.32 0.53 0.84 0.76 0.27

500 0.62 0.86 0.68 0.45 0.88 0.79 −0.25

1000 0.56 0.38 0.73 0.40 0.85 0.69 −0.36

2000 0.88 0.40 0.81 0.68 0.86 0.70 −0.54

Box-plots of the TCN feature (“Total number of connected nodes”) on Fig. 2
show that correlation is very small in the elementary school (1st - 4th grades)
and becomes more obvious in the higher grades (6th – 11th grades). This trend
stays the same for larger sizes of a text fragment (S = 1000) as it is shown in
Fig. 3. It was expected that values of the TCN feature will depend on the size of
a fragment (S). However, in contrast to the number of RuThes concepts (Co),
the TCN feature demonstrated a stronger correlation with the target variable
(“Grade level”).

Fig. 2. Values of the “Total number of connected nodes” across grade levels (for S =
500 tokens).
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Fig. 3. Values of the “Total number of connected nodes” across grade levels (for S =
1000 tokens).

5 Discussion

As it was shown in the previous section, it is evident that, except for the average
shortest path, most of the parameters under study correlate well with the grade
level, i.e. text complexity (Table 4). Correlations of TCN and TCN/Co do not
depend on the text size. It turned out that the level of correlation varies with
the size of the excerpt processed. For the parameters “Number of concepts” and
“Average component size”, the level grows with the increase of the excerpt size,
for the parameter “number of connected components”, correlation decreases, and
for the “Maximum degree of a node” it undergoes significant fluctuations with
no visible tendency. For the parameter “Number of concepts”, the correlation
with the complexity seems to be quite natural: in the textbooks for the senior
classes the information density increases. The parameter “number of connected
components” has the highest correlation coefficient among all considered varia-
tions - 0.86 (if text size is 200). This also seems completely expected. Unrelated
components correspond to different topics of the text. The more different themes
there are in the text, the greater the cognitive work of the reader is expected as
he has to memorize the themes and establish distant connections between them
(in the knowledge base graph).

It is natural to compare our results with the results of [23] for the parameters
studied in both papers. Our data confirm the hypothesis expressed in [23] that
the number of connected components of a graph grows with text complexity.
On the other hand, we did not reveal a correlation between text complexity and
the parameter of “an average length of the shortest path”. As for the parameter
“the degree of node”, ours were the opposite results to those of [23]: according to
our data, “the node degree” has a direct correlation with text complexity, while
according to the [23], it is reversed.

Given the numerous differences in the research methods applied, the dis-
crepancy in the results is not unexpected. Below are the main differences in
methodologies used.

1. The authors in [23] use sentences and paragraphs as text units of the analysis.
In our work we explore significantly longer text excerpts: from 200 to 2000
words.
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2. The authors in [23] use data corpora of different languages and, original texts
were compared with artificially generated simplified texts. In our research we
studied only natural texts of various levels of complexity. If we view example
# 9 from Table 1 of the above work. The original sentence: “... said Mark
Southerland, a private consulting ecologist who has worked with the Depart-
ment of Natural Resources.” was simplified to, “... said Mark Southerland,
an ecologist.” One way to simplify a text is to divide sentences, following the
principle “one main idea per sentence”. Thus, apparently, in many cases, sim-
plification of the text was accompanied with a decrease of its length. Given
that in [23] the unit of analysis was either a set of sentences or paragraphs,
the values of the graph parameters were influenced not only by the conceptual
complexity of the text itself, but also by the length of sentences. To eliminate
this factor in our work, we selected segments of analysis of a fixed length.

3. As a knowledge base, we use the thesaurus RuThes – the Russian-language
analogue of WordNet, and in [23] – the knowledge base DBpedia.

4. In our work, words of all parts of speech in the text are displayed in the
thesaurus graph, while in [23] they display nouns only.

5. In [23], most of the parameters chosen for analysis are directly related to some
type of text simplification. Therefore, it seems natural to expect a correlation
of the selected parameters with the complexity of the texts under study. In our
work there are no abridged versions of texts and, accordingly, parameters of
the graph are not tied to anything. These are the parameters usually presented
and studied in mathematical graph theory and network analysis literature.
There are other less significant technical differences, too.

Direct extrapolation of the results received in [23] onto real texts are unlikely
to result in a success due to the automated enforced ‘simplification’ the authors
of the research omplemented. In our opinion, high values of the “node degree”
demonstrated in simple texts in [23] may be features of smaller sizes of simplified
and shortened texts. In short texts (a la Twitter or TV news ticker), a researcher
has to limit himself to the most important concepts. In longer texts (e.g.. The
Forsyte Saga), it is impossible to write only about the most important things:
nominations of significant concepts function in texts inseparably, i.e. connected
with a variety of secondary ones.

6 Conclusion

Text complexity is of utmost importance both for textbooks authors and students
looking for educational materials. Modern methods and approaches of artificial
intelligence, including knowledge bases, allow to assess conceptual complexity of
texts thus providing educators and students with instruments they need. The
method of displaying texts on the hierarchical structure of a thesaurus (lexical
ontology) is also used for the purpose of defining various characteristics of the
concept graph thus obtained. We present a number of characteristics of the graph
correlating with text complexity.
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In this study we explore 6 typical parameters of graphs, 5 of which are proved
to correlate with the conceptual complexity of the texts (greater than 0.7) and,
thus, can be used to assess conceptual complexity of texts. One of the param-
eters has high correlation with the conceptual complexity (greater than 0.8)
across different sizes of texts. For three of these parameters, we also revealed
a dependence on the sizes of the analyzed text fragments. Thus, the specific
methodology for assessing the conceptual complexity of texts should be further
refined in the light of the revealed patterns. Due to the limited number of text-
books in one subject area, statistical analysis was not implemented. However,
the general patterns can be traced very clearly.

The combined application of methods of computational linguistics and arti-
ficial intelligence can be successfully used when determining text complexity
and thus contribute to significant progress in understanding the complexity at
a deeper conceptual level. Though our study was conducted on the material of
the Russian language only, it is expected that similar results can be achieved for
other languages with the help of the same methods as on the conceptual level,
languages reflect the real world using the same cognitive mechanisms. With
the help of WordNet, the same approach can be applied to English and other
languages. Thus, while switching to another language the researcher changes
nothing but the linguistic ontology and low level pre-processing programs.

Many research questions still present a niche. The perspective of the study
lies in applying this approach to the knowledge base DBPedia and comparing the
effectiveness of lexical ontologies and knowledge bases in performing the same
task. An increase in the number of graph parameters may allow to detect new
relevant complexity features. Topic modeling methods can be combined with
information from thesauri in hierarchical Topic models. The application of this
approach is also a matter of future research. Finally, we plan to expand the size
of the corpus and apply this approach to the texts of other genres, styles and
target audience. Our work in a number of aspects creates a benchmark, which
can be used in further studies of conceptual complexity of texts.
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Abstract. Sentiment Analysis supports decision making in the financial
domain by gaining rapid insights regarding brand image as well as the per-
ceived quality of their services and products in the market. The state of
the art regarding Sentiment Analysis consists of using pre-trained word
embeddings from large unannotated corpora in order to capture rich and
meaningful properties of the words together with their semantic relation-
ships. These rich semantic representations are used to feed a neural net-
work in order to learn to distinguish among positive, negative or neutral
texts. However, although pre-trained word embeddings have been applied
to different domains and languages, as far as our knowledge goes, there
are no studies regarding their reliability applied to the financial domain
in Spanish. Consequently, we compiled and labelled a corpus composed of
7,435 tweets from economists and financial news sites and we evaluated the
performance of different pre-trained word embeddings, some well-known
neural network architectures and linguistic features. Our results indicate
that the fastText model, trained with the Spanish Unannoted Corpora
and in conjunction with linguistic features, achieved the best accuracy of
58.036% using a Gated Recurrent Unit. As an extra contribution, the com-
piled corpus was released to the scientific community.

Keywords: Sentiment analysis · Deep learning · Word embeddings

1 Introduction

Assessing the mood and attitude of the general public towards the financial mar-
ket can help identify new opportunities that can benefit active traders and long-
term investors. In this sense, social networks are a popular meeting place in which
users share their personal interests and tastes. This fact has lead to companies
c© Springer Nature Switzerland AG 2020
L. Mart́ınez-Villaseñor et al. (Eds.): MICAI 2020, LNAI 12469, pp. 167–178, 2020.
https://doi.org/10.1007/978-3-030-60887-3_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60887-3_15&domain=pdf
http://orcid.org/0000-0002-3651-2660
http://orcid.org/0000-0003-4059-9516
http://orcid.org/0000-0003-2457-1791
https://doi.org/10.1007/978-3-030-60887-3_15
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to continuously monitor social networks in order to gain better understanding
regarding the interests of potential customers as well as a mean to strengthen
their presence on the Internet for a more direct communication strategy [1].
However, extracting data from social networks is not an easy task as most data
sources, such as user reviews, blog posts, or opinion pieces, are generally stored
in an unstructured manner. Fortunately, recent advances on Natural Language
Processing (NLP) and deep learning have mitigated these barriers.

For a computer to process text written in natural language, text must be
encoded in a mathematical language. The current state of the art regarding text
representation are word embeddings, a technique in which sentences and words
are encoded as dense vectors which contains semantic and contextual information
[2]. Word embeddings provide a mean in which knowledge can be transferred
from a domain to another, so word vectors can be learned from unannotated
large corpora and use this knowledge to solve other NLP tasks. It is possible to
find pre-trained word embeddings from high-resource languages such as English
[3]. In case of Spanish, although the number of available resources it is not so
large, it is possible to find some resources which have been trained from social
networks, free encyclopedias, or news sites.

In this paper we compare some available Spanish pre-trained word embed-
dings in a Sentiment Analysis task regarding the financial domain. Regarding
NLP, the financial domain is challenging because some words and expressions
depends heavily on the context; so it is possible to find texts with similar words
but with opposite sentiments. For example, the Spanish sentences: “sube el
desempleo” (unemployment rises), “sube la prima de riesgo” (the risk premium
rises), and “suben las acciones en la empresa” (shares in the company rise)
share the work “suben” (to rise), but they commonly represent subjective oppo-
site facts. Moreover, what annotators know about the financial domain greatly
influences the examples used to train a supervised machine learning classifier.

The rest of the paper is organised as follows. Section 2 contains background
information regarding Sentiment Analysis. Section 3 describes the corpus com-
pilation process and summarises some relevant statistics. Then, the results of
the pre-trained word embeddings combined with different neural network archi-
tectures and linguistic features are described in Sect. 4 and discussed in Sect. 5.
Finally, the reader can find the conclusions of the paper as well as some further
work lines in Sect. 6.

2 Background Information

Sentiment Analysis (SA) is the NLP task in which the subjective sentiment of
a piece of writing is obtained [4]. According to the degree of specificity needed,
SA can be classified into three main categories. The most basic is known as
the document-level, in which each document is labelled with a single sentiment.
Document-level is accurate on small documents and provides general insights
concerning the user’s attitudes. However, there are documents in which more
detailed insights can be extracted. For example, in product reviews found on
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specialised magazines or online stores, it is possible to find different opinions,
and even contradictory ones, about the same product or service. A straightfor-
ward method to obtain more detailed insights is known as the sentence-level, in
which the document is divided into sentences, and a sentiment is calculated for
each one. However, sentence level approaches require manual revision in order
to determine what are the subtopics the users are talking about. This incon-
venient can be solved applying Aspect-based Sentiment Analysis (ABSA), the
most sophisticated approach for conducting SA, in which texts are divided into
subtopics and a sentiment is assigned for each one [5].

In order to extract the polarity of a text, there are two typical approaches: (1)
lexicon based methods, and (2) machine learning [6]. On the one hand, lexicon
based methods rely on calculating the polarity from specific sentiment words in
the text, in which a polarity was calculated beforehand. These keywords, and
their respective polarities, are typically obtained from available resources such as
SentiWordNet [7]. These approaches are straightforward to apply but they are
weak against certain linguistic phenomena, such as polysemy or ambiguity. To
solve these issues, some authors have proposed the usage of domain specific lex-
icons, such as the work described in [8]. Machine learning based approaches, on
the other hand, rely on building a machine learning classifier that learns how to
distinguish among positive, negative and neutral documents. These approaches
require examples annotated beforehand, which is a very time and effort consum-
ing task.

To be able to apply SA applying machine learning techniques, it is neces-
sary to extract meaningful features from the documents. This process is known
as feature engineering and these features can generally be categorised as: (1)
statistical, (2) linguistic, and (3) contextual. First, statistical features consist of
representing word distributions. Bag of Words, for example, is a popular model
in which a text is represented as the frequency of the words within a vocabulary.
The state of the art regarding statistical features are word embeddings, that are
a novel representation technique in which words are represented as dense vectors.
Words with similar semantics are clustered together and the distance between
clusters capture interesting semantic relationships. Second, linguistic features are
related to linguistic phenomena such as stylistic features. The major drawback
of these features are that they are language dependant and the linguistic are
not easily shared between languages and cultures. In order to extract linguistic
features, a common approach is to use the Linguistic Inquiry and Word Count
(LIWC) [9] tool which categorised words into content and style words. LIWC
has been tested on complex text classification tasks, such as satire detection [10].
Finally, contextual features include external information such as author gender
or the time in which the text was written. However, as these features are not
always available most of the time, it is more difficult to find studies that use
them.
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In the financial domain SA can be applied in several areas, such as mar-
ket research, product reputation, customer experiences or market research, just
to name a few. It is possible to find in the bibliography some works regarding
this domain, such as the described in [11], in which the authors conducted a
SA experiment regarding market analysis and they found a strong correlation
between market and public sentiments. Another example can be found in [12],
in which the authors analysed tweets between 2010 and 2011 regarding volatil-
ity, trading volume and stock prices. These tweets were compiled from big cap
technological stocks. The authors found a high correlation between the extracted
sentiments and stock prices. In the same line, in [13] the authors proposed a pre-
dictive model based on sentiments from news articles as well as other indicators
and metrics from a fundamental analysis perspective.

3 Corpus

The corpus used in this experiment was compiled from Twitter, a micro-blogging
social network in which users can send and receive short posts called tweets of
less than 280 characters. The way in which tweets are shared between users
are based in a subscription mechanism in which a user can follow others. The
popularity of this social network has led many organisations to create Twitter
accounts to communicate with their audience. Twitter is widely used as data
source for conducting SA. Specifically in the financial domain, it is possible to
find research regarding marketing and stock prediction [14–16].

To compile the corpus we selected ten accounts from popular Spanish
economists and ten accounts from news sites focused on economic news. The
tweets were compiled between November 2017 and December 2107 and were
manually labelled by four different annotators with the following labels: very-
positive, positive, neutral, negative, very-negative, out-of-domain, and do-not-
know-do-not-answer. A tweet can be receive labels from different annotators;
however, not all tweets were rated by all the annotators. Specifically, the anno-
tators performed a total of 11,793 annotations achieving a Krippendorff’s alpha
of 0.73% [17]. An example of a tweet from the corpus is shown in Fig. 11. It is
worth noting that a first version of this corpus was released in [18] that consisted
in 1000 positive and 1000 negative tweets. In that experiment, the authors per-
formed a SA binary classification applying Support Vector Machines achieving
a F1 measure of 73.2% with a combination of linguistic and statistical features.

To avoid a strong label imbalance, we discarded those tweets labelled as out-
of-domain and we merged the tweets labelled as positive with the tweets labelled
very-positive as well as those tweets labelled as negative with the tweets labelled
as very-negative. It is worth noting that if a tweet received two scores, one
positive and one negative, the tweet was considered neutral. At the end of this
process we obtained 7435 tweets: 2741 positive tweets, 2045 neutral tweets, and

1 In English: Opening — The Ibex 35 starts on Tuesday aimlessly and with little
change.
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Fig. 1. An example of the corpus

2649 negative tweets. The corpus is available at http://pln.inf.um.es/corpora/
economics/economics-2020.rar and it contains the Twitter’s IDs of the tweets
divided into three files: positive, neutral and positive. We only included the
Twitter IDs accordingly to Twitter guidelines (https://developer.twitter.com/
en/developer-terms/more-on-restricted-use-cases) so the authors of the posts
can conserve the rights to delete their content on the internet.

4 Results

In this experiment we evaluate the reliability of different pre-trained word embed-
dings and neural network architectures. The Spanish pre-trained word embed-
dings are word2vec, GloVe, and fastText. Word2Vec was the first proposal
regarding word embeddings. It is based on two different approaches: skip-grams,
which objective is the prediction of context words based on the target word and
a sliding window; and CBoW, which objective is the prediction of the current
words give context words [19]. However, word2vec does not handle polysemy so
the resulting vector of a word is the same regardless of its context. In addition,
word2vec does not handle unknown words. Some approaches have arisen in order
to solve these drawbacks. GloVe, for example, extracts the meaning of the words
from word-word co-occurrences [20]. This learning strategy captures sub-linear
relationships in the vector space which provides a better representation of word
analogies. Other approach is fastText, which is more similar to Word2Vec but
with the difference that fastText handles each word as a set of char-n-grams
[21]. In this sense, a vector of a word is made up as a combination of its different
char-n-grams. Taking into account char-n-grams for learning word embeddings
cause that fastText can generalised better for made-up words, misspellings or
rare words. For this experiment, we identified two versions of the (1) the Spanish
Unannoted Corpora (SUC) [22], trained with fastText and word2vec, and the
(2) Spanish Billion Word Corpus and Embeddings (SBWC) [23], trained with
fastText and GloVe. In addition to word embeddings, we also evaluate the relia-
bility of applying linguistic features trained with a Multilayer Perceptron (MLP).
Linguistic features were extracted with UMUTextStats [24], a tool inspired in
LIWC that handles 317 linguistic features including stylistic and morphological

http://pln.inf.um.es/corpora/economics/economics-2020.rar
http://pln.inf.um.es/corpora/economics/economics-2020.rar
https://developer.twitter.com/en/developer-terms/more-on-restricted-use-cases
https://developer.twitter.com/en/developer-terms/more-on-restricted-use-cases
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features, a fine-grained detail of part of speech categories and subcategories and
different sentiment lexicons.

The neural network architectures evaluated are: (1) Convolutional Neural
Network (CNN), (2) Bidirectional Long-Short Term Memory (BiLSTM), and
(3) Gated Recurrent Unit (GRU). CNNs are widely applied in computer vision
tasks but they have also shown good results in text classification. The key advan-
tages of CNNs in text classification rely in the fact that CNNs handle word
features across the spatial dimension; that is, meaningful joint words regardless
their position in the sentence. Both GRUs and BiLSTM, on the other hand,
are Recurrent Neural Networks (RNNs). RNNs handle word embeddings as a
sequence, so they take into account the temporal dimension. They solve the
short-term memory in different ways by incorporating a cell state and various
gates in case of LSTM and with a reset gate and a update gate in case of GRU
[25]. In this work we applied an special case of LSTM called BiLSTM in which
the network is connected both to previous and next words.

We use TensorFlow [26] and Keras [27] in order to create the deep learning
classifiers. We took the 75% of the corpus for training, leaving the rest to vali-
dating it. Prior to evaluate the pre-trained word embeddings and neural network
architectures, we performed a scan to tuning some of the hyper-parameters of
the neural networks, including (1) the size batch size, selecting between 16, 32
and 64; (2) the learning rate, with values between a 0.1 and 1; and (3) the rele-
vance of varying the weights of the pre-trained word embeddings during training.
These hyper-parameters were evaluated with the Talos tool [28]. We set a maxi-
mum number of epochs of 100 along with an early stopping mechanism to avoid
time wasting in unpromising combinations of features. After the analysis of the
results of the scan, we selected a batch size of 64, a fixed learning rate of 0.7,
and Adam as optimisation function [29].

The results of the experiments are grouped according to the pre-trained word
embeddings used, namely, (1) SUC with FastText, (2) SBWC with Word2Vec,
(3) SBWC with GloVe, and the (4) Spanish model from fastText trained from
the Spanish Wikipedia. Each table contains the neural network architecture, the
feature set including the pre-trained word embeddings (PTWE) and Linguistic
Features (LF), the accuracy metric (see Eq. 1) of each model and the loss function
based on the categorical cross entropy. In cases when linguistic features were
analysed in isolation, we used a Multilayer Perceptron (MLP).

Accuracy = TP + TN/(TP + TN + FP + FN) (1)

From the results obtained with SUC and FastText (see Table 1), it can
be observed that the best accuracy is 58.036%, applying GRU and combin-
ing PTWE with LF. It draw our attention that the results in which LF and
PTWE are combined are less uniform that the ones in which only word embed-
dings are applied. In this sense, GRU, BiLSTM, and CNN applying only PTWE,
obtained similar accuracy (55.912%, 56.766%, and 56.290% respectively). How-
ever, when looking the results of the same classifiers but combining PTWE
with the LF, the accuracy drops significantly. For example, CNN decreases the



Sentiment Analysis in Spanish Financial Tweets 173

Table 1. Results obtained with SUC trained with FastText

Architecture Features Loss Accuracy

GRU + MLP PTWE + LF 1.11228 0.58036

BiLSTM + MLP PTWE + LF 1.05159 0.51426

CNN + MLP PTWE + LF 1.09002 0.47648

GRU PTWE 1.01902 0.55912

BiLSTM PTWE 1.00396 0.56766

CNN PTWE 1.03280 0.56290

MLP LF 1.13923 0.39749

accuracy from 56.290% to 47.648%. This fact can be explained due to the poor
reliability obtained with LF in isolation, which achieved an accuracy of 39.749%.

Table 2. Results obtained with SBWC with Word2Vec

Architecture Features Loss Accuracy

GRU + MLP PTWE + LF 1.06431 0.50147

BiLSTM + MLP PTWE + LF 1.08714 0.48561

CNN + MLP PTWE + LF 1.14133 0.42439

GRU PTWE 1.02888 0.55074

BiLSTM PTWE 1.07427 0.43809

CNN PTWE 1.04751 0.56572

MLP LF 1.11411 0.39222

Then, we calculate the accuracy with SBWC trained with Word2Vec (see
Table 2). We can observe that the best accuracy is obtained with CNN with
PTWE, achieving an accuracy of 56.572%. The second best experiment is GRU
(also without LF) with an accuracy of 55.074%. Regarding the combination of
PTWE and LF, GRU is the deep learning architecture with greater accuracy.

Table 3. Results obtained with SBWC with GloVe

Architecture Features Loss Accuracy

GRU + MLP PTWE + LF 1.05984 0.49095

BiLSTM + MLP PTWE + LF 1.04625 0.49547

CNN + MLP PTWE + LF 1.06644 0.50024

GRU PTWE 1.01865 0.57431

BiLSTM PTWE 1.00552 0.55337

CNN PTWE 1.00380 0.56389

MLP LF 1.13639 0.40306
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The next pre-trained word embeddings analysed is SBWC with GloVe (see
Table 3). We obtained the best accuracy of 57.431% by using GRU with PTWE.
CNN and BiLSTM obtained a similar accuracy of 56.389% and 55.337% respec-
tively without LF. In this case, the combination of LF reduced the accuracy for
all the architectures to values near the 50% of accuracy.

Table 4. Results obtained with the Spanish model from fastText trained from the
Spanish Wikipedia

Architecture Features Loss Accuracy

GRU + MLP PTWE + LF 1.14064 0.51617

BiLSTM + MLP PTWE + LF 1.10796 0.43322

CNN + MLP PTWE + LF 1.14406 0.47580

GRU PTWE 1.03338 0.57560

BiLSTM PTWE 1.03494 0.53716

CNN PTWE 1.03728 0.56402

MLP LF 1.13676 0.39721

Finally, in Table 4 we can observe the results of the Spanish pre-trained
model of fastText. In this case, GRU and CNN, both without LF, get the best
two results with an accuracy of 57.560% and 56.402% respectively. When looking
the results of combining PTWE and LF, we can observe that GRU is the deep
learning architecture which benefits most although the accuracy is lower than
without LF.

5 Analysis

After the analysis of the results described in Sect. 4, we achieve the following
insights:

– Linguistic Features are Not Relevant for SA in the Financial
Domain. Although the best accuracy was achieved merging PTWE from
fastText trained with SUC combined with LF (see Table 1), this behaviour
was not observed in the rest of the architectures and feature sets. Moreover,
we observed that the combination of LF and PTWE downplays in the major-
ity of the cases the accuracy of the same architecture but only with PTWE. In
order to understand the poor reliability of the LF we calculated the Informa-
tion Gain (IG) [30] from the whole data set. This metric provides the weight
in which each LF contributes in the class prediction. We can observe in Fig. 2
that those features related to negative sentiments are the ones which provided
more information for sentiment classification. We also noticed that there is
an important difference between the best LF and the second best LF. When
looking the rest of the LFs, we observed that the presence of the symbol %
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Fig. 2. Information gain of the twenty best linguistic features.

and numerals are important to determine the class; but as the IG values
are obtained with the whole corpus (instead of the training set) we argue
that these values provide useless or contradictory information according to
the training and test split. For example, the model can learn incorrectly to
classify as negative tweets with facts and numbers; whereas the test dataset
contains tweets with facts and numbers classified as positive. Anyway, one
of the benefits of applying LF is that they provide interpretability and we
can find, therefore, the presence of interesting features: topics such as risk or
death, other sentiments such as anxiety, sadness, or positive sentiments, and
the usage of the open interrogation symbol, which suggests formal communi-
cation.

– Deep Neural Networks Based on RNNs Provided Better Accuracy
than CNNs. As far as our knowledge goes, it is not clear in which cases CNNs
can perform better than RNNs in text classification. In some comparisons and
reviews, such as [31] or [32], the authors observed than some architectures
based on RNNs perform slightly better than others based on CNN but it
is not possible to generalise this behaviour. In our experiment, the results
obtained with Word2Vec with SBWC obtained the best accuracy but with
the rest of the pre-trained word embeddings GRU achieved better accuracy.

– SUC Trained with fastText Provided the Best Results. We calcu-
lated the average accuracy of each model PTWE and observed that fast-
Text with SUC obtained an average accuracy of 52.261%. The next PTWE
ordered by average accuracy are: SBWC, with GloVe with an average accu-
racy of 51.161% accuracy; the Spanish pre-trained model from fastText, which
an average accuracy of 49.988% and the worst average accuracy is 47.974,
obtained by SBWC with Word2Vec. Spanish is as agglutinative language and
makes an intensive use of prefixes, grammatical gender, gender and number
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agreement. This fact explains why fastText provides better accuracy than
word2vec, because it takes into account char-n-grams.

6 Conclusions

In this paper, a evaluation of different pre-trained word embeddings, several
deep learning architectures, and different feature sets, was performed in a case-
study involving Sentiment Analysis in the financial domain. Moreover, a cor-
pus composed of tweets related to economics is described and shared with the
community. Our results show that deep learning architectures based on GRU
and pre-trained word embeddings learned with the Spanish Unannoted Corpora
achieved an accuracy of 58.036% with a Gated Recurrent Unit and Linguis-
tic Features. However, these results should be viewed with caution due to the
complexity of the financial domain.

As further work we will evaluate the reliability of combining all the pre-
trained word embeddings by averaging their weights as suggested in [33]. Other
line of improvement is to put the focus in the linguistic features, which they
do not improve the accuracy of the pre-trained word embeddings. However, it is
possible to find in the bibliography that the combination of linguistic features and
word embeddings generally increases the classification accuracy. In this sense,
we will focus in performing a more detailed linguistic analysis of the corpus in
order to determine why the linguistic features do not provide information in this
domain and how this problem can be resolved. In addition, we will try to explore
different combinations of layers and activation functions for the MLP. Finally,
regarding the corpus quality, not all the tweets were labelled for all volunteers.
We consider that it would be interesting to observe if the results remain stable as
well as what are the best classifier and word embeddings model if we can provide
an online tool that allows to other volunteers to classify and then analyse the
corpus based on the inter-agreement score.
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based sentiment analysis in financial news. In: Proceedings of the 1st International
Workshop on Finance and Economics on the Semantic Web, pp. 38–51 (2012)

9. Tausczik, Y.R., Pennebaker, J.W.: The psychological meaning of words: liwc and
computerized text analysis methods. J. Lang. Soc. Psychol. 29(1), 24–54 (2010)
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Abstract. This work proposes the combination of natural language pro-
cessing techniques and the use of graphic development engines to create
an avatar to display information translated into Mexican Sign Language
(MSL). It describes the application of the guarantee analysis carried out
on Mexican Sign Language in the implementation of a rules-based auto-
matic translation system. Taking into account the graphic character of
sign language, the generated translation is represented through the use
of an avatar developed in a virtual environment Unity. The translation is
based on a restricted vocabulary associated with the learning of history of
Mexico for the fourth level of primary education. The grammatical struc-
tures most used in the history book were also analyzed and included in
the rules system. The application was developed that, through a cloud
server that will use Natural Language Processing (NLP) and Automatic
Translation (AT), transforms the voice into MSL. The signs will be made
by a digitally animated avatar on a mobile device .

Keywords: Mexican Sign Language · Application · Natural Language
Processing · Database · Inclusive education · Avatar · Hearing
impairment

1 Introduction

In Mexico, the number of deaf persons amounts a total of 2.4 million, of which
84,957 are known to be under the age of 14. According to the national survey of
demographic dynamics 67% attend school and data of the Sectoral Coordination
of Primary Education show that 38,418 attend the 514 primary special education
centers.

The sign language is the tool deaf people use to communicate with the world.
Mexican Sign Language (MSL) is a natural language with its own vocabulary,
semantic and grammatical structures that distinguish it from the rest of the
languages, whether spoken or not.

The development of technological tools focused on MSL that facilitate the
integration of members of the deaf community it is a task to which we have led
our efforts.
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Automatic translation from any spoken language to a sign language has sev-
eral challenges and requires expertise in fields like natural language processing,
computer vision and the design of computer graphics.

Natural language processing techniques allow to carry out a linguistic anal-
ysis of sign language, identifying its structure and characteristics for creating
models. In our case the developed models LET the creation of rules for auto-
matic translation or generation of Mexican Sign Language.

Virtual environment design engines today are capable of creating animations
of the human figure articulated enough to represent sign languages. An ideal
character should be able to make the necessary movements of the hands, arms,
face, head and even the eyes. However, the design of the animations is not
enough yet, you must know a set of rules and patterns with which the system
can generate a text representation in sign language.

In the case of MSL, it is important to translate using the proper grammar of
the language and the appropriate vocabulary, although this not fully regulated
due to the lack of a written representation of signs. Other challenge is the display
of the sign which includes a lot of movements and body parts.

This work proposes the development of an application that, through a cloud
server that uses Natural Language Processing (NLP) and Automatic Translation
(AT), transforms the voice into Mexican Sign Language (MSL). The signs will
be made by a digitally animated avatar on a mobile device; so that the student
can understand more clearly the class taught by the teacher.

2 Automatic Translation into Sign Languages

This work combines sign language translation with avatar technology to improve
inclusive education. In this sense, this section explores some works of automatic
translation from spoken or written languages to signs. There are different works
that approach and propose a different solution to help people with hearing dis-
abilities using machine translation and natural language processing, developed
both in national and international universities, as well as associations that they
are dedicated to this and have products in distribution in the market.

Automatic translation methods based on corpus is useful for spoken lan-
guages. In sing languages most of the works focus on rule-based methods. It has
been developed and applied for many languages such as English [15], Arabic [10],
French [7], and Spanish [12]. There are attempts to generate rules automatically
for French to French Sign Language (FSL) [7], and some other works that explore
the statistic translation [2]

It is well known that the Spanish has varieties according to the country
and region. San-Segundo, et al. [14] translate from speaking Spanish to Spain
Sing Language (LSE: Lengua de Signos Esañola) represented by an 3D Avatar
for people applying for Identity Card. In [12] is presented a translation from
written Spanish to Mexican Sing Language (LSM: Lengua de Señas Mexicana)
represented by sequences of video for restricted grammar structures. For LSM,
in [3] is presented a classification of signs with artificial data.
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Once the automatic translation process is done, the output is usually a word
sequence that should represent by signs. This representation can be done by
images, videos, animations or avatars. Because of the advance technology in 3D
animation, recent works use avatars to display the signs. Avatars are used in
[5] to display translation from written Greek to GSL, from German to Swiss
German Sign Language (DSGS) [6], from Spanish to LSE [14], from English to
ASL [15] using an avatar with Inverse Kinematic, among others. Some other
works, not only use avatars to display the signs: KAZOO [1] allows automatic
sign production with a 3D avatar, [11] discusses avatar optimizations that can
lower the rendering overhead in real-time displays focused on ASL, and some
evaluations in facial expressions of avatars has be done [16].

Applications and algorithms for automatic translations to signs are mainly
focus on a topic because of the vocabulary and grammar structures. Using rule-
based methods, [14] develop an application for official explanations for identity
card for Spain Sing Language (SSL); for bus information, [9] translates to SSL
with a 3D avatar animation module. [15] focus on railway station announcements
translating to American Sign Language. Most of the topics focus on mobility or
public services, missing the educational field.

The Salamanca Declaration (UNESCO, 1994) [4], a political document that
defends the principles of inclusive education, recommends that all students have
the right to develop according to their potential and develop skills to partic-
ipate in society. Several international documents, the Salamanca Declaration
(UNESCO, 1994) mentioned above, and the Standard Rules for the Equaliza-
tion of Opportunities for Persons with Disabilities, reflect the need to use sign
language as a vehicular language in the education of deaf students.

Sign language is a tool that leads us to interact, communicate, think and
learn as well as being part of everyone from a very young age. Therefore, it is
necessary to include this in educational programs in order to awaken in society
the importance of inclusion for the benefit of all.

3 Translation of Voice to Signs in History Class

A system was developed to help with the communication of people with hear-
ing disabilities in an inclusive environment. In this case for children between 9
and 11 years old who are studying the 4th grade History course at the elemen-
tary level. This work was developed for Android smart mobile devices. Figure 1
shows the main processes carried out by the system in order to get successful
translations.

3.1 Automatic Translation to MSL

The subject of History has grammatical structures that it implies are simple and
in common use, that is: Subject + Verb + Complement, for example:
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Fig. 1. System block diagram.

“Miguel Hidalgo started independence of Mexico on September 16, 1810”
Subject: Miguel Hidalgo
Verb: started
Completion Begin: the independence of Mexico on September 16, 1810.

History uses common vocabulary, with particular names but not as technical
as in other subjects, such as mathematics. It is useful because sign language
is not very developed in this type of vocabulary, the SEP’s dictionary for the
deaf mute reaches only 535 signs [8], this means that there are many words to
document that are missing, taking into account that the Spanish Royal Academy
has approximately 93,000 [13] words.

Fig. 2. Interpretation process to restricted vocabulary [12].
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Figure 2 shows the representation of the automatic translation. There are
two main modules. Module 1 was used to construct the corpus. There were
analyzed several common phrases in History classes to get the lexicon. In order
to save the vocabulary, there was also done a comparison between grammar
labels of the words. Module 2 focus on the translation, 13 sentence structures
were studied that resulted in translation rules for 6 syntactic trees, these trees
allow the translation of up to 52 grammatical structures. First we decode the
speech to sentences in Spanish, then we do a natural language processing by a
lexical, syntactic and morphological analysis. We use a rule based method to
translate the sentences to a equivalent sentence construction in MSL.

Here is an example of the translation.
The person says: Children play with the ball.
It would be interpreted as: Child many ball play.
Avatar. Represent each word through movements.

3.2 Signal Representation with Avatar

Once the final translation of the sentence entered into the system has been
obtained, it will be sent to the student’s mobile device, which represents the
movements of the avatar thanks to the animation engine Unity Engine. The
system will be in constant communication with a server using a Restful API
programmed in Flask, which is a Python Framework dedicated to creating Web
applications, which is connected to a database that stores all the corpus informa-
tion, from restricted vocabulary, machine translation rules, as well as synonyms
and collocations for this vocabulary in MSL, this data is found in relational
tables stored on an SQL server. It should be mentioned that being a prototype
and having a restricted vocabulary, the teacher must speak loudly, clearly and
at a low speed, omitting words that are outside the restricted vocabulary.

3.3 System Interaction for Automatic Translation

Figure 3 shows the parts that make up the system. The teacher has a mobile
device to speak as in a regular History class. He uses the microphone that is
integrated in smartphones and tablets, or by means of an external microphone
the system will take the teacher’s voice to transform it into plain text using
Google’s speech recognition API.

Once the plain text has been obtained, it is sent by means of HTTP requests
to the server, which is interpreted into a restricted vocabulary, performing a
lexical, syntactic and morphological analysis (see Illustration 3), a process cur-
rently used by the “Direct Translation System of Spanish to MSL with marked
rules” [12]; once the restricted vocabulary is obtained, it is automatically trans-
lated into MSL, once the words in MSL are obtained, the database is searched
to verify the existence of collocations or synonyms, which are replaced by their
respective equivalents in MSL.

The avatar representation is show in an mobile device. The interface is focus
on students. They can access the class with a key given by the teacher.



184 F. Barrera Melchor et al.

Fig. 3. General diagram of the system.

4 Tests and Results

Figure 4 shows the 3D avatar that the student displays once they enter their
email associated with their account and a valid class code. It is here where the
student appreciates all the corresponding movements with the AT from Spanish
to MSL of each phrase said by the teacher, it should be remembered that the
application has 2 parts, teacher and student, as shown in the General diagram
of the system.

Fig. 4. 3D avatar.



Speech to MSL for Learning 185

Table 1. BLEU analysis.

Sentence Server Response Time ms Expected response BLEU

Â¡Hola,
buenos
d́ıas!

[ ”hola”,
”buenos-d́ıas”]

351 hola buenos-d́ıas 1

Â¿Cómo
están,
niños y
niñas?

[”como-
estar”,”niño”,
”mucho”,”niño”,
”mujer”,
”mucho” ]

438 como-estar niño mucho
niño mujer mucho

1

Vamos a ini-
ciar
nuestra clase
de
Historia

[ ”nuestro”,
”clase”,
”historia”,
”empezar” ]

272 nuestro clase historia
empezar

0,4347

El tema es El
inicio de la
guerra de
independencia
y
la partici-
pación
de Hidalgo y
allende

[ ”tema”,
”empezar”,
”guerra”,
”independencia”,
”participación”,
”hidalgo”,
”Allende” ]

617 tema empezar guerra
independencia
participacion hidalgo
Allente

1

Observaremos
una imagen
de su
libro de texto

[ ”dibujo”,
”libro”,
”ver” ]

319 dibujo libro ver 1

Página 166 [ ”página”,
”num-cien”,
”num-sesenta”,
”num-seis” ]

169 pagina num-cien
num-sesenta num-seis

1

Página 166 [ ”página”,
”num-cien”,
”num-sesenta”,
”num-seis” ]

169 pagina num-cien
num-sesenta num-seis

1

Después
contesten las
siguientes
preguntas

[ ”después”,
”siguiente”,
”preguntar”,
”mucho”,
”contestar” ]

297 después siguiente
pregunta mucho
contestar

1

Â¿Qué t́ıulo
pondŕıs a esta
pintura?

[ ”qué”,
”t́ıtulo”,
”dibujo”,
”poner” ]

396 qué t́ıtulo dibujo poner 1

(continued)
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Table 1. (continued)

Sentence Server Response Time ms Expected Response BLEU

Â¿Qué están
haciendo
estos
hombres?

[ ”qué”, ”hombre”,
”mucho”, ”hacer” ]

412 qué cara explicarr 1

Â¿Qué expre-
san
sus rostros?

[ ”qué”, ”cara”,
”explicar” ]

321 qué cara explicar 1

Â¿Cómo
están
vestidos?

[ ”como-estar”,
”vestir” ]

286 como vestir 0,5

Explica
porque
lo elegiste.

[ ”porque”,
”explicar”, ”elegir”
]

228 explicar porque elegir 1

Ya vimos en
clases
anteriores

[ ”ahora”, ”en”,
”clase”,
”mucho”,
”pasado”,
”ver” ]

309 ahora clase mucho
pasado ver

0,53

Recordaremos
las
causas de la
guerra de
independencia

[ ”causa”,
”mucho”,
”guerra”,
”independencia”,
”recordar” ]

371 causa mucho guerra
independencia recordar

0,53

Anoten lo que
recuerden en
el
pizarrón

[ ”qué”, ”en”,
”pizarrón”,
”anotar”,
”recordar” ]

346 en pizarrón anotar 0,66

Anoten lo que
recuerden en
el
pizarrón

[ ”qué”, ”en”,
”pizarrón”,
”anotar”,
”recordar” ]

346 en pizarrón anotar 0,66

Leeremos la
página 168,
169
y 170 del libro
de
historia

[ ”página”, ”num-
cien”,
”num-sesenta”,
”num-ocho”,
”num-cien”,
”num-sesenta”,
”num-nueve”,
”num-cien”,
”num-setenta”,
”libro”,
”historia”,
”leer” ]

691 página num-cien num-
sesenta num-ocho
num-cien num-sesenta
num-nueve num-cien
num-setenta
libro historia ver

1

Average BLEU : 0.87
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While Table 1 shows the comparison of the expected translation against the
translation thrown by the system, a python tool called “sentence bleu” from the
Nltk library was used to obtain the BLEU score, Bilingual Evaluation Unser-
study, which is a method of evaluating the quality of translations performed by
machine translation systems. A translation has higher quality the more similar it
is with respect to another reference, which is supposed to be correct. BLEU can
be calculated using more than one reference translation. This allows for greater
robustness to size compared to free human translations.

As the system only works with restricted vocabulary to successfully translate
a history class, the BLEU assessment was carried out in a total of 20 sentences
with a total of 53 words and 27 vowels, it must be taken into account that
the system spells any word outside the restricted vocabulary, so 27 vowels were
included to be able to interpret words unknown to the system.

4.1 Response Time and Words in the Avatar Vocabulary

Tables 2, 3, 4, 5 and 6 below show the execution times of the main processes
carried out by the system, such as AT carried out on the server and animation of
the words carried out on the mobile device, as well as the difference in percentage
of the “dictation” that would be the equivalent of speaking normally, against the
process carried out by the translation system.

Table 2. Response time 1.

Word Time in seconds

AT Animation Spell Total Total traduction % difference

Hola 0.59 1.5 1.5 3.59 2.09 39.33%

Cómo están 0.59 1.8 1.5 3.89 2.09 39.33%

Clase 0.59 1.3 1.5 3.39 2.09 39.33%

Historia 0.59 2.88 1.5 4.97 2.09 39.33%

Allende 0.59 2.44 1.5 4.53 2.09 39.33%

Hoy 0.59 3.4 1.5 5.49 2.09 39.33%

Ver 0.59 1.34 1.5 3.43 2.09 39.33%

Tema 0.59 1.34 1.5 3.43 2.09 39.33%

Hidalgo 0.59 2.39 1.5 4.48 2.09 98.67%

Average 0.59 2.043333 1.5 4.1333333 2.63333 75.56%

Table 2 shows a comparison of time between sentences and words that are
represented in MSL with a single sign. As you can see in the last column, the
signs that are made up of more than 1 movement (History, Allende), are the ones
that take the longest time when animating, but in the Automatic Translation
process they all take the same time. 0.59 s.
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Table 3 shows a comparison of the signs that represent the alphabet, mainly
useful for spelling words that are outside the restricted vocabulary. These trans-
lations take the same time to process simple phrases and words as the ones
exemplified in Table 2, but the animation time is significantly reduced to 0.4 s,
but as you can see the time increase is 98%, due to that the translation time
added to the animation time far exceed the normal dictation that a personal one
would do when speaking.

Table 3. Response time 2.

Word Time in seconds

AT Animation Spell Total Total traduction % difference

A 0.59 0.4 0.5 1.49 0.99 98.00%

B 0.59 0.4 0.5 1.49 0.99 98.00%

C 0.59 0.4 0.5 1.49 0.99 98.00%

D 0.59 0.4 0.5 1.49 0.99 98.00%

E 0.59 0.4 0.5 1.49 0.99 98.00%

F 0.59 0.4 0.5 1.49 0.99 98.00%

G 0.59 0.4 0.5 1.49 0.99 98.00%

H 0.59 0.4 0.5 1.49 0.99 98.00%

I 0.59 0.4 0.5 1.49 0.99 98.00%

Average 0.59 0.4 0.5 1.49 0.99 98.00%

As a complement to Table 3, Table 4 shows a set of vowels and consonants,
which represent the translation time for words that the system will have to
spell when outside the restricted vocabulary. The difference time is less than the
spoken time because the system takes very little time to perform the Automatic
Translation and the signs of the letters are mostly fast movements and with
little body movement. As a result the increase in the time of translation and
animation compared to speaking, is only 52.35%.

Table 4. Response time 3.

Word Time in seconds

AT Animation Spell Total Total traduction % difference

ABC 0.69 1 1.5 3.19 1.69 12.67%

ABCDE 0.75 2.39 2 5.14 3.14 57.00%

ABCDEFG 0.77 3.19 2.5 6.46 3.96 58.40%

ABCDEFGHI 0.84 4.6 3 8.44 5.44 81.33%

Average 0.7625 2.795 2.25 5.8075 3.5575 52.35%
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Table 6 used longer sentences as a reference, in which translations with longer
sign lengths were expected, as it can be seen, the time of the Automatic Transla-
tion increased considerably on the server as they were more complex grammatical
structures as well as the time of execution of the signs on the mobile device so
the average percentage difference against a common class was 296.24%

Table 5. Response time 4.

Sentences Time in seconds

AT Animation Spell Total Total traduction % difference

Clase de
historia de
Hidalgo y
Allende

6.5 8 6 20.5 14.5 141.67%

Hoy hay
clase de
historia de
Hidalgo y
Allende

8 11 6 25 19 216.67%

El tema de
hoy es el
inicio de la
guerra de inde-
pendencia y la
participación
de Hidalgo
y allende

18 20 7 45 38 442.86%

Hola ¿Cómo
estás hoy?

3.4 9.2 3 15.6 12.6 320.00%

El tema de
hoy es el
inicio de la
guerra de
independencia

10 13 5 28 23 360.00%

Average 9.18 11.64 5.4 26.82 21.42 296.24%

And as a last test to compare the translation times of the system, long
sentences with words outside the system were included in the system restricted
vocabulary, as we can see this mainly increased animation time by having to run
the words in spelling mode, which increased the total time against a common
class by 430.08%
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Table 6. Response time 5.

Sentences Time in seconds

Total
words

AT Animation Spell Total Total
traduc-
tion

% differ-
ence

abcde Hay
clase de
historia
abcedefg

2 6.5 8 6 20.5 14.5 141.67%

abcd tema
de hoy es la
independe-
cia

1 4
8.4

3 16.4 12.4 413.33%

abcdefghijk 3 8 18.9 6 35.9 26.9 448.33%

Average 2 6.166 11.766 5 24.266 17.933 430.08%

4.2 Field Tests

Figure 5 shows the field tests carried out in “La casa del Sordo”, there you can
see an instructor of the “Casa del Sordo” evaluating the precision of signs and
the translation that was done by the system. In the image he is doing the sing
of Ignacio Allende, a leader in Mexican Independence.

Fig. 5. Field tests 1.
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5 Conclusions and Future Work

Sign language presents various peculiarities, since it is adaptable to different
situations, moments and places; therefore, the study is complicated, as is the
creation of a mobile application to translate the Mexican sign language. Because
to carry out a translation to MSL of the central zone it is not possible to generate
word by word, since the sentences can be represented in multiple ways depend-
ing on the region, zone, country, it was concluded that in this case they will
be represented with that of Mexico City. An algorithm capable of simulating a
grammatical tree can be created, which is in charge of generating word arrange-
ments to translate, however, it must be executed faster to achieve a more realistic
translation. The processing speed of the text coming from the voice, together
with the reproduction of each animation, exceeds for a considerable time the
human voice and translation. Natural language processing techniques make it
easy to categorize the words that make up a sentence. The open source Freeling
language natural processing library facilitates the processing of all the sentences
put in this work, in this way, it was possible to establish a limited vocabulary
to teach a history class of 4th grade of primary school. The results obtained
after the development and implementation of this work, the scientific advance to
help the inclusion of deaf people in education, the incorporation of increasingly
sophisticated and accurate software, the growing expectation that users place on
technology to supporting the solution of problems in your life, allows us to sug-
gest, as a future work, the incorporation of the following functionalities into the
System like the incorporation of more sign animations, that is, to strengthen not
only history classes, but all kinds of conversations and situations, improve the
processing time of machine translation, and design signs with greater precision
and better animation technologies.
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9. López-Ludeña, V., et al.: Translating bus information into sign language for deaf
people. Eng. Appl. Artif. Intell. 32, 258–269 (2014)

10. Luqman, H., Mahmoud, S.A.: Automatic translation of Arabic text-to-Arabic sign
language. Univ. Access Inf. Soc. 18(4), 939–951 (2019)

11. McDonald, J., et al.: An automated technique for real-time production of lifelike
animations of American Sign Language. Univ. Access Inf. Soc. 15(4), 551–566
(2016)

12. Pichardo Lagunas, O., Partida Terrón, L., Mart́ınez Seis, B.C., Alvelar Gallegos,
A., Serrano Olea, R.: Sistema de traduccion directa del español a LSM con reglas
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Abstract. Hyperbolic embeddings have become important in many nat-
ural language processing tasks due to their great ability to capture latent
hierarchical data and to encode valuable syntactic and semantic infor-
mation. We study and consider the ability of Poincaré embeddings to get
the most similar nodes to a given node when trying to recognize named
entities in a set of text documents. In this paper, we propose a classifier
model for the NER (Named Entity Recognition) task by implementing
Poincaré embeddings and by using the most frequent n-grams and their
Part-of-Speech (POS) structures from the training dataset. We found
that POS structures and n-grams help to map possible named entities,
while using Poincaré embeddings manage to affirm and refine this recog-
nition, improving the recognition of named entities.

Keywords: Poincaré embeddings · NER · Named entity recognition ·
Part-of-Speech · N-grams

1 Introduction

Nowadays, the amount of textual information available electronically is incred-
ibly abundant, causing an information overload when searching for something
specific. It makes difficult to obtain the most relevant information on a specific
topic and it is time consuming. To deal with this problem there are information
retrieval (IR) systems, which search for information in a collection of documents
and retrieve the most relevant resources based on a specific information need [1].
To achieve this some techniques are required such as the recognition of named
entities (relevant information) through which a text document can be repre-
sented, reducing the information overload [2]. In this sense NER is a subtask of
Information Extraction (IE) where the information we are looking for is known
beforehand.

In the present work, a NER classifier model is proposed by including Poincaré
embeddings in order to get the closest words to a given word. By using the clos-
est words it is possible to know if a tag (class) is near to that given word, and
c© Springer Nature Switzerland AG 2020
L. Mart́ınez-Villaseñor et al. (Eds.): MICAI 2020, LNAI 12469, pp. 193–204, 2020.
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then assign the tag to that word. But also the use of representative features of
each class is considered to improve the correct recognition of the named enti-
ties. The named entities that make up each class are converted to n-grams just
like their POS structures. Then the most representative n-grams of each class
as well as the POS structures are used to refine the correct recognition of the
named entities, previously achieved by the Poincare models. It is through this
proposal that it is intended to improve the recognition of named entities which
can represent a document with the most important information and thus facili-
tate some tasks such as the classification of texts and retrieval information. To
create the Poincaré models we created a Gold Standard by manually tagging
a set of documents (Job Descriptions) in the IT field, and then converted to
an structured format (tab-separated columns) where the first column contains
every token in the document and the second column contains its belonging tag.
Then Poincare models can be used for getting vector representations of words
and try to recognise the tags of every word.

In summary, this paper presents a classifier model for the task of named entity
recognition by employing Poincaré embeddings, n-grams and Part-of-Speech.
The rest of the paper is structured as follows. Section 2 describes the background
related to our proposal, such as NER Task, Poincaré embeddings, N-grams, and
Part-of-Speech. Section 3 explains the design of the proposed classifier model.
Section 4 shows the experiments and results carried out, and how Poincaré mod-
els, POS structures and n-grams help in the task of NER. Section 5 presents a
conclusion of the results obtained.

2 Background

2.1 Named Entities

The Named Entity (NE) task is a subtask of information extraction (IE) and
was developed by the committee in the Sixth Message Understanding Conference
in 1995. It became an important task in IE field since it aims to locate and
classify named entities in a text into categories previously defined (e.g. People,
Organizations, Geographic Locations). In this way, texts can be represented
by their named entities (most relevant terms) [3]. Another definition for named
entity is, roughly speaking, anything that can be referred to with a proper name:
a person, a location, an organization. However, the term is commonly extended
to include things that are not entities such as, including dates, times, and other
kinds of temporal expressions, and even numerical expressions like prices [10].

2.2 Poincaré Embeddings for Word Representation

Hyperbolic geometry is a non-Euclidean geometry which studies spaces of con-
stant negative curvature. It is, for instance, associated with Minkowski space
time in special relativity. In network science, hyperbolic spaces have started to
receive attention as they are well-suited to model hierarchical data. For instance,
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consider the task of embedding a tree into a metric space such that its structure
is reflected in the embedding. Due to the underlying hyperbolic geometry, this
allows us to learn parsimonious representations of symbolic data by simultane-
ously capturing hierarchy and similarity [4].

Word embeddings are effective for many natural language processing tasks
because they are flexible and encode valuable syntactic and semantic informa-
tion. Word embeddings are motivated by the concept that semantic similarities
between words are based on their distributional properties in the large amount of
text. The idea of distributional properties is called distributional hypothesis [5],
meaning that linguistic items with similar distributions have similar meanings.
Popular word embeddings such as GloVe, Word2Vec, and FastText are widely
used in various tasks and have shown great success. Although these embedding
methods have proven successful, very few methods exist that are able to encode
tree-like or graph-like hierarchical relationships of the data. Poincaré embed-
dings are better at capturing latent hierarchical information than traditional
Euclidean embeddings.

2.3 Part-of-Speech (POS) Tagging

POS tagging is the process of marking a word in a text with a tag carrying
the corresponding information to a particular part of speech, based both on its
definition and its context (its relation to adjacent and related words in a phrase,
sentence or paragraph) [7]. This tagging is done using computational algorithms
that associate discrete terms, as well as hidden parts of the speech, through a set
of descriptive labels. These POS tagging algorithms are divided into two types:
rule-based and stochastic.

2.4 N-gram Language Model

An n-gram is a subsequence of n elements of a sequence of words given in a
text and is widely used in the study of natural language. An n-gram model is
a type of probabilistic model that allows a statistical prediction to be made of
the next element of a certain sequence of elements that has occurred so far. An
n-gram model can be defined by a Markov chain of order n−1, due to its relative
simplicity to increase the study context by increasing the size of n [6].

3 Proposed Classifier Model

This section explains the characteristics considered in the construction of the
classifier model as well as the way in which they were calculated.

3.1 Definition of Used Named Entities

As mentioned in Sect. 2.1 the term Named Entity is commonly extended to
include more things that result important for some tasks. In this case we focus
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on extracting relevant concepts for our case study where our training set refers
to Job Descriptions in the IT field. The classes we found most important are
defined as Role, Knowledge, Skill, Talent, Character and Responsibility1.

– Role. The position or purpose that someone or something has in a situa-
tion, organization, society or relationship. Some examples are: “Enterprise
Technical Support Engineer” and “Senior IT Project Manager”.

– Knowledge. Awareness, understanding, or information that has been
obtained by experience or study, and that is either in a person’s mind or pos-
sessed by people generally. Some examples are: “Understanding of Microsoft
Azure” and “Programming languages”.

– Skill. A particular ability that you develop through training and experience
and that is useful in a job. Some examples are: “Good analytical skills”, “Good
troubleshooting skills” and “Excellent communication skills”.

– Talent. Someone who has a natural ability to be good at something, espe-
cially without being taught. Some examples are: “Enable business capabilities
through innovation” and “Self-managing”.

– Character. A person, especially when you are describing a particular quality
that they have. Some examples are: “Independent” and “Team player”.

– Responsibility. The things you are in charge of in your job. Some examples
are: “Responsible for providing technical support to customers” and “Respon-
sible for providing after-hours support as part of an on-call rotation”.

3.2 N-grams Used in Gold Standard

The corpus is composed of 160 Job Descriptions in the field of IT, collected from
the website www.jobs.ie and labelled with the 6 classes previously described.
However, we want to know what n-grams are used most in each class. To achieve
this we have measured the length of the named entities (n-grams) that make up
each class, immediately we grouped them by n size, and then we counted their
frequencies in the corpus. Figure 1 shows the distribution of the existing n-grams
in each class.

With the graphic representations of the n-grams can be seen that most of
the classes are mainly made up of bigrams, with the Role, Skill and Knowledge
classes being the most common. However, the Knowledge and Character classes
are mainly represented by unigrams, with a large percentage difference from the
rest of the classes. That means that these two classes are characterized by being
unigrams and bigramas. On the other hand, it is possible to observe that the
trigrams occupy the third position in representing each of the classes, being the
only one more balanced group based on the number of occurrences. Four-grams
represent from 6% to 12% of the composition of each class, ranking fourth in the
main named entity sizes. As the rest of the n-grams have such a low presence in
the classes, with the exception of the Responsibility class, being the only class

1 Definitions of used classes are explained in the original source and can be found in
https://dictionary.cambridge.org/dictionary/english/.

www.jobs.ie
https://dictionary.cambridge.org/dictionary/english/
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Skill Role Character

Knowledge Talent Responsibility

Fig. 1. Distribution of n-grams in each class

that represents a less disproportionate distribution of named entities of short
and long length. Furthermore, the Responsibility class has the longest n-grams
existing in the corpus, being something characteristic of this class.

3.3 POS Structures of N-grams

POS tagging was applied by using the tagger provided by the Natural Language
Toolkit library, then all the sequences found in the named entities were grouped
(and the occurrences of each one were counted). The default function POS tagset
was used because it offers the possibility of tagging with 35 different classes [8],
making the structure of a named entity more precise and thus recognizing its
similarity with another. In Fig. 2 it can be seen which are the POS-tags of the
most representative named entities for each class.

The class Skill is mainly made up of bigrams, which is something that char-
acterizes the class and it is worth looking at its component structures: NN NN,
JJ NN, NN NNS, NN VBG, JJ JJ, NN RB, NNP NNP, VBG NNS, JJ NNS
and NNP NN, where nouns and adjectives are the most used POS tags and
resulting characteristic of their named entities.



198 D. Muñoz et al.

Skill Role

Character Knowledge

Talent Responsibility

Fig. 2. Most representative POS-tag for each class

On the other hand, the class Role is made up mostly of bigrams and trigrams,
so it would be very rare for an named entity in this class to be just one word. The
main structures of bigrams in this class are: NNP NNP, NN NN, JJ NN and
NN NNP, while the main structures of trigrams are: NNP NNP NNP and JJ
NNP NNP, being something characteristic of this class that its named entities
are mainly made up of proper nouns in the singular form.

In the class Character mainly unigrams are used (NN and JJ ), while the
most present bigrams have the structure JJ NN, and most of the trigrams have
the structure NN TO VB.

While the class Knowledge is strongly represented by unigrams of the NN
form, followed by the NNS form, and bigrams with the structures NN NNS,
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NNP NNP, NN NN, NNP NNS and NNP NN. So it would be rare to find a
trigram in this class, or a higher-order n-gram.

The class Talent is made up of unigrams, bigrams and trigrams, with the
bigrams being the most representative and with the following structures: VB
NNS, NN NN and JJ NN. The main trigrams have the structures: NN TO VB
and NN NN NNS, and unigrams are represented with the form NN. This class
strongly uses nouns, which are part of any of its named entities.

Finally, the class Responsibility is mainly made up of trigrams that have
the following structures: NNP NN NNS, NN NN NNS, VBG NN NNS, VBG
JJ NN, JJ NN NNS, VBG JJ NNS, NN NN NN, VB JJ NNS, VBG NN NN
and NNP JJ NNS. And those trigrams are formed with singular and plural
nouns, adjectives and verbs in gerund (present participle). The main bigrams
that conform the class have the structures: NN NN, NN NNS, JJ NN, VBG NNS
and NNP NN, where it is possible to realize that these bigramas are formed in
the same way as the trigrams (with nouns, adjectives and verbs in gerund). And
as for the unigrams they are characterized for being NN and VBG, concluding
that the use of verbs in present participle is something characteristic of the class
responsibility.

3.4 Poincaré Models

The corpus consist of 121,293 tokens, and a vocabulary of 5,297 unique words.
The file format in which the information is stored is double column, saving
the relation of a token in the first column to its assigned class in the second
column. By using the gensim library was possible to train the Poincaré model
with the corpus file. The number of dimensions of the trained model is set to
50 by default and it also needs a number of iterations which is set to 50 by
default. As suggested in [4] all embeddings were randomly initialized from the
uniform distribution U (−0.001, 0.001), causing embeddings to be initialized
close to the origin. The main focus for Poincare embeddings is its capability
to embed data that exhibits latent hierarchical structures. Once the model is
trained it is possible to find the closest words to a user-specified word through
the most similar method implementation where the top-N most similar nodes to
the given node (word) is returned in increasing order of distance.

This characteristic is used to get the most similar words for each one of the
words conforming to a named entity. Between the most similar words are also

Table 1. Assigning classes to NEs using Poincaré embeddings

Tested NE Original class Predicted classes Most frequent class

Integration developer Role Role, Knowledge, Skill, Role,

Role

Role

Providing support Responsibility Responsibility,

Responsibility, Knowledge,

Skill, Role

Responsibility

Excellent communication Skill Skill, Responsibility, Skill Skill
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included classes belonging to each word. Then the most frequent class in every
named entity is selected, discarding others that occur just a few times. In Table 1
are showed some examples for named entities and the closest words returned by
the Poincaré model implementation. So, for the named entity Excellent com-
munication the classes Skill and Responsibility are predicted, however the class
Skill occurs more times. That is the reason of selecting the class Skill as the
assigned class to the named entity which is correct. And the same happens for
every one of the named entities, showing excellent results as the predicted class
is the original assigned class in the corpus.

3.5 Process of Construction of the Classifier Model

By making use of Poincaré embeddings our classifier intends to improve the
recognition of named entities which represent Job Description documents with
the most relevant information and thus facilitate some tasks such as the classi-
fication of texts and retrieval information. The classifier works considering the
features described before when n-grams and part-of-speech were studied over the
corpus.

In Sect. 3.2 we found that most of the classes are conformed by unigrams,
bigrams and trigrams, being cuatrigrams also present in good percentage. N-
grams with five or more elements are unusual, that is why when finding named
entities we consider a window size of 4 words in order to find a relation between
the current word and the next 4 words.

Fig. 3. Workflow diagram implemented on the classifier model
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When studying the representative part of speech structures for each class,
some patterns were found. However the most interesting structure was found
for the class Role where named entities are normally proper nouns in singular
form (NNS), and that is something very characteristic of that class. Figure 3
shows a diagram of the workflow operation implemented on the classifier model
developed. The process consists of 3 stages for the recognition of named entities.

Classifier Design

– Match Gold Standard named entities in test dataset (Stage 1). From
the original set of named entities in training dataset, if they exist in the test
dataset then they are tagged. In other words, it consists in searching the
entire list of training named entities in the test set and assign them the
corresponding tags.

– Search POS structures (Stage 2). In stage 2, first an analysis of the
named entities of each class is performed, thus determining the number of
most used n-grams in each class, as well as their POS structures. Thus, only
those structures with the most occurrences for each class will be considered.
Once these most representative features of each class have been selected, they
will be searched in the test dataset, and then there will be possible named
entities to be tagged.

– Use Poincaré embeddings and most frequent n-gram sizes (Stage
3). By employing Poincaré embedding models, with the most frequent n-gram
sizes it is verified if the words in that windows size have the same tag as one
of the 5 closest neighbors. If all of the words on the window size have the
same tag, then they are tagged and considered as a named entity. A more
detailed explanation of how this stage works is shown in Fig. 4.

In stage 2, named entity candidates are found considering features of each
class, but is in stage 3 that these named entities are tagged or discarded. In
stage 3, for each of the words that make up a possible named entity, its closest
neighbor is obtained, and if the closest neighbor for any of these words is one
of the classes used in the corpus, then this word is tagged with that class and
becomes a seed word or root word. Then a window of 4 words on the left and 4 on
the right is used, and the 5 closest neighbors are obtained for each of those words
and if the same class as the root word is found within the closest neighbors, then
this word is added to the root word, and so on until the words inside the window
are finished. At the end, a named entity is obtained with the words that share
the same tag within the range of the window.

4 Experiments and Results

To know how the proposed classifier model developed performs, an experiment is
carried out demonstrating the help of the Poincare embeddings when predicting
named entities. For this experiment we have used a Gold Standard that we
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Fig. 4. Representation of how Poincaré models are used to predict named entities.

have manually tagged with a text annotation tool called Web-based Tagger tool2

developed in [9]. This annotation tool allow users to highlight the most relevant
concepts of a set of text documents, and then the tool transforms this data to
an structured format ready to be used in the training of some predictive models.
The Gold Standard is composed of a set of 160 Job Description documents in
the field of IT and was collected from the website www.jobs.ie and tagged with
the 6 classes described previously.

Table 2. Performance of classifier when using different stages of the workflow process

Performance Classifier model

Class Measure Stage 1 Stage 1 & 2 Stage 1 & 2 & 3

Character F-1 0.6381 0.6710 0.8057

Knowledge F-1 0.5037 0.5800 0.7681

Responsibility F-1 0.1760 0.3250 0.4578

Role F-1 0.4433 0.5480 0.6553

Skill F-1 0.5068 0.5553 0.7046

Talent F-1 0.4224 0.4695 0.5719

2 The Web-based Tagger Tool can be found in https://lkesymposium.tudublin.ie/
Tagger/.

www.jobs.ie
https://lkesymposium.tudublin.ie/Tagger/
https://lkesymposium.tudublin.ie/Tagger/
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The use of features improves the performance of the proposed classifier thanks
to the fact that these characteristics allow named entities to be identified more
accurately. To demonstrate the usefulness of these features, we present a series
of experiments, where the first experiment only considers the first stage of the
workflow diagram, the second experiment considers the first and second stages
of the workflow diagram, and the third experiment considers all the stages of
the workflow diagram showed in Fig. 3.

V-fold cross validation method was used to measure the classifier’s perfor-
mance considering different features presented on the workflow diagram, and the
averaged obtained results are presented in Table 2. It can be seen that Stage 3
plays an important role in recognizing named entities. The main reason for see-
ing a notable improvement here is the fact of using Poincaré embeddings, since
in stages one and two the most common and highly secure named entities have
been tagged, so in stage 3 the amount of untagged information has decreased
considerably and thus it is easier to analyze the remaining data and determine
through the closest words to a root word potentially identified as belonging to
a class.

Fig. 5. F1 measure of classifier performance when using different stages

Figure 5 shows a comparison of the model performance when implementing
different stages of the classifier. In stage one all those named entities that exist
in the training corpus are tagged, that is why the recognition level is not so high,
in addition to that the Precision in this stage is generally high as observed in
Table 2. However, the second stage allows POS structures to be recognized based
on the POS structures of each class in the training corpus, thus increasing the
Recall level and decreasing Precision. Finally, the third stage allows to create a
better balance between Precision and Recall, when using the Poincare embed-
dings since they establish a relationship between a root word with an assigned
class and allows to know which words around it belong to the same class and
therefore to the same named entity.



204 D. Muñoz et al.

5 Conclusions

As it is possible to observe, the use of Poincaré embeddings improves the per-
formance of the proposed classifier thanks to the fact that this feature allows
named entities to be identified more accurately by using the closest words to
a given word. The word representations obtained by the Poincaré models effec-
tively captured the existing relationships between words, helping us to always
identify if for a given word there is a class close to it.

The previous analysis of the POS structures of the n-grams allowed us to
know which structures are most representative of each class and, therefore, to
take them into consideration to determine possible named entities. In this way,
the recognition of named entities could be expanded compared to stage 1.

On the other hand, having carried out a previous analysis of the n-grams that
make up each one, could lead us to consider mainly those n-grams that occurred
mostly in each class. In this way, it was possible to define a window size of words
contiguous to a word to be analyzed, and then be able to know if those words
together with the root word can form a named entity. In this way, for each con-
tiguous word, the Poincaré model was called to determine if the same class of the
root word was found within the closest words, achieving an improvement in pre-
diction. But the results showed that most of the classifier improvement occurs in
stage 3 where Poincaré models are used. The effectiveness of Poincaré embeddings
to capture the relationships between words in a context in a hyperbolic space are
helpful when we want to recognize the named entities in a text.
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Jorge Ramı́rez-Garćıa1 , Rodolfo E. Ibarra-Orozco1 ,
and Amadeo J. Argüelles Cruz2(B)
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Abstract. An intelligent campus has the purpose of improving the qual-
ity of life of students, making intensive, global, sustainable and efficient
use of information technologies to interconnect all the actors and ser-
vices for the benefit of the entire community, to establish an intelligent
environment of teaching, learning and living [2]. In such smart envi-
ronments, the role of users is becoming increasingly relevant, going from
passive beneficiaries of services to participants assets through their social
media activities. In this project, a system for detecting emergency events
was developed for the IPN-Zacatenco Intelligent Campus for detecting
emergency events, through analyzing messages (tweets) from Twitter
users near of the area of interest. Tweets were classified under 4 cate-
gories: Mobility, Fire, Health and None (to discard unrelated tweets).
In this article, we compare the machine learning models got with the
Bayes Multinomial, Vector Support Machines and k-Nearest Neighbors
algorithms.

Keywords: Support Vector Machines · Naive Bayes · k-Nearest
Neighbors

1 Introduction

An emergency is a duly proclaimed existence of conditions of disaster to the
safety of persons or property caused by air pollution, fire, floodwater, storm,
epidemic, earthquake, intruder or other causes. This may be beyond the control
of the services, personnel, equipment and facilities of the academy and require the
combined efforts of the State or other political subdivisions. Academy facilities
must be prepared to respond to an emergency or traumatic event in an organized
and timely manner so that students and staff can continue to function effectively
without additional trauma or the development of additional emergencies [1].
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The Smart Campus project is carried out at the Centro de Investigación en
Computación (Computing Research Centre or CIC), belonging to the Instituto
Politécnico Nacional (National Polytechnic Institute or IPN), which faces the
same challenges and needs as modern universities and cities.

Machine learning systems have the potential to predict and detect diseases
early, so they can be treated more and prevent the occurrence of larger disasters.

We propose an architecture for an intelligent Emergency Event Detection
System. The proposed architecture is based on the following four main building
blocks: (i) geographically delimited Tweet acquisition, (ii) intelligent processing
for knowledge discovery and emergency detection, (iii) intelligent response to
send alerts in a timely, coordinated and effective manner, (iv) privacy and secu-
rity to enhance a reliable and secure system, which guarantees data integrity,
privacy and anonymity of users. In this document, we present our advances in
the emergency detection block.

2 Machine Learning Algorithms

2.1 Support Vector Machines

Support Vector Machines (SVMs) are a popular machine learning method for
classification, regression, and other learning tasks. The problem of learning the
Linear Discriminant Function corresponding to SVM is posed as a convex opti-
mization problem. This is based on the intuition that the hyperplane separating
the two classes is learned so it corresponds to maximizing the margin or some
kind of separation between the two classes. They are also known as maximum-
margin classifiers. Some important properties of SVM [5] are:

– The problem of learning the Linear Discriminant Function corresponding to
SVM is posed as a convex optimization problem. This is based on the intuition
that the hyperplane separating the two classes is learnt so that it corresponds
to maximizing the margin or some kind of separation between the two classes.
So, they are also called as maximum-margin classifiers.

– Another important notion associated with SVMs is the kernel trick which
permits to perform all the computations in the low-dimensional input space
rather than in a higher dimensional feature space.

Training a Support Vector Machine requires the solution of a quadratic pro-
gramming optimization problem [6]. The problem is subject to box constraints
and to a single linear equality constraint; it is dense and, for many practical
applications, it becomes a large-scale problem. The main idea behind the pat-
tern classification algorithm SVM is to separate two point classes of a training
set, with a surface that maximizes the margin between them. This separating
surface is obtained by solving a convex quadratic program, see Eq. (1):

Maximize F (Λ) = Λ · 1 − 1
2
Λ · HΛT (1)
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subject to Λ · y = 0 and 0 ≤ Λ ≤ C with the output vector y = (y1, . . . , yn) and
the Lagrangian multipliers vector Λ = (λ1, . . . , λn). H is the Hessian Matrix, and
it’s defined as Hiji = yiyjk(xi · xj), where k(xi · xj) denotes a kernel function.
C is the penalization constant. The nonzero components in the solution of Eq. 1
correspond to the training examples that determine the separating surface; these
special examples are called support vectors (SVs) and their number is usually
much smaller than number of instances [10].

2.2 Naive Bayes

Naive Bayes method [11], is a supervised learning algorithms based on apply-
ing Bayes’ theorem with the “naive” assumption of conditional independence
between every pair of features given the value of the class variable. Bayes’ theo-
rem states the following relationship, given class variable y and dependent feature
vector x1, . . . , xn:

P (y|x1, . . . , xn) =
P (y)P (x1, . . . , xn|y)

P (x1, . . . , xn)
(2)

Given Eq. 2 and using the naive conditional independence assumption (Eq. (3))

P (xi|y, x1, . . . , xi−1, xi+1, . . . , xn) = P (xi|y) (3)

for all i, this relationship is simplified as shown in Eq. (4).

P (y|x1, . . . , xn) =
P (y)

∏n
i=1 P (xi|y)

P (x1, . . . , xn)
(4)

Since P (x1, . . . , xn) is constant given the input, we can use the classification
rule displayed in Eq. (5) and Eq. (6).

P (y|x1, . . . , xn) ≈ P (y)
n∏

i=1

P (xi|y) (5)

y = argmaxP (y)
n∏

i=1

P (xi|y) (6)

Naive Bayes Multinomial. Naive Bayes Multinomial (MultinomialNB) [7],
implements the naive Bayes algorithm for multinomially distributed data, and
is one of the two classic Naive Bayes variants used in text classification (where
the data are typically represented as word vector counts, although tf -idf vectors
are also known to work well in practice).
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2.3 k-Nearest Neighbors

The k-Nearest Neighbors rule is among the simplest statistical learning tools in
density estimation, classification, and regression [3]. Trivial to train and easy to
code, the nonparametric algorithm is surprisingly competitive and fairly robust
to errors given good cross-validation procedures.

The k-nearest neighbour classifier works based on the distance calculated
between the query point and each data points in the training dataset. Then we
choose the K closest points and take a vote of their class labels to decide the
label of the query point [12].

Nearest neighbor algorithms are attractive because they are easy to imple-
ment, nonparametric, and learning-based.

3 Term Frequency – Inverse Document Frequency

TF-IDF stands for Term Frequency-Inverse Document Frequency [8]. This tech-
nique was originally developed as a metric for ranking functions for showing
search engine results based on user queries and has come to be a part of infor-
mation retrieval and text feature extraction now.

Mathematically, TF-IDF is the product of two metrics and can be represented
as tfidf = tf × idf , where term frequency tf and inverse-document frequency
(idf) represent the two metrics.

Inverse document frequency denoted by idf is the inverse of the document
frequency for each term. It is computed by dividing the total number of docu-
ments in our corpus by the document frequency for each term and then applying
logarithmic scaling on the result. In our implementation we will be adding 1 to
the document frequency for each term just to indicate that we also have one more
document in our corpus that essentially has every term in the vocabulary. This is
to prevent potential division-by-zero errors and smoothen the inverse document
frequencies. We also add 1 to the result of idf computation to avoid ignoring
terms completely that might have zero. Mathematically the implementation for
idf is represented in Eq. (7).

idf = 1 + log
C

1 + df(t)
(7)

where idf(t) represents the idf for the term t, C represents the count of the
total number of documents in our corpus, and df(t) represents the frequency of
the number of documents in which the term t is present.

Thus the term frequency-inverse document frequency can be computed by
multiplying the above two measures together.

The normalized version of the tfidf matrix is obtained dividing it with the
L2 norm of the matrix, also known as the Euclidean norm, which is the square
root of the sum of the square of each term’s tfidf weight. Mathematically, the
final tfidf feature vector is represented in Eq. (8).

tfidf =
tfidf

||tfidf || (8)
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4 Twitter

Twitter [4], is an online social networking and blogging service that allows users
to read the tweets of other users by “following” them. Social networks have an
enormous number of users. As of the first quarter of 2019, Twitter averaged 330
million monthly active users [9]. With user numbers in the millions, inevitably,
massive amounts of data are generated through short messages called “tweets”
which are sent in real time using any digital device such a cellphone. Tweets
were originally restricted to only 140 characters, but this limit was doubled in
November 2017. One of the main features of Twitter is the use of the hashtag
symbol # followed by a keyword related to the subject topic. The ability to search
Twitter by topics that are mentioned within the tweets allows us to access and
interpret large amounts of data.

Twitter allows to search for tweets published in the past 7 days using the
Twitter Search API.

5 Alert System for Emergency Events

The procedure used for the data analysis is shown in Fig. 1, and in the following
we describe how each of the stages was developed.

Fig. 1. Proposed methodology for the Machine Learning process.

5.1 Problem Formulation

Increasing urbanization brings new challenges to reducing the threat of emergen-
cies. Yet emergencies are often ignored until they strike, when the damage has
been done and relief is the only response. The situation is compounded by the
separation of a campus programming from emergencies management. Alerting
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students from emergency events happening near the campus could help reduce
the risk of damage to the student’s integrity.

For the IPN-Zacatenco smart campus, the following categories of emergency
events were identified to be classified automatically:

– Mobility.
– Fire.
– Health.
– None.

5.2 Data Collection

To use the resources provided by the Twitter API tool, a developer account
was requested. In this way, access to the collection of tweet information was
achieved. A Python script using the tweepy library was used to create a streaming
connection with the Twitter Streaming API. To delimit the geographic area to
be monitored, the Bounding Box tool was used. Finally, the date, time, text,
location and verification of the account collected by the API were stored in a
database.

5.3 Data Exploration

The database is made up of a total of 2,013 instances, with start date 03/10/2020
and end date 06/25/2020. Each instance contains the text of the tweet as an
attribute and the event type label (Mobility, Fire, Health, None). For the mobil-
ity class, there are a total of 534 instances. For the Fire class, 510 instances. For
the Health class, 507 instances and for the None class, 462 instances.

5.4 Feature Processing

– Tokenization. Tokens correspond to words in the tweet, separated by com-
mas.

– Characters Removal. All special symbols defined in the string.punctuation
library have been removed from the text column using regular expression
matches.

– Stopwords Removal. It consists of the elimination of words that provide
little or no information for the analysis of texts. Empty words are usually
articles, conjunctions, prepositions, pronouns, etc.

– Instances Labeling. Each Tweet was manually reviewed and a tag with the
class Mobility, Fire, Health or None was added. Table 1 shows examples of
the collected tweets after tagging.

– Feature Extraction. For each term in our data set, a tf -idf measure was
calculated, which is represented in a numerical matrix.
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Table 1. Examples of tagged tweets

Tweet Label

buenas tardes requerimos el apoyo para un choque
automovilistico entre un camion de reparto y un sedan negro
en Patriotismos y Alfonso Reyes col Hipodromo Condesa

Mobility

seguimos en riesgo de contagio hay que mantener las medidas
preventivas para poder trabajar

Health

hubo un incendio en un depto del edificio de la entrada y solo
crisis nerviosas e intoxicación leve

Fire

nadie entra a nuestras vidas por accidente None

5.5 Modeling

Modeling with the SVM, k-NN, and MultinomialNB algorithms was imple-
mented using the Python’s Scikit Learn library.

For the training stage, the data set was divided into a training set (with 70%
of the data) and a test set (with 30% of the data). With the SVM algorithm,
tests were performed with the polynomial, gaussian and linear kerner, having
the best results with the linear kernel. For training with k-NN, the best results
were obtained with k = 10. The MultinomialNB algorithm was used with α = 0.

5.6 Performance Evaluation

Figure 2 shows the confusion matrices of tests performed with cross validation.
Figure 3 compares, using box diagrams, the accuracy of each algorithm at

the testing stage. The accuracy for the model built with the SVM algorithm
is 0.888791, for the MultinomialNB algorithm it is 0.865955 and for k-NN it is
0.80481.

Taking into account the results obtained, the model generated with the SVM
algorithm was selected to carry out the implementation.

5.7 Deployment

In order to carry out the implementation, a display system was developed where
the most recent tweets of an emergency event near the campus are displayed.
The information displayed to the user for each tweet is the date and time, the
text of the tweet, location (registered by the user in their account), and account
verification.
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Fig. 2. Confusion matrices of the three learning models: (a) MSV, (b) MultinomialNB,
(c) k-NN.

Fig. 3. Box plot analysis of accuracy among algorithms.

6 Conclusions

In this project, a system for the detection of emergency events, related to the
categories of mobility, fires and health was developed analyzing the Twitter data
flow. The following results were obtained:

– In order to treat our problem as a supervised classification problem we cre-
ated a supervised dataset. This dataset contains Tweets from geographical
locations near the campus.
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– Three Machine Learning algorithms for the text classification were evaluated
and the algorithm showing the best performance was the Vector Support
Machines algorithm.

As future work, we plan to test more advanced word vectorization models
such as the word2vec algorithm, which is a neural network-based implementa-
tion that learns representations of word vector distributions based on the Bag of
Words and skip-gram architectures. Within the system for sending alerts, a mod-
ule will be developed to learn when alerts should be sent, taking information on
how many tweets have been generated for a topic, the location and verification
of the account.
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Abstract. In this paper, we present a similarity-based approach
towards paraphrase detection in Spanish. We evaluate various models
for semantic similarity computation using a gold-standard paraphrase
corpus. It contains one original document and paraphrased documents
on different levels (low and high), and reference documents on the same
topic or same vocabulary. It allows to assess the similarity between a pair
of texts or individual sentences. We found that some of the similarity
metrics have a larger difference when comparing paraphrased sentences
than others. Finally, we obtained a threshold for each of the similarity
metrics with the aim of determining a classification boundary to decide
if two sentences are paraphrased.

Keywords: Text similarity · Paraphrasing detection · Corpus
linguistics

1 Introduction

Paraphrases are frequently defined as a series of expressions, linguistic forms,
or alternative verbalizations, which convey the same information as an original
expression within a language [13]. Other authors include within the paraphrases
those expressions that have approximately the same meaning or equivalent con-
tent.
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In recent years, paraphrasing has generated great interest in the computa-
tional linguistics community. Both, the ability to automatically change a text for
a similar one and the ability to detect when the same thing is being said in two
different texts are highly relevant to many Natural Language Processing (NLP)
applications.

The task of paraphrase detection (PD) aims at identifying whether a set
of sentences (typically a pair) are semantically equivalent. [4] mention that,
although the identification of paraphrases is defined in semantic terms, it is
traditionally approached with statistical classifiers based on the lexicon, n-grams
and, syntactic matching.

Thus, solving this task requires several levels of analysis, among them syntac-
tic and semantic issues. The construction of paraphrases includes mechanisms
such as changing words by synonyms, rearranging sentences, dividing them, and
breaking them down into multiple sentences in a different order. This is why
those lexical and syntactic classifiers are not enough to solve this task.

The purpose of this paper is the assessment of similarity measures between
pairs of sentences towards paraphrase detection. For that purpose, we used a
gold-standard comparable corpus containing source documents and similar texts.
The last group consists of: (a) paraphrases of the source, (b) texts that deal with
the same topic, (c) texts that share a given amount of lexical units although not
sharing the topic.

The paper is organized as follows. In Sect. 2 we present the state of the art in
the area. Section 3 is devoted to introducing the Sushi Corpus. Section 4 explains
the similarity measures that are used in this paper in order to evaluate them in
the corpus. In Sect. 5, we provide an analysis of the results. Section 6 introduces
the reference dataset. Finally, the paper ends with conclusions and future work
in Sect. 7.

2 Related Work

According to [1], two documents can be similar without having a direct rela-
tionship to each other, but sharing a similarity with a third text. For example,
different news articles derived from a specific source provided by an agency are
similar. In the same way, students’ homework on a particular subject can have
high similarity. Many previous works on paraphrase detection use text similarity-
based methods [8], while others use a supervised approach depending on machine
learning and deep learning methods [7].

In [12], a textual German corpus for similarity detection is presented. Several
simple measures were evaluated for both, the complete documents and individual
sentence pairs. A paraphrase and semantic similarity approach was introduced
in [5] using a machine learning algorithm trained on lexical, semantic, syntactic,
semantic, and pragmatic features; the method is then evaluated on noisy user-
generated short-text data such as Twitter.

In this work, we explore Text Similarity (TS) metrics for paraphrase detec-
tion. There are various approaches to similarity, such as vector space models
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(term-based), text alignment (linguistic knowledge-based), and n-gram overlap-
ping (string-based). Substantial work has been carried out for paraphrase detec-
tion with TS metrics on various monolingual corpora of paraphrases (especially
in English). Some of the most popular corpora to evaluate PD are the METER
Corpus [3], the Microsoft Research Paraphrase Corpus [6], and the PAN Plagia-
rism Corpus [11].

3 The Sushi Corpus

For the assessment of similarity measures, we use a corpus made up of origi-
nal texts and their paraphrase. This corpus is designed to assess the similarity
between a pair of texts and to evaluate different similarity measures, both for
whole documents or for individual sentences. The corpus is built around the
subject of a Spanish blog article related to Sushi [2]. Several volunteers (under-
graduate, graduate, and Ph.D. students) were asked to intentionally reformulate
or paraphrase this article. The paraphrase of the article was carried out on two
levels, according to the rules given in [12]:

– Low level: Only lexical variation.
– High level: Lexical, syntactic, textual or discursive organization variation and

fusion or separation of sentences.

Two more types of texts were added to the corpus:

– Texts on the same theme and source as the original article, related to sushi.
– Texts on different theme as the original article but with overlapping vocabu-

lary were gathered. That is, texts not related to sushi, but with exactly the
same vocabulary as the original one. Some volunteers wrote a free text using
the same content words as the original.

Therefore, the corpus consists of the following types of texts:

1. Original text (OR): Sushi article.
2. Paraphrased texts:

(a) Low level (PL)
(b) High level (PH)

3. Texts with the same theme as the original text (PNO)
4. Texts with different theme as the original text with overlapping vocabulary

(SNO).

The corpus statistics are presented in Table 1. As it can be observed, the
average number of words in the documents for each type of texts is similar. It
can also be observed the lexical overlap between the original document and the
other types of documents (PL, PH, PNO and SNO). As expected, the largest
overlap is between the original document and the low level paraphrases docu-
ments, however, it is notable that there is a higher overlap between the no sushi
documents and the original document than the no paraphrase documents and
the original document.
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4 Similarity Measures for Paraphrase Detection

Textual similarity metrics can be classified as in geometrical model metrics, the
set theory model metrics, and lexical metrics. According to the earlier classifi-
cation, in this section we describe the similarity metrics used in this work.

Table 1. Corpus statistics

Type of text Quantity Avg. no. of words Overlap with original

Original 1 362.00 362

Low level 7 291.00 293

High level 5 303.20 221

No paraphrase 4 241.00 120

No Sushi 6 299.33 154

4.1 Metrics Based on the Geometrical Model

Documents written in natural language can be represented using vectors from an
euclidean space. Suppose that we have two documents D1 and D2. We create a
dictionary of size n, from the terms that form each document. So, the associated
space to both documents has n dimension. The ith component from the vector
that represents the document Dj , indicates the frequency in which the ith term
from the dictionary appears in the document.

If D1 and D2 are two documents represented by vectors �x1 and �x2, respec-
tively. The following metrics are defined as:

– Cosine similarity:

simcos(D1,D2) =
〈 �x1, �x2〉

‖x1‖‖x2‖ (1)

– Word2vec (w2v) based similarity: Word2vec is a model for representing words
as a vector [9]. It captures the relation among words from the training on a
large corpus and codifies the words into a vector of features. In this work
we calculate the similarity of sentences using the word vectors obtained from
word2vec in the Cosine Similarity equation described above.

4.2 Metrics Based on the Set Theory Model

In the Set theory model, the similarity between D1 and D2 is measured by a
function that compares the elements shared by D1 and D2, taking into con-
sideration the elements that are only in D1 and the elements that are only in
D2:

sim(D1,D2) = f(D1 ∩ D2,D1 � D2) (2)
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– Dice quotient

The Dice quotient takes the number of words shared by both strings and
divides it by the total sum of the words of the texts D1 and D2:

simDice(D1,D2) =
2 · |D1 ∩ D2|
|D1 � D2| (3)

– Jaccard quotient

This coefficient is obtained by dividing the intersection of the terms by their
union:

simJaccard(D1,D2) =
|D1 ∩ D2|
|D1 ∪ D2| (4)

– n-grams

The n-grams are subsequences of elements (characters or words) taken from
the sentence pairs of the compared texts. The computation of similarity by n-
grams between the sentences pairs S1 and S2, consists in dividing the number
of n-grams that share both sentences by the total number of n-grams:

simn-gram(D1,D2) =
|ng(D1) ∩ ng(D2)|

|ng(D2)| (5)

ng(D) are the n-grams in D.

4.3 Lexical Metrics

– Levenshtein

The result of this metric is the minimum number of operations required to
transform one word into another. The editing operations are: an insert, dele-
tion or substitution of a character. In this measure as long as the value is
higher, the similarity value is very low.

– Jaro-Winkler

This metric is applied to words, it uses the number of characters that both
words share, taking into account the characters that are in the same position
and those that are transposed, with these data the metric is defined as:

simJ-W (t1, t2) =

⎧
⎨

⎩

0, m = 0

m
3|t1| + m

3|t2| + m−t
3m , m �= 0

(6)

t1 and t2 are words and is the number of characters that match their position
in both words, and t is the number of characters that match and is in different
positions.
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4.4 Metrics Based on Textual Energy

The analysis method uses textual energy [10]. It considers that a document could
be coded as a set of small magnets called spins with two possible values: +1 (word
present) and −1 (word absent). The method is language independent. It codifies
the relationship between word and phrases as a graph. Every word is influenced
by the others, directly or indirectly, since they all belong to the same system.
Therefore, the words in the document interact giving sense to other words and
coherence to the whole text.

Textual Energy connects, at the same time, sentences having common words
because it includes the graph of intersection, as well as sentences which share
the same neighbourhood without to necessarily share the same vocabulary.

Textual energy can be deduced through two graphs: one of document words
and phrases, and the other of words for words. In a graph of words and phrases,
the edges are the phrases and the arcs are the words in common. The other graph
allows calculating the interactions of the words between them. Technically, the
paths of length 2 are used in the corresponding graph to deduce the textual
energy. With the document encoded as vector S of P phrases and M words, the
textual energy is calculated by:

E = (SxST )2 (7)

where ST is the transposed matrix of S. E is a matrix of P ×P , that indicates
the similarity of a given phrase, with respect to all the others.

The textual energy let identify the relationship between phrases, even no
sharing common words but through neighbour words. The following measures
are calculated (All measures are normalized between 0 and 1):

– REC: measures the lexical similarity and is calculated by the coverage of the
vocabulary.

– τ : measures the semantic similarity and is calculated by E.
– F1: is the lineal combination of Rec and τ .

5 Similarity Analysis Results on the Sushi Corpus

All similarity metrics were calculated as a function sim(D1,D2), D1 and D2 are
the texts for which their similarity is to be measured.

The result of applying the function to two documents is a matrix of size
|D1| ∗ |D2|, where |D1| is the number of sentences in D1 and |Dj | is the number
of sentences pairs in the text Dj . The function takes the jth sentence of text D1

and calculates its similarity with each of the sentences of text D2. The rows in
the matrix correspond to sentences of text D1 and the columns to the sentences
of text D2, whereby the element of the matrix at position (i, j) indicates the
level of similarity between row ith of D1 and row jth of D2.
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The similarity averages presented in Table 2 were obtained by comparing each
pair of sentences obtained from the combination of the Original document (D1)
and the rest of the documents of the corpus (D2), using the metrics described in
the previous section, and calculating the relevant arithmetic mean. The average
similarity results are categorized according to the document type of the com-
parison, i.e., low paraphrasis, high paraphrasis, No paraphrasis, No sushi. The
columns labeled as low and high paraphrasis represent the average similarity val-
ues for each metric for paraphrased sentence pairs. The columns labeled as base-
line correspond to the average metric presented for non paraphrased sentence
pairs in low paraphrasis (PL) and high paraphrasis (PH) texts. Analogously,
the remaining two columns, represent non paraphrased texts (PNO), and non
related texts with similar vocabulary (SNO), respectively. These were obtained
to establish a better notion of a metric that can be indicative of a paraphrased
sentence.

Table 2. Average similarity scores of the pairwise comparison between the original
document and the other types of documents

Metrics Low
baseline

Low para-
phrasis

High
baseline

High para-
phrasis

No para-
phrasis

No Sushi

Cosine 0.665 0.817 0.677 0.798 0.678 0.679

W2V 0.705 0.895 0.680 0.872 0.686 0.680

Dice 0.052 0.171 0.037 0.083 0.027 0.018

Jaccard 0.427 0.697 0.433 0.539 0.491 0.426

N-grams 0.080 0.381 0.022 0.294 0.007 0.005

Levenshtein 133.679 91.437 142.571 140.857 131.821 137.929

Jaro-Winkler 0.631 0.764 0.642 0.676 0.647 0.623

Rec 0.034 0.356 0.026 0.210 0.030 0.022

Tau 0.669 0.888 0.634 0.893 0.613 0.506

F1 0.062 0.488 0.049 0.304 0.054 0.039

Figure 1 shows the same similarity results as in Table 2 in a graphical way.
It can be observed that the F1 and Rec similarities present a grater difference
when the metric is calculated on the paraphrased sentences (PL and PH), than
when they are calculated on the non paraphrased sentences (PL baseline, PH
baseline, PNO, and SNO).
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Fig. 1. Average similarity scores including the calculated threshold for each metric

6 Paraphrase Detection Using Similarity Metrics

For the paraphrase detection evaluation, we build a reference dataset based
on the Sushi corpus. It consists of every possible sentence pair between the
original text and the highly paraphrased sentences, low paraphrased texts, and
non paraphrased texts with their corresponding tags. This yielded a dataset
conformed by 6896 instances, 314 of which were confirmed paraphrased sentences
from the original text.

Subsequently, the same measures were calculated for the described dataset.
Given that the paraphrase detection problem presents a binary classification
problem with arbitrary non negative real values (continuous output), the bound-
ary must be established by a threshold value in order to minimize the number of
false hits and maximize the performance of the similarity based detection system
when applied to the dataset.

The values obtained by applying the measures to the dataset allowed us to
perform a receiver operating characteristic analysis (ROC) in order to optimize
the threshold assigned to each metric. Table 3 presents the evaluation metrics
when the classification is performed using the similarity metrics with the corre-
sponding threshold, i.e., if a sentence pair achieves more tan 0.74 of similarity
score using the cosine metric then the sentence pairs are paraphrased. Paraphras-
ing detection based on similarity score achieve accuracy results greater than 0.9
in general.
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Table 3. Paraphrase detection performance using each similarity metric individually

Metrics Threshold Accuracy Precision Recall F1 score

Cosine 0.74 0.986 0.773 0.850 0.806

W2V 0.88 0.981 0.760 0.679 0.715

Dice 0.08 0.965 0.709 0.732 0.631

Jaccard 0.54 0.983 0.713 0.900 0.793

Levenshtein 110 0.980 0.743 0.693 0.713

Jaro-Winkler 0.67 0.986 0.767 0.907 0.829

N-grams 0.17 0.967 0.751 0.789 0.668

Rec 0.19 0.989 0.853 0.853 0.843

Tau 0.90 0.971 0.610 0.564 0.582

F1 0.26 0.980 0.685 0.864 0.759

7 Conclusions

We evaluated several semantic similarity models and evaluate their use for para-
phrase detection in a Spanish benchmark. First, we described each of the simi-
larity metrics. Then we evaluated the metrics on our reference corpus, analyzing
their values on paraphrased and non sentences pairs. We found that the F1
and Rec metrics have larger difference when calculated on paraphrased and non
paraphrased sentences pairs than the other measures.

Finally, we performed a classification of the sentences pairs using a threshold
calculated for each metric. We show that it is possible to detect paraphrases
with 84.3% of F1-score using the Rec similarity metric.

As future research we plan to extend the Spanish paraphrase corpus and
validate the results on similarity based paraphrase detection. We aim to inves-
tigate the performance of context aware based word embeddings for detecting
paraphrasis in Spanish.
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Abstract. The purpose of this study is to survey the correlation and association
coefficients introduced previously on the set of binary n-tuples and to determine
coefficients satisfying the properties of correlation functions. These functionswere
recently introduced on the sets with involutive operation as functions generalizing
classical correlation coefficients: Pearson’s product-moment correlation, Spear-
men’s and Kendall’ rank correlation coefficients, Yule’s Q and Hamann’s associ-
ation coefficients, etc. It is shown that several, but not all, known correlation and
association coefficients defined on the set of binary n-tuples, satisfy the properties
of correlation functions. For these association coefficients, there were established
similarity measures on the set of binary data that can be used for the generation of
these association coefficients. A new parametric family of correlation functions
for binary data is proposed. As a particular case, it contains Hamann’s association
coefficient.

Keywords: Binary data · Correlation coefficient · Association coefficient ·
Correlation function · Similarity measure · Negation of Binary n-Tuples

1 Introduction

Last decades it was drastically increased the number of works on similarity, correlation,
association, and interestingness measures on different domains [1, 4, 5, 7–10, 12–17].
The study of suchmeasures on the domain of binary n-tuples has a very long history. The
first works on this topic appeared more than one hundred years ago [11, 18, 19] when
Yule’s Q and Yule’s W association coefficients, and Jaccard’s similarity measure were
introduced.Now there are proposed several tens of suchmeasures [8, 17]. Binary n-tuples
x = (x1, . . . , xn), where, xi ∈ {0, 1}, i = 1, . . . , n, appear in many applications. In
pattern recognition tasks, such n-tuple (vector) can represent the values of n binary or
dichotomous attributes measured for some object x, and some measure of similarity
between binary n-tuples can be used in the classification of objects on classes of similar
objects. In statistics, a binary n-tuple can represent nmeasurements of one dichotomous
variable, and some coefficient of correlation or association applied to two n-tuples can
be used as a measure of the relationship between corresponding two variables.
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Although the measures of similarity and correlation can be used for different pur-
poses, in recent years, they are considered together for several reasons. First, themethods
of their construction are similar and usually based on the representation of relationships
between two n-tuples as 2 × 2 table. Second, in some applications, the correlation mea-
sures used as similarity measures. Third, in data mining, the measures of similarity,
correlation, and association are considered together with other measures as measures of
interestingness in the analysis of the relationship between data [16].

Recently it was introduced an axiomatic definition of correlation functions (asso-
ciation measures) as functions defined on a set with involution (negation) operation
and satisfying several properties based on the properties of Pearson’s product-moment
correlation coefficient [2, 3]. Several methods of construction of correlation functions
from similarity functions (similarity measures) satisfying suitable properties have been
proposed [2, 3, 5, 6]. It was shown that many known correlation coefficients can be
constructed as particular cases of these methods [2–6].

The paper has the following goals. First, to extend the definition of correlation func-
tions on the binary domain and to determine what of the known correlation and associ-
ation coefficients defined for binary data satisfy the properties of correlation functions.
Second, to establish similarity measures that can be used for constructing these corre-
lation functions using methods proposed in [2–4]. Third, based on these methods, to
propose a new parametric family of correlation functions for binary data, including as a
particular case Hamann’s association coefficient.

The paper has the following structure. Section 2 gives an introduction to binary sim-
ilarity, correlation, and association measures. Section 3 considers the basic definitions
and properties of similarity and correlation functions and gives the method of construc-
tion of correlation functions from similarity functions. Section 4 determines what of the
known binary association coefficients are correlation functions, and shows from what
similarity measures these association coefficients can be constructed. Section 5 intro-
duces a new parametric family of correlation functions on the binary domain. Section 6
contains conclusions and describes the directions of future work.

2 Binary Similarity Measures and Association Coefficients

For two binary n-tuples x = (x1, . . . , xn), y = (y1, . . . , yn), considered as n
measurements of two dichotomous (binary) variables, denote:

• a, the number of measurements when xi = yi = 1;
• b, the number of measurements when xi = 1, yi = 0;
• c, the number of measurements when xi = 0, yi = 1;
• d, the number of measurements s when xi = yi = 0,

where i = 1, . . . , n.
The numbers a and d are called the numbers of positive and negative matches,

respectively. n-tuples can also be considered as vectors with n binary attributes. The
numbers a, b, c, d, usually represented by 2 × 2 table, see Table 1.
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Table 1. 2 × 2 table

Y Y

1 0

X 1 a b a + b

X 0 c d c + d

a + c b + d n

For each n-tuple x = (x1, . . . , xn), it is defined its negation: x̄ =
(1 − x1, . . . , 1 − xn). This negation is involutive, i.e., for any binary n-tuple x it is
fulfilled: x̄ = x.

Consider examples of similarity measures and association coefficients [8, 17]:
Jaccard’s similarity measure:

SJ = a

a + b + c
,

Simple Matching similarity measure:

SSM = a + d

a + b + c + d
,

Hamann’s association coefficient:

AH = (a + d) − (b + c)

a + b + c + d
,

Yule’s Q association coefficient:

AYQ = ad − bc

ad + bc
.

At this moment, it is known more than 40 similarity and association measures for
binary data with different properties [8, 17]. Similarity measures usually used in clas-
sification and pattern recognition tasks. Association and correlation coefficients usually
used for the analysis of relationships between variables. To compare similarity and asso-
ciation measures, analyze relationships between them, and possible transformation of
one measure into another, in [4] it was proposed to consider these measures as functions
defined on a set with involution (negation) operation. In the following section, we con-
sider the basic definitions and results of such an approach applied to the set of binary
n-tuples.

3 Similarity and Correlation Functions

Similarity measures and association coefficients considered in the previous section cal-
culate for any two binary n-tuples x = (x1, . . . , xn) and y = (y1, . . . , yn), a similarity or
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an association value; hence they can be considered as functions of two arguments x and
y. Usually, similarity measures take values between 0 and 1, and association coefficients
take values between −1 and 1, for this reason, we will consider similarity measures
as functions S(x, y) taking values in the interval [0,1] and association coefficients as
functions A(x, y) taking values in the interval [−1,1]. We will require that the “rational”
similarity measures for any n-tuples x and y satisfy the following two properties [4]:

S(x, y) = S(y, x), (symmetry)

S(x, x) = 1. (reflexivity)

Such similarity measures are called similarity functions. The first property means
that the value of similarity between x and y does not depend on the ordering of these
arguments in the function S. The second propertymeans that any n-tuple x similar to itself
with the maximum value 1. Similarity functions formally coincide with fuzzy relations
[4, 20]. We will also denote the similarity measures considered in the previous section
and taking values in the interval [0,1] as functions of four parameters s(a, b, c, d). We
can rewrite for them the symmetry and reflexivity properties as follows:

s(a, b, c, d) = s(a, c, b, d), (symmetry)
s(a, 0, 0, d) = 1. (reflexivity)

The first property means that if in the formula of a similarity measure, for example,
in Jaccard similarity measure, we replace b by c and c by b, then the value of the formula
does not change. The second property means that when b = 0 and c = 0, the value
of a reflexive similarity measure should be equal to 1. One can easily check that both
properties are fulfilled for Jaccard and Simple Matching similarity measures.

A similarity function S is called non-contradictive or consistent if for all binary
n-tuples x it is fulfilled:

S(x, x) = 0. (consistency)

This property is fulfilled for all reasonable similarity measures because any n-tuple
x and its negation x have different values 1 or 0 in all components, i.e. xi �= (x)i for all
i = 1, . . . , n. This property can be presented in such form:

s(0, b, c, 0) = 0.

Dually to the similarity function, one can introduce a dissimilarity function D(x, y)
taking values in the interval [0,1] and satisfying the properties:

D(x, y) = D(y, x), (symmetry)

D(x, x) = 0. (irreflexivity)

Similarity and dissimilarity functions are called complementary if

S(x, y) = 1 − D(y, x), D(x, y) = 1 − S(y, x).
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A similarity function S is called co-symmetric if the following property is fulfilled
for all binary n-tuples x and y:

S(x, y) = S(x, y), (co - symmetry)

s(d , c, b, a) = s(a, b, c, d). (co - symmetry)

Proposition 1 [2, 4]. A similarity function S(x, y) is co-symmetric if and only if it
satisfies the following property:

S(x, y) = S(x, y). (co - symmetry II)

One can check that Jaccard’s similarity measure is not co-symmetric, but Simple
Matching similarity measure satisfies this property.

In [2–4], it was defined the correlation function on a set with involution operation
as a function satisfying several simple properties, and it was shown that the correla-
tion function could be constructed using similarity functions. It was shown [2–6] that
Pearson’s product-moment correlation, Spearman’s rank correlation, Kendall’s rank cor-
relation, Yule’s Q, and Hamann’s association coefficients satisfy these properties and
can be constructed from suitable similarity measures.

Below we extend the definition of correlation functions on the set of binary n-tuples.

Definition 1. An association coefficient taking values in the interval [−1,1] will be
called correlation function (association measure) and denoted by A(x, y), if for all binary
n-tuples x = (x1, …, xn) and y = (y1, …, yn) it satisfies the following properties [2–4]:

A(x, y) = A(y, x), (symmetry) (1)

A(x, x) = 1, (reflexivity) (2)

A(x, y) = −A(x, y). (inverse relationship) (3)

An association coefficient that takes positive and negative values in the interval
[−1,1], satisfies the properties of symmetry and reflexivity and does not satisfy the
inverse relationship property will be called a weak correlation function.

The first two properties of correlation functions are similar to the properties of
similarity functions:

A(a, b, c, d) = A(a, c, b, d), (symmetry)
A(a, 0, 0, d) = 1. (reflexivity)

The last property can be written for association functions A(a, b, c, d) as follows:

A(b, a, d , c) = −A(a, b, c, d). (inverse relationship)

For correlation functions for all binary n-tuples x and y the following properties are
fulfilled:

A(x, x) = −1,

A(x, y) = A(x, y). (co - symmetry)
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Theorem 1 [2–4]. If S is a co-symmetric and consistent similarity function on the set
of binary n-tuples, then the function:

A(x, y) = S(x, y) − S(x, y), (4)

is a correlation function.

4 Binary Correlation Functions

In [4–6], it was shown that Hamann’s and Yule’s Q association coefficients are correla-
tion functions. Here we consider these association coefficients and show that some other
but not all of the known association coefficients for binary data are also correlation func-
tions. For association coefficients satisfying (1)–(3), we establish their relationship with
similaritymeasures that can be used in (4) for constructing these association coefficients.

Consider Hamann’s association coefficient:

AH (x, y) = (a + d) − (b + c)

a + b + c + d
.

One can check that it satisfies the properties (1)–(3) of the correlation function.
Consider Simple Matching similarity measure:

SSM (x, y) = (a + d)

a + b + c + d
.

It is the co-symmetric and consistent similarity function. Using:

SSM (x, y) = (b + c)

a + b + c + d
,

in (4) we obtain Hamann’s association coefficient:

A(x, y) = SSM (x, y) − SSM (x, y) = (a + d)

a + b + c + d
− (b + c)

a + b + c + d

= (a + d) − (b + c)

a + b + c + d
= AH (x, y).

Consider Yule’s Q association coefficient [8, 17, 18]:

AYQ(x, y) = ad − bc

ad + bc
.

One can check that it is a correlation function. The function:

SYQ(x, y) = ad

ad + bc
,

satisfies the properties of co-symmetric and consistent similarity functions. Using:

SYQ(x, y) = bc

ad + bc
,
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from (4) we obtain

A(x, y) = SYQ(x, y) − SYQ(x, y)

= ad

ad + bc
− bc

ad + bc
= ad − bc

ad + bc
= AYQ(x, y).

Let us consider some other known association coefficients [8, 17] taking positive
and negative values, determine what of them are correlation functions, and from what
similarity measures they can be obtained using Theorem 1.

Consider Yule’s W association coefficient [8, 17, 19]:

AYW (x, y) =
√
ad − √

bc√
ad + √

bc
.

One can check that it takes values in [−1,1] and satisfies the properties (1)–(3).
Hence it is a correlation function. The function

SYW (x, y) =
√
ad√

ad + √
bc

,

satisfies the properties of co-symmetric and consistent similarity functions. Calculate:

SYW (x, y) =
√
bc√

ad + √
bc

,

and from (4) obtain Yule’s W:

A(x, y) = SYW (x, y) − SYW (x, y)

=
√
ad√

ad + √
bc

−
√
bc√

ad + √
bc

=
√
ad − √

bc√
ad + √

bc
= AYW (x, y)

Consider phi coefficient that is Pearson’s product-moment correlation coefficient
applied to binary variables [8, 17]:

Aρ(x, y) = ad − bc√
(a + b)(a + c)(b + d)(c + d)

.

One can check that it is a correlation function. Consider the Sokal and Sneath
similarity measure [8, 17]:

Sρ(x, y) = ad√
(a + b)(a + c)(b + d)(c + d)

.

It is a co-symmetric and consistent similarity function. We have:

Sρ(x, y) = bc√
(a + b)(a + c)(b + d)(c + d)

.

Using (4), we obtain phi coefficient.
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We discover that not all association coefficients satisfy the properties of a correlation
function. For example, the following association coefficients [8]:

A(x, y) = ad − bc

(a + b + c + d)2
,

A(x, y) = 4(ad − bc)

(a + d)2 + (b + c)2
,

A(x, y) = n2(na − (a + b)(a + c))

(a + b)(a + c)(b + d)(c + d)
,

are not reflexive; hence they are not correlation functions.Another association coefficient
[8]:

A(x, y) =
√
ad + a − (b + c)√
ad + a + b + c

,

does not satisfy the property (3); hence it is not a correlation function.

5 New Parametric Family of Binary Correlation Functions

Gover and Legendre [17] introduced the parametric family of similarity measures
(θ > 0):

Sθ (x, y) = a + d

(a + d) + θ(b + c)
.

One can check that this similaritymeasure is a co-symmetric and consistent similarity
function; hence using Theorem 1, we can construct a correlation function. We have:

Sθ (x, y) = b + c

(b + c) + θ(a + d)
,

and from (4) we obtain a new correlation function:

Aθ (x, y) = a + d

(a + d) + θ(b + c)
− b + c

(b + c) + θ(a + d)
.

Taking into account that a + b + c + d = n, after equivalent mathematical
transformations, we can represent the new correlation function in the following form:

Aθ (x, y) = θn[(a + d) − (b + c)]

θn2 + (θ − 1)2(a + d)(b + c)
. (5)

The new correlation function is the parametric generalization of Hamann’s associa-
tion coefficient, which is obtained from (5) when θ = 1.
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6 Conclusion and Future Work

The paper determined the class of association coefficients for binary data satisfying
the properties of correlation functions (association measures) similar to the properties
of Pearson’s product-moment correlation coefficient. Based on the theoretical results
obtained recently for correlation functions, the paper established relationships between
similarity measures and association coefficients belonging to the class of correlation
functions. It was shown that some known association coefficients do not belong to this
class. Such measures require additional investigation. The paper proposed a new para-
metric family of correlation functions for binary data containing Hamann’s association
coefficient as a particular case.

In the future, it is planned to analyze the properties of all associationmeasures known
for binary data and to introduce new correlation functions for these data. Such correlation
functions can be used asmeasures of interestingness andmeasures of relationship in data
mining and intelligent data analysis.

Acknowledgements. The work is supported by the program of the development of the Scientific-
Educational Mathematical Center of Volga Federal District № 075-02-2020-1478.
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Abstract. Circular scales appear in many applications related to a comparative
analysis of the timing of events, wind directions, animals and vehicle movement
directions, etc. The paper introduces a new non-statistical correlation function on
circular scales based on a recently proposed approach to constructing correlation
functions (association measures) using (dis)similarity measures on the set with an
involutive operation. An involutive negation and a dissimilarity function satisfying
required properties on a circular set are introduced and used for constructing the
new correlation function. This correlation function can measure correlation both
between two grades of circular scale and between sets of measurements of two
circular variables.

Keywords: Circular scale · Correlation coefficient · Correlation function ·
Similarity function · Negation on circular scale

1 Introduction

The paper introduces the dissimilarity-based correlation function on circular scales. Such
scales appear in many applications related to the comparative analysis of time events,
animals and vehiclemovements, wind directions inweather analysis and forecasting, etc.
[12–19]. It was proposed several correlation coefficients on a circular scale. Tradition-
ally these coefficients based on a statistical approach to the calculation of correlation
between circular variables given by sets of measurements of these variables [12–16,
18]. Recently it was introduced a general approach to the construction of a correlation
functions (association measures) on sets with involution (reflection) operation using
(dis)similarity functions [2–4, 9, 10]. Depending on the domain, an involution opera-
tion can denote a negation, complement, multiplication on −1, and another operation
mapping elements of the domain into “opposite elements.” In this approach, the corre-
lation between the two objects is positive if they are “similar” and negative if they are
“opposite.” An “object” can denote an element of a set, a variable given by the set of
measurements, a time series, a vector, etc. As usual, when the generalization of some
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theory includes the old one, the new approach to the construction of correlation coeffi-
cients includes as particular cases the classical correlation and association coefficients
(Pearson’s, Spearman’s, Kendall’s, Yule’s Q, etc.) [2, 3, 8–10]. Based on (dis)similarity-
based approach, the correlation functions (association measures) have been introduced
on the set [0,1] of probability and membership values, on the set of fuzzy sets, on the
set of subintervals of [0,1], for bipolar rating profiles, and for binary data [4–7, 11].

Based on this new approach to the construction of correlation functions, the paper
introduces the reflection (negation) operation involutivelymapping the grades of circular
scale into “opposite” grades. Further, the dissimilarity function satisfying somenecessary
properties on the set of the grades of the circular scale is introduced. Finally, using this
dissimilarity function, a new correlation function on a circular scale is constructed. Some
examples of calculation of the new dissimilarity and correlation functions are given.

The paper has the following structure. Section 2 gives a short introduction to circu-
lar scales. Section 3 gives basic definitions of (dis)similarity and correlation functions
and describes the method of construction of correlation function from these functions.
Section 4 introduces an involutive negation, new dissimilarity, and correlation functions
on circular scales and provides some examples. Sections 5 and 6 contain short discus-
sions of how the new correlation functions can be used for calculation of correlation
between variables given by sets of measurements on circular scales, and how circular
scales can be considered as relative and dynamic scales in the analysis of movements of
vehicles. Section 7 presents conclusions and discussion of future work.

2 Circular Scales

Consider some examples of circular scales. A 24-h clock called a military time contains
24 grades (1, 2, . . . , 12, 13, . . . , 24) where 24 is also considered as 0. Such a scale can
havemore grades if it includes minutes. It is also used circular (round or circle) calendars
with 12 months or a circular calendar with seven days of the week. Another example
gives the scale of angular measurements from 0 °C to 360 °C. In such a circular scale,
360 °C can be considered as 0 °C. Angles can be measured in radians. There are also
used several types of the compass rose circular scales: 8-point compass rose (windrose)
with the grades (N, NO, O, SO, S, SW, W, NW), see Fig. 1 [17], 16-point or 32-point
compass rose, an ancient 12-wind rose, etc.

In the following section,we consider basic definitions of dissimilarity and correlation
functions that will be introduced later on circular scales.

3 Similarity and Correlation Functions

Correlation functions (association measures) were introduced in [2–4] on a set with
involutive operation as functions satisfying some basic properties of Pearson’s product-
moment correlation coefficient. It was shown [2, 3, 8–11] that most of the known cor-
relation and association coefficients satisfy the properties of correlation functions and
can be constructed by methods proposed in [2–4, 9, 10] using some similarity or dis-
similarity functions. Formally, (dis)similarity functions are fuzzy relations, and many
properties of fuzzy relations can be considered for these functions [1, 8, 10, 20]. In this
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Fig. 1. 8-Point Compass Rose, adopted from [17].

section, we consider some related definitions and methods that will be used further for
the construction of the correlation function on a circular scale.

Let� be a nonempty set with involutive operation N (x) called reflection or negation
such that for any element x in� the reflection of x also belongs to�, and double reflection
of x equals to x:

N (N (x)) = x. (involutivity)

Such involutive operation usually considered formany types of data: the complement
of sets or fuzzy sets, the negation in binary or fuzzy logic, the multiplication on −1 on
the set of real numbers, etc. If for some x in � it is fulfilled

N (x) = x,

then such element is called a fixed point of the reflection N. The set of all fixed points
of N in � denoted by FP(N ,�) or FP. For example, on the set of real numbers, the
operation of multiplication on−1 is an involutive operation:N (x) = (−1) ·x = −x, due
to N (N (x)) = N (−x) = −(−x) = x. This operation has a fixed point x = 0 because
N (0) = −0 = 0. But the set F\{0} of real numbers without 0 has not fixed points with
respect to this involutive operation. Note that not all sets have fixed points of a reflection
operation defined on the set. For example, the negation operation in binary logic defined
on the set of truth values � = {0, 1} has not fixed points.

Definition 1 [3, 8]. Let � be a set with a reflection operation N, and V be a subset of
Ω\FP(N ) closed under operation N, i.e., for any x in V its reflection N (x) belongs to
V. The correlation function (association measure) on V is a function A(x, y) such that
for any x and y in V it takes values in [−1,1], and satisfies the following properties:

A1.A(x, y) = A(y, x), (symmetry)

A2.A(x, x) = 1, (reflexivity)

A3.A(x,N (y)) = −A(x, y). (inverse relationship)
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It is shown that correlation functions satisfy the following properties fulfilled for all
x and y in V:

A(x,N (x)) = −1, (opposite elements)

A(N (x),N (y)) = A(x, y), (co-symmetry)

A(x,N (y)) =A(N (x), y). (co-symmetry - II)

As it follows from the definition, the correlation between the elements of � and
possible fixed points xFp of the reflection operation N on � is not defined. Depending
on the possible applications of correlation functions, these correlations can be defined
as follows: A(x, xFP) = 0 or A(x, xFP) = 1.

Correlation functions can be obtained from similarity and dissimilarity functions
[3, 8] defined as follows.

A function S(x, y) is called a similarity function on � if for all x, y in � it takes
values in [0,1] and satisfies the following properties:

S(x, y) =S(y, x), (symmetry)

S(x, x) =1. (reflexivity)

A function D(x, y) is called a dissimilarity function on � if for all x,y in � it takes
values in [0,1] and satisfies the following properties:

D(x, y) =D(y, x), (symmetry)

D(x, x) =0. (irreflexivity)

Similarity and dissimilarity functions are dual concepts. They can be easily obtained
one from another as follows:

S(x, y) = 1 − D(y, x), D(x, y) = 1 − S(y, x).

Such similarity and dissimilarity functions are called complementary. Generally, they
will be referred to as (dis)similarity functions, and they can be considered together [8],
but for a specific domain, depending on the method of their construction, it is sufficient
to consider only one of these functions. On circular scales, we will obtain dissimilarity
function from a distance; hence we will consider further a dissimilarity function.

A non-negative real-valued function d(x, y) of elements of � will be referred to as
a distance if for all x, y in � it satisfies the following properties:

d(x, y) =d(y, x), (symmetry)

d(x, x) =0. (irreflexivity)

If for some positive real value M for all x, y in � it is fulfilled d(x, y) ≤ M , then the
function

D(x, y) = d(x, y)

M
,

will be a dissimilarity function taking values in the interval [0,1].
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LetN be a reflection operation on a set� and FP(N ,�) be a set of all fixed points of
N on �. The set FP(N ,�) can be empty. Let V be a subset of Ω\FP(N ) closed under
operation N. A dissimilarity function D is called non-contradictive or consistent on V
if for x in V it is fulfilled:

D(x,N (x)) = 1. (consistency)

This property means that the dissimilarity between opposite elements in maximal.
A dissimilarity functionD is called co-symmetric on V if for all x,y in V it is fulfilled:

D(N (x),N (y)) = D(x, y). (co-symmetry)

This property means symmetry of dissimilarity functions with respect to opposite
elements (complements, is we talk about sets).

Theorem 1 [3, 8]. Let � be a set with a reflection operation N, and V be a subset of
Ω\FP(N ) closed under operation N. IfD is a co-symmetric and consistent dissimilarity
function on V, then the function:

A(x, y) = D(x,N (y)) − D(x, y), (1)

is a correlation function on V.
Originally in Theorem 1, an association measure (correlation function) was con-

structed using similarity functions but replacing similarity functions by complementary
dissimilarity functions we obtain (1).

4 Dissimilarity and Correlation Functions on Circular Scales

Let (c1, . . . , cn) be a sequence of the grades of the n-point circular scale.Wewill suppose
here that n is even, i.e., n = 2m for some positive integer m. Instead of names of the
grades of the circular scale, we will use the indexes I2m = (1, . . . , 2m) of these grades.
Generally, what point of the scale will obtain the index 1 is not important because we
will calculate differences between them, that are invariant under rotation of indexing
when the circular order of indexes coincides with the circular order of the points on the
scale. For example, for the 8-point compass rose shown on Fig. 1, with the grades (NO,
O, SO, S, SW, W, NW, N), the indexing I8 = (1, 2, . . . , 7, 8) can correspond to the
pointsNO, O,…, NW, N, respectively. In the examples below, we will use this indexing
of the points of the circular scale. For simplicity of interpretation of operations, we write
this indexing of 8-point compass rose as follows:

1(NO), 2(O), 3(SO), 4(S), 5(SW), 6(W), 7(NW), 8(N). (2)

But if one assigns the index 1 to O, then SO will have index 2, and so on, and the final
index 8 will be assigned to NO. Below we will operate with the indexes of a circular
scale, for this reason, the set I2m = (1, . . . , 2m) sometimes also will be referred to as a
circular scale.
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Let us introduce a negation N on the circular scale with indexes I2m = (1, . . . , 2m)

as follows:

N (k) =
{
k + m, if k ≤ m
k − m, if k > m

. (3)

It is important to note that the set I2m = (1, . . . , 2m) has an even number of grades. For
this reason, the negation (3) has not fixed points, and we can apply Theorem 1 for the
set V = � and for all x, y in �.

The negation (3) maps any point of the circular scale into the “opposite” point of
the scale. For example, for circular scale from Fig. 1 with indexing (2) we have m = 4,
and we obtain for N (NO): N (1) = 1 + 4 = 5, i.e., N (NO) = SW, and we obtain for
N (W): N (6) = 6 − 4 = 2, i.e., N (W) = O.

Let us introduce the distance on the circular scale I2m = (1, . . . , 2m) as follows:

d(k, j) = min{|k − j|, 2m − |k − j|}. (4)

The distance on the circular scale equals to the minimum of “directional” distances
between 2 points k and j calculated in clockwise and counterclockwise directions.
For example, to calculate the distance d(1, 7) between two points 1(NO) and 7(NW)

we calculate, first, the directional distance in the clockwise direction starting from 1:
|k − j| = |1 − 7| = 6. Since the sum of distances in clockwise and counterclockwise
directions equal to 2m = 8, we calculate the distance in the counterclockwise direction
as follows: 2m−|k − j| = 8−6 = 2. The minimal distance between 1(NO) and 7(NW)

will be equal to d(1, 7) = min{|1 − 7|, 8 − |1 − 7|} = min{6, 2} = 2.
Since the distance (4) has the maximal value M = m, we obtain the dissimilarity

function on a circular scale as follows:

D(k, j) = 1

m
d(k, j) = 1

m

[
min{|k − j|, 2m − |k − j|}]. (5)

It is easy to see that D is symmetric and irreflexive. Also, we can prove the fulfillment
of the following properties of dissimilarity function (5).

Proposition 1. The dissimilarity function (5) is consistent, i.e., for all k = 1, . . . , 2m it
is fulfilled:

D(k,N (k)) = 1. (6)

Proposition 2. Thedissimilarity function (5) is co-symmetric, i.e., for all k = 1, . . . , 2m
it is fulfilled:

D(N (k),N (j)) = D(k, j). (7)

From the definition of dissimilarity functions it follows that a dissimilarity function
D is co-symmetric if the corresponding distance d is co-symmetric, i.e., for all k, j =
1, . . . , 2m it is fulfilled:

d(N (k),N (j)) = d(k, j). (8)
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From Proposition 1, Proposition 2, (6)–(8), and Theorem 1 it follows that the
following function will be a correlation function on a circular scale:

A(k, j) = D(k,N (j)) − D(k, j) = (9)

= 1

m

[
min{|k − N (j)|, 2m − |k − N (j)|} − min{|k − j|, 2m − |k − j|}]). (10)

As we can see from (9) the correlation between k and j is positive if distanceD(k, j)
is less thanD(k,N (j)), i.e. k is closer to j than to its negation N (j). In inverse case, when
k is closer to the negation N (j) than to j, the correlation between k and j is negative.

Example 1 Consider 8-point Compass Rose from Fig. 1 with indexing (2). We have
m = 4, 2m = 8. Compare correlation values for different pairs of points from this
circular scale. For example, grades 1(NO) and 4(S) have indexes k = 1 and j = 4
respectively. From (3) and m = 4 we have N (4) = 4 + m = 8, i.e., N (S) = N. Using
(9) and (10) calculate correlation A(NO,S) step by step:

A(1, 4) = D(1,N (4)) − D(1, 4),

D(1,N (4)) = D(1, 8) = 1

4
[min{|1 − 8|, 8 − |1 − 8|}] = 1

4
[min{7, 1}] = 1

4
.

D(1, 4) = 1

4
[min{|1 − 4|, 8 − |1 − 4|}] = 1

4
[min{3, 5}] = 3

4
.

A(1, 4) = 1

4
− 3

4
= −2

4
= −1

2
, i.e., A(NO,S) = −0.5.

As we can see from the example, the correlation between NO and S is negative
because NO is closer to the negation of S, N (S) = N, than to S, see Fig. 1. Table 1
presents correlation values between all directions (points) of 8-Point Compass Rose.

Table 1. Correlations of directions in 8-point Compass Rose, see Fig. 1.

1 2 3 4 5 6 7 8

NO O SO S SW W NW N

1 NO 1 0.5 0 −0.5 −1 −0.5 0 0.5

2 O 0.5 1 0.5 0 −0.5 −1 −0.5 0

3 SO 0 0.5 1 0.5 0 −0.5 −1 −0.5

4 S −0.5 0 0.5 1 0.5 0 −0.5 −1

5 SW −1 −0.5 0 0.5 1 0.5 0 −0.5

6 W −0.5 −1 −0.5 0 0.5 1 0.5 0

7 NW 0 −0.5 −1 −0.5 0 0.5 1 0.5

8 N 0.5 0 −0.5 −1 −0.5 0 0.5 1
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Another interpretation of the obtained result can be the following. Suppose that the
circular scale from Fig. 1 is used for measuring the direction of the movement of some
vehicles. Then, comparing the movement of one vehicle in the direction NO with the
directions of the movement of other vehicles we can say that the directions N and O
are “near” to NO and positively correlated with NO, but the directions W, SW and S
are “opposite” to NO and negatively correlated with it. In such a case, the correlation
function can measure the sign and the strength of the relationship between directions. In
our example, we obtained a negative correlation between NO and S because they move
in “opposite” directions.

As a simple example, suppose that some vehicle moves in direction W. Then its
movement is positively correlated with the movements of other vehicles moving in the
“similar” directions NW,W and SW and it is negatively correlated with the movements
of vehicles moving in the “opposite” directions NO, O and SO, (see bold font numbers
in Table 1).

5 Correlation of Measurements in Circular Scales

Using the correlations of points of a circular scale, one can calculate the correlation
between sets of measurements in circular scales. If these measurements are ordered
in time, we can say about the time series of circular values. Consider two n-tuples
x = (x1, . . . , xn) and y = (y1, . . . , yn) such that xi, yi for all i = 1, . . . , n belong to the
same circular scale I2m = (1, . . . , 2m). As an example, one can consider the directions
of movements of two vehicles xi, yi at different moments of time i = 1, . . . , n. If these
measurements have been done during the movements of these vehicles at the same
moments of time and ordered in time, these n-tuples will give time series of circular
measurements or trajectories. It can be proposed several methods of correlation between
sets of circular measurements or trajectories.

Since we can calculate correlations between n-tuples element-by-element, then the
total correlation between them can be calculated as an average correlation:

A(x, y) = 1

n

n∑
i=1

A(xi, yi).

It is clear that the correlation A(x, y) takes values in the interval [−1,1].
If we talk about the movements of two vehicles x and y then A(x, y) will be negative

if they generally move in “opposite” directions, and this correlation will be positive if
they generally move in the “similar” direction.

In an analysis of circular time correlations of events, the correlation between two
sets of measurements can be negative, for example, if the events from one set usually
happen in the morning and events from another set happen usually in the evening. For
example, John is usually jogging in themorning, and Bob is jogging in the evenings, then
these events for John and Bob will be negatively correlated. For example, a high positive
correlation of the hours of visiting the store by some groups of customers can give rise
to an analysis of the demands of these groups of customers. The time correlations can
be useful in the analysis of the weather conditions or contamination levels during the
day or the year, in the analysis of the behavior of animals or birds, etc.
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6 Relative and Dynamic Circular Scales

The usage of the same scale, for example, for analysis of the correlation between the
movements of different agents (vehicles, people, animals) can be useful in many tasks,
but in some situations, it is more convenient to use for different agents different scales.
For example, if we will calculate the correlation between the movements of two ships
moving to the North on the opposite sides of the Earth, then in the circular scale of one
ship, these two ships will move in opposite directions towards each other and can be
considered as negatively correlated. From another point of view, we can consider that
their movements as positively correlated because they move in the same direction.

A similar situation appears when we want to calculate the correlation between the
movement of two vehicles in the city when we consider their movements as positively
correlated if both move to the Center of the city. But if they move from the North and
from the South of the city, they will move in opposite directions. Hence if we will use
one circular scale for both vehicles, then their movements will be negatively correlated.

To consider such situations, one can introduce relative circular scales, and for each
vehicle to measure the angle between the “goal of the movement” (Center of the city)
and the real direction of the movement of the vehicle. To measure such angles, one can
use the angular circular scale I360 = (1, . . . , 360) where direction 360 (or equally 0)
will correspond to the direction to the goal of the movement. In this case, vehicles can
move in opposite directions, one from the North and another from the South of the city,
but the correlation between their movements will be positive if both are moving to the
common goal, to the Center of the city.

Another situation appears when the goals of vehicles are different and dynamically
changed. Such situations appear for “predator and prey” or “leader and follower” agents.
In these cases, the goals of movements for different agents can be different and will
depend on the movements of other agents. Hence the correlation between movements
of different agents can be calculated in a different manner.

7 Conclusion and Future Work

The paper introduced a new correlation function on a circular scale. It does not require
that the circular scale should be angular as it is usually required in previous works on
correlations on circular scales. Another advantage of the proposed method is that it gives
a possibility to measure the correlation between two points of the scale and does not
require the sets of measurements of circular variables. In future, the proposed approach
will be extended on circular scales with an odd number of points. Also, the comparison
of the proposed circular correlation coefficient with the existing circular correlations
will be made.

Acknowledgements. The investigation is partially supported by projects IPN SIP 20200853 and
RFBR No 20-07-00770.
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Abstract. The current deep learning revolution has established to
transformer based architectures as the state of the art in several natural
language processing tasks. However, it is not clear whether such models
can be also used for enhancing other aspects of the learning pipeline in
the NLP context. This paper presents a study in such a direction, in
particular, we explore the suitability of transformer models as a data
augmentation mechanism for text classification. We introduce four ways
of using transformer models for augmenting data in text classification.
Each of these variants take the outputs of a transformer model, feed
with training documents, and use such outputs as additional training
data. The proposed strategies are evaluated in benchmark data using
CNN and LSTM based classifiers. Experimental results are promising:
improvements over a model training on the plain documents are consis-
tent.

Keywords: Text classification · Data Augmentation · Transformers

1 Introduction

Data Augmentation (DA) is the process of obtaining/generating additional data
for training machine learning models. Through the DA process, one is able to
reduce the risk of overfitting and increase the robustness of the machine learning
models when not enough data is available. DA has emerged in the context of
deep learning because these models require of large amounts of data in order
to learn adequately. These techniques are commonly used in computer vision
where considerable improvements in performance are reported, see e.g., [5,13].
Despite this success, DA has not been thoroughly explored in the context of
Natural Language Processing (NLP), where there are plenty of domains in which
collecting manually labeled documents is complicated.

In this paper we explore DA in the context of NLP, specifically for text clas-
sification. We rely on the success that transformer-based models (e.g., Bert [6]
and GPT [12]) have reported in different NLP task and use them to generate
synthetic documents that are in turn used to augment the initial training set
associated to text classification tasks. Transformers are powerful models imple-
menting self attention mechanisms that allow them to capture long range depen-
dencies among words in a sequence. Outstanding results in a wide variety of
c© Springer Nature Switzerland AG 2020
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tasks have been reported with these methods when used as both (pretrained)
feature extractors and end-to-end learners [6,8,12]. Since transformers are in
essence language models they can be sampled conditioned on certain inputs and
be used as text generators. We use such feature of transformers and use it as a
data augmentation mechanism. In a nutshell, we sample pretrained transform-
ers conditioned on training documents of a text classification task, and use the
outputs as augmented training instances. Four variants for generating artificial
samples are proposed and evaluated in benchmark data. Experimental results
show the usefulness of the augmented samples and motivate further research on
data augmentation for NLP.

The contributions of this paper are as follows:

– We explore the suitability of using transformers as data augmenters in the
context of text classification.

– We propose four variants to augment a training set of documents with the
outputs of transformers conditioned on the documents.

– We show the augmentation process is promising, motivating further research.

The remainder of this paper is organized as follows. The next section reviews
related work on data augmentation for NLP. Next Sect. 3 describes the proposed
methodology for data augmentation. Then Sect. 4 presents an experimental eval-
uation of the augmentation procedures. Finally, Sect. 5 outlines conclusions and
future work directions.

2 Related Work

This section briefly reviews related work on data augmentation for NLP tasks.
The idea of augmenting the available training documents for NLP tasks is not
new, see for instance [1,7,11]. However, early approaches for data augmentation
(either term or document expansion methods) mainly dealt with the task of
identifying words associated to the content of documents that could be added to
it. These methods mostly relied on thesaurus, semantic nets like WordNet [1,7] or
co-occurrences [4,11]. In this way, a document could include more related terms
eventually addressing issues associated to synonymy and polysemy. Differently
to early expansion strategies, modern data augmentation aims at generating
artificial instances (instead of extending the content available instances) based
on the available ones. In this sense, data augmentation is closer to oversampling
(e.g., see [3]) than to classical expansion methodologies.

Recent data augmentation efforts for NLP have adopted quite diverse
methodologies, in the following we summarize the main paradigms. Yang et
al. generate artificial (word-embedding) representations for documents by using
the most similar word embeddings to the words appearing in the initial docu-
ment [15]. In this way, the artificial representations resemble documents with
meaning related to the original ones. One should note, however, that no docu-
ment is actually generated, but only the embedding-based representations. Wei
et al. introduce four Easy Data Augmentation (EDA) strategies for generating
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artificial documents: synonym replacement (choosing randomly n words from a
sentence and replace them by a synonym); random insertion (inserting a ran-
dom synonym of a random word in a random position in the sentence); random
swap (randomly choose two words in the sentence and swap their positions); and
random deletion (randomly remove each word in the sentence with probability
p.). EDA improves performance on both, convolutional and recurrent neural net-
works, and is particularly helpful for smaller data sets. Kobayashi et al. propose
a method for augmenting label sentences [9], their method is called contextual
augmentation. They stochastically replace words with other words that are pre-
dicted by a bi-directional language model at the word positions. It is important
to emphasize that they feedback the language model with a label-conditional
architecture, which allows the model to augment sentences without breaking
the label-compatibility. Their results for six different classification tasks show
improvements when using a convolutional neural network.

Parallel to our work, Kumar et al. proposed a method that used transformers
for data augmentation in NLP [10]. The authors feed transformer models with
documents and label information and they synthesize new samples. Although
they use transformers, the way new instances are generated is different: they
feed the transformer models with a combination of the source document and its
label, but they ask the model to predict the most probable sequence following
the fed input. This way of synthetization was first proposed in [2] obtaining
satisfactory results. Compared to these related efforts, our proposal adopts a
different approach to generate synthetic documents: we mask words and ask the
model to predict the missing words, the predicted words are used to generate
new documents. We also developed a data augmentation procedure based on
sentences, this resembles to some extend the method in [10].

3 Data Augmentation with Transformers

This section describes the proposed methodology for data augmentation in text
classification. We first briefly introduce transformers, then we describe the aug-
mentation process and the four considered variants.

3.1 Transformers

A Transformer is a deep network architecture for processing sequential data and
that is based entirely on attention mechanisms [14]. This type of models do not
aim to explicitly model sequential information as in classical recurrent neural
nets (RNNs), instead they implicitly capture such information via self attention
layers. An attention mechanism indicates which parts of a document (words,
sentences) should have more weight for the modeling processes. A self attention
module, thus, learns which parts of an input document should receive higher
weight for the layers in upper levels. Transformers learn in an end-to-end way
multiple self attention mechanisms in parallel and rely on an encoder-decoder
architecture to solve a variety of NLP tasks.
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Although there are several transformer based models out there, in this work
we rely on two of the most effective and popular ones, namely: BERT and
GPT-2. BERT (Bidirectional Encoder Representations from Transformers) is a
language model based on transformers [6]. It implements bidirectional self atten-
tion mechanisms and has been trained by using term masking strategies. GPT-2,
on the other hand, implements an unidirectional language model trained under
a predict-next-word objective [12]. Both transformer models were trained using
huge corpora and under a variety of settings. Pretrained models are available
out there so that anyone can use them as starting point for their research. Using
such pretrained models for solving a variety of NLP tasks is straightforward.
However, the benefits of these methods for data augmentation have not been
explored deeply so far (see [2,10]), we hope our study helps to better under-
stand the capabilities and limitations of transformers for data augmentation.

3.2 Generation of Synthetic Documents

The goal of this work is to explore the benefits of using transformers for data
augmentation in the context of text classification. As previously mentioned, we
propose four variants to generate synthetic documents. In all of them, the idea
is to feed a transformer (either BERT or GPT-2) with training documents of
the classification task at hand and use different strategies to generate artificial
documents. Each of the synthetically generated documents will be assigned the
same label as the source document we use it for the generation process. Synthetic
and original training documents are both used for training a classification model.
In the remainder of this section we detail the four variants, where the first
three correspond to masking words using BERT, and the remaining one aims at
expanding sentences using GPT-2.

Single Masking Augmentation. The first method corresponds to Single
Masking Augmentation. Where a specific sentence is first tokenized. Then a ran-
dom word in the sentence is selected and masked, this allows for BERT not to
take into account this word and be able to predict new words based on the other
words in the sentence and the position of the masked item. We then regroup the
sentence but now with the masked item, this masked sentence is inserted into
BERT where a series of tokens (words) for unmasking the masked word are pre-
dicted. Based on a predefined number of sentences to be augmented per sentence
in the training set, we produce new sentences with the respective tokens in the
masked position. For example, if we want to generate three new sentences, then
the first three tokens would be used to create them. Figure 1 graphically depicts
this variant, in the left plot we show the procedure and in the right plot we show
sample generated sentences.

Double Masking Augmentation. The second method corresponds to Double
Masking Augmentation. The idea is similar as in Single Masking Augmentation
but now we mask two random words of the original sentence. To do this we
apply the Single Masking Augmentation process in series. It is important to
mention that the obtained sentences from the Single Masking Augmentation
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Fig. 1. Left: Single masking augmentation method. Words in a sentence are masked
(one at a time) and artificial sentences are produced by asking BERT to unmask the
masked words. Right: Examples for one, three, five and ten sentences created from the
original sentence using Single Masking Augmentation

process are now masked in a second and different random position see the top
of Fig. 2 for an illustration. Finally a token is provided based on the order of
the respective sentences. The final results are sentences with two words changed
based on BERT. As with Single Masking Augmentation we apply this method
in the production of one, three, five and ten sentences as shown in the bottom
of Fig. 2.

Triple Masking Augmentation. The third method corresponds to Triple
Masking Augmentation. The idea is the same as in the previous two methods,
but we now mask three words of the sentence. As we can see in Fig. 3, the Single
Masking Augmentation procedure is applied three times in series, thus creating
the set of new sentences with three different words in them. As in the previous
two methods, we run experiments for the generation of one, three, five and ten
sentences as shown in Fig. 4

Augmented Sentence. The fourth proposed variant for data augmentation
consists in augmenting sentences with GPT-2. The procedure is pretty straight-
forward: as input we take a sentence that is introduced into the GPT-2 model,
then we ask the model to predict an augmented sentence with up to fifty words
as show in Fig. 5. One should note that this procedure is very similar to that
one described in [2,10].

4 Experimental Results

This section presents an experimental evaluation of the data augmentation
strategies described in Sect. 3. We first describe the experimental settings and
then we present the results obtained by each of the developed strategies.
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Fig. 2. Top: double masking augmentation: we apply Single masking augmentation
in series to generate sentences with two modified words. Bottom: examples for one,
three, five and ten sentences created from the original sentence using Double Masking
Augmentation.

4.1 Experimental Settings

For the experiments we used four benchmark datasets for text classification,
namely: SST-2 (Stanford Sentiment Treebak), IMDB (Sentiment-related movie
reviews), Spam, and Sentence Type (sentences classified as command, question
and statement). Each of the considered datasets have 600 instances, for the
experimental evaluation we used 80% of instances for training and the remainder
for testing. In a preliminary stage we used 20% of the training data as validation
set for hyperparameter tuning.

As classification models we used straighforward state of the art models based
on deep learning: a Convolutional Neural Network (CNN) and a Long Short-
Term Memory Network (LSTM-RNN). The CNN and LSTM-RNN were imple-
mented based on the implementations of Wei et al. [16]. The CNN has the
following layers: embedding, convolutional one dimension (activation = relu),
dropout, global max pooling one dimension, dense (relu), dense (sigmoid); it
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Fig. 3. Triple masking augmentation: we apply Single masking augmentation three
times in series to generate sentences with two modified words.

Fig. 4. Examples for one, three, five and ten sentences created from the original sen-
tence using Triple Masking Augmentation

was trained with a binary cross entropy loss and an Adam optimizer, and it was
trained for ten epochs. The LSTM-RNN has the following layers: embedding,
LSTM, FC1, activation (relu), dropout, output layer, activation (sigmoid); it
was trained also with a binary cross entropy and an RMSprop optimizer and
trained for ten epochs.

4.2 Results

Each of the four strategies described above were evaluated using the datasets
and classifiers just mentioned, where we used test set accuracy as the leading
evaluation measure. The augmentation methods using BERT (i.e., single, double,
and triple masking) were tested for an augmentation of one, three, five and
up to ten sentences, this in order to determine whether there was a relationship
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Fig. 5. Example of an augmented sentence through the Augmented Sentence method

between the number of augmented sentences and accuracy. The augmentation
method using GPT-2 (i.e., augmented sentence) always produced a sentence
of the specified length and our goal was used it as reference, as this method
resembles state of the art augmentation methods introduced elsewhere [2,10].

Table 1 shows the results obtained with the Single Masking Augmentation
strategy for different numbers of augmented sentences. Based on the results
from Table 1, we can conclude, that on average, the original training data plus
the data generated by the proposed augmentation method improves accuracy
with respect to the baseline (Plain, which refers to the model trained only with
the original data) for both of the considered classification models. We can also
conclude that, on average, Single Masking with ten augmented sentences has the
best accuracy with the LSTM-RNN, this was not the case for CNN, where the
best result was obtained when three sentences were augmented. Table 2 shows

Table 1. Classification performance with Single Masking for one, three, five and ten
sentences augmented. Plain indicates the performance obtained by each of the models
without performing any augmentation. The best result in each row is shown in bold.

Plain +

Single Masking
Plain

1 3 5 10

RNN 0.79 0.86 0.84 0.86 0.92
Spam

CNN 0.59 0.68 0.67 0.65 0.63

RNN 0.71 0.72 0.77 0.75 0.71
IMDB

CNN 0.79 0.76 0.77 0.72 0.74

RNN 0.35 0.42 0.46 0.53 0.56Sentence

Type CNN 0.40 0.43 0.44 0.40 0.40

RNN 0.59 0.63 0.68 0.66 0.67
SST2

CNN 0.68 0.63 0.66 0.65 0.71

RNN 0.61 0.65 0.68 0.70 0.71
Average

CNN 0.61 0.62 0.63 0.60 0.62

the results obtained with the Double Masking Augmentation Strategy. From
this table it can be seen that in average this strategy is able to improve the
performance of the baseline. Where we can see that augmenting ten sentences
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Table 2. Results for DA with Double Masking for one, three, five and ten sentences
augmented

Plain +

Double Masking
Plain

1 3 5 10

RNN 0.79 0.82 0.77 0.78 0.86
Spam

CNN 0.59 0.65 0.57 0.66 0.74

RNN 0.71 0.71 0.69 0.76 0.70
IMDB

CNN 0.79 0.76 0.76 0.74 0.70

RNN 0.35 0.37 0.44 0.35 0.50Sentence

Type CNN 0.40 0.43 0.40 0.35 0.50

RNN 0.59 0.64 0.66 0.69 0.66
SST2

CNN 0.68 0.68 0.65 0.70 0.70

RNN 0.61 0.63 0.64 0.64 0.68
Average

CNN 0.61 0.63 0.59 0.61 0.66

gave better results for both models, LSTM-RNN and CNN. This result seems to
corroborate the hypothesis that the more amount of augmented sentences yields
better classification performance.

Table 3 shows the results obtained with the Triple Masking Augmentation
strategy. Based on the results from Table 3 it can be seen that this strategy
also improves the performance of the baseline for both considered classification
models. Augmenting ten sentences resulted in better classification performance
for the LSTM-RNN and one sentence worked better for the CNN.

Table 3. Results for DA with Triple Masking for one, three, five and ten sentences

Plain +

Triple Masking
Plain

1 3 5 10

RNN 0.79 0.74 0.77 0.67 0.85
Spam

CNN 0.59 0.69 0.65 0.62 0.57

RNN 0.71 0.72 0.70 0.70 0.77
IMDB

CNN 0.79 0.75 0.76 0.70 0.76

RNN 0.35 0.43 0.38 0.47 0.51Sentence

Type CNN 0.40 0.42 0.35 0.36 0.50

RNN 0.59 0.64 0.69 0.70 0.63
SST2

CNN 0.68 0.70 0.71 0.70 0.63

RNN 0.61 0.63 0.63 0.63 0.69
Average

CNN 0.61 0.64 0.62 0.59 0.61
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Last but not least, the results for the Augmented Sentence strategy are pre-
sented in Table 4. From this table it can be observed that there were improve-
ments mostly for the LSTM-RNN model, whereas the augmentation did not
seem to improve the performance of the CNN classifier.

Table 4. Results obtained for the Augmented sentence method.

Plain
Plain +

Augmentation

RNN 0.79 0.75
Spam

CNN 0.59 0.61

RNN 0.71 0.75
IMDB

CNN 0.79 0.76

RNN 0.35 0.46Sentence

Type CNN 0.40 0.41

RNN 0.59 0.62
SST2

CNN 0.68 0.67

RNN 0.61 0.64
Average

CNN 0.61 0.61

Finally we show in Table 5 a summary of results that shows the average
performance across datasets obtained by the different variants. It is clear from
this table that only in two out of the 24 configurations we tested, the usage
of data augmentation decreased the performance of the baseline model, and in
most cases an improved was reported. Also, it can be seen that better results
were obtained with the masking strategies than with the sentence augmentation
method, which can be seen as a reference of the state of the art augmentation
techniques [2,10].

Table 5. Summary of the results for the four method along with their average and
standard deviation.

Plain +

Single Masking

Plain +

Double Masking

Plain +

Triple Masking
Plain

1 3 5 10 1 3 5 10 1 3 5 10

Plain +

A. S.

RNN 0.61 0.65 0.68 0.70 0.710.63 0.64 0.64 0.68 0.63 0.63 0.63 0.69 0.64
Avg.

CNN 0.61 0.62 0.63 0.60 0.62 0.63 0.59 0.61 0.66 0.64 0.62 0.59 0.61 0.61

Tot. avg. 0.61 0.63 0.65 0.65 0.66 0.63 0.61 0.62 0.67 0.63 0.62 0.61 0.65 0.62

Std.

Dev.
0.0 0.02 0.03 0.07 0.06 0.0 0.03 0.02 0.01 0.01 0.01 0.02 0.05 0.02
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In order to get a better insight on how the proposed methods work when using
different amounts of training data, we subsampled the training set and evaluated
the performance of the augmentation for the RNN-LSTM classifier. For this
experiment we considered only the Single Masking method. Our hypothesis was
that the smaller the size of the training set, the larger the impact of the different
augmentation strategies in the classification performance. Figure 6 shows the
result of the experiment for the four datasets.

From Fig. 6, we cannot see the behavior we were expecting. However, still
it can be seen that the augmentation strategy outperforms the baseline when
half size of the training set (and on) data was considered. The fact we could not
obtain larger improvement margins with fewer documents could be due to the
fact that training data was very limited, also, one should note we trained the
model for 10 epochs only.

Fig. 6. Performance on text classification tasks with and without Augmented Data for
Single Masking in three sentences augmented

5 Conclusions

We proposed four data augmentation strategies for text classification based on
Transformers (BERT and GPT-2), namely: Single Masking, Double Masking,
Triple Masking, and Augmented Sentence. The latter resembling a state of the
art solution. The four evaluated methods, on average, improved the classification
performance of two classification models a CNN and an LSTM-RNN. Regarding
the masking methods, Single Masking obtained the best performance, however,
Double and Triple Masking methods also improved the performance of the base-
line. In general, better performance was observed when more sentences were
added.

Experimental results with different amounts of training data were also
reported. These results seem to indicate two things: first of all, we need more
data in order to perform more experiments and to validate through graphs the
results from the tables, and second, the curves related to the augmented data
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classification are, in general, on top of the curves related to the plain data, thus
indicating that the augmentation methods do improve accuracy.

As future work, we would first like to work with more data, with it we could
produce better graphs and a second round of average results for the methods.
Second, we would like to implement a class-label-related as part of our model, this
in order to conserve the label within the text augmentation process. And finally,
we would like to run experiments on combinations of the methods developed in
this work. This would surely bring light over which could be the best tool in
order to enhance our training data.
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grant A1-S-26314, Integración de Visión y Lenguaje mediante Representaciones Multi-
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Abstract. Question Answering (QA) is an emerging domain of research
that retrieves a textual segment from the set of documents in response to
user’s queries. To recommend the answer in response to cooking recipe
related questions is just an early stage of research and requires the sig-
nificant refinement. In this paper, we have developed a question answer-
ing system on cooking recipes by using Natural Language Processing
(NLP) and Information Retrieval (IR) technique. In recent years, with
the rapid growth of information, the IR system has more importance
in question answering domain. Users can also face difficulties to find
expected answers from a huge amount of information. QA solves the
information-overloading problem and IR returns the precise answers to
the users. Answers from search engines are not only the results for a
user’s query but these collective words should justify the questions. We
have a standard dataset on recipes and foods from famous cities in India
which is collected from various Indian recipe websites. We have used
Apache Lucene for information retrieval and we have prepared the gold
standard dataset for the question answering system on cooking recipes.

Keywords: Natural language processing · Information retrieval ·
Question Answering · Apache Lucene · Question types

1 Introduction

Question Answering (QA) system is one of the important research areas in Nat-
ural Language Processing domain. The prime objective of QA systems is to
retrieve the answer from the large collection of data based on the keywords con-
tained in a question. QA system basically provides a system that enables mean-
ingful and useful capabilities to the high-end questioner. India has different cities
with different cultures, and the cities have different varieties of cuisines. In India,
every state has its own famous and special foods. We have collected data of the
famous foods of various Indian cities. Different recipe related information like
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ingredients, cooking methods, preparation time, cooking time is collected from
the recipes. The data has been crawled from various Indian recipe websites and
has been indexed through Apache Lucene.

For this experiment, we have collected various real questions from Yahoo
Answers! like ‘What are the famous foods in Kolkata?’, ‘How to make paneer
bhurji?’. We have classified user questions into different categories like factoid,
descriptive etc. type of questions. First, we have processed the questions to
query words from the questions by removing stop words. Query words are pro-
cessed through Apache Nutch, and retrieve the search results and returned the
answers to the users. The user can search city wise recipes which gives a com-
plete overview of a city’s food specialty. A menu card on the foods of the different
cities can be derived; it will help travel buffs to plan their tour accordingly.

During this experiment, we had met some challenges like integrating the
modules, extracting answers from users’ questions from the dataset, classifying
question types and indexing. To integrate the modules, we have chosen an easy
and effective technique for our work. The retrieval of significant knowledge (e.g.,
components, ingredients, processing etc.) from a recipe will be very helpful to
the common users as well as the specific users such as chefs, house-wives, nutri-
tionists.

2 Related Works

Question Answering is an area that operates on top of search engines (Google,
Yahoo, etc.) in order to provide users with more accurate and actual responses
where search engine outputs remain relevant, but difficult to understand, and
sometimes incoherent. This system deals with the development and evaluation
of subsystems that aimed correct answers given by a QA system. The automatic
system would be useful for improving QA system performance, helping humans
in the assessment of QA systems output. QA system on foods and recipes is
done by Ling Xia [7] on Chinese cuisine where the cooking domain questions
were classified into four categories such as ingredients, method, raw material
dish suggestions, essential food preparation and the problem review worked out
over these cases. Within this research module, questions have been initially pre-
pared by the user for lexical analysis, domain vernacular formation and stop
words removal. Afterward, questions are broadly categorized and according to
the question type concise answers were given.

To investigate the question recommendation and answer retrieval [8], the QA
system uses a statistical language model in order to identify spectrum of user
expectations and to build the customer list of questions. It also analyzes the
candidate answers, measures the similarity between the question and the answer
using various syntactic and semantic characteristics, and then obtains the pos-
sible reply list, allowing the user to pick the best response easier. Moreover,
the IR-based QA system [6], user questions are evaluated, system answers are
extracted from a reversed database, and a personalized score feature is imple-
mented. The objective of the designed QA system was to obtain the answers
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to questions which scrutinize German governmental services. With the aid of
recovery strategies, task trees and legislative solutions, the program effectively
manages unanswered issues.

The paper [5] describes the function of information retrieval and information
extraction in QA systems. In this paper the authors compare the similarities
and differences between the main building modules, and then describe the possi-
ble ways of merging the three technologies and performing trade-offs for various
application domains. In the paper [2], the different sources such as, structured
databases, non-structured, free text and pre-compiled semantic base informa-
tion have been presented. For researchers in this area, this can be helpful and
depending on the issue, they can select the system. They have also identified and
corrected problems or suggest new QA systems. Different approaches of Question
Answering [1] i.e. Linguistic approach, Statistical approach and Pattern Match-
ing approach was discussed as well as the competitive study was analyzed. Based
on these approaches, a different QA system was developed. According to [3] an
efficient method was proposed for extracting answers from retrieved documents
from a large collection of text. A question answer framework has been proposed,
utilizing various methods of question classification to obtain support from cate-
gory information.

The paper [4] provides a comparative overview of the Question system. The
survey suggests a general question answering architecture and different levels of
question processing. Different representations like POS tagging, expected answer
type classification, semantic roles, discourse analysis was discussed. This part
should contain sufficient detail so that all procedures can be repeated. It can be
divided into subsections if several methods are described.

3 Dataset

To verify the significance of the proposed approach, we have collected data from
various Indian recipe websites. We have made the xml documents for each city and
added these xml files to the search engine. We have considered the recipe name,
time to cook, level of difficulty, ingredients,method.As per our system requirement
we have converted the data to our own format, so that it could be easily indexed
by a search module. An example of a data entry is shown in Table 1.

3.1 Dataset Statistics

We have collected recipes of the 20 Indian cities from the source of san-
jeevkapoor1, ndtv2, punjabi-recipes3, tarladalal4 etc. In each of the cities several
field names or tags are added such as City, Recipe, Ingredients, TimeTocook,
HowToCook, WhenToServe, LevelOfCooking. These tags give us various details
1 https://www.sanjeevkapoor.com/.
2 https://food.ndtv.com/.
3 http://punjabi-recipes.com/.
4 https://www.tarladalal.com/.

https://www.sanjeevkapoor.com/
https://food.ndtv.com/
http://punjabi-recipes.com/
https://www.tarladalal.com/
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Table 1. Data format for this experiment.

of the recipe. Each of the cities contain at least 5–6 recipes. Here we can group
only two types of queries, such as easy and complex ones. Statistics of the cate-
gories is shown in Table 2.

Table 3 shows the number of WH-type questions from the prepared question
bank.

4 QA System Architecture

Our QA system comprises the four modules. The System architecture is shown
in Fig. 1. These four main modules are as follows:

A. Apache Lucene module
B. Query Processing module
C. Document Processing module
D. Answer Processing module.
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Table 2. Statistics of various categories.

SL. No. Category Count

1 City 20

2 Recipe 100

3 Ingredients 100

4 TimeToCook 100

5 HowToCook 100

6 WhenToServe 100

7 LevelOfCooking 100

Table 3. Question Category.

SL. No. Category

1 What

2 How

3 Why

4 When

5 Which

6 Other

4.1 Apache Lucene Module

Apache Lucene5 is a Java library which builds a index that is easily searchable for
retrieval. Apache Lucene has two important aspects: first one is the way how the
data is to be stored and the way how to search that indexed data. For indexing
the content, it uses the inverted index technique. For searching, the Apache
Lucene offered the multiple ways for instance Lucene API and query parser.
In which, the query parser translates an input expression into an arbitrarily
complex query and work in conjunction with analyzer to analyze that what user
want to looking for which called as query object. After that, the query object
fed into the index searcher to retrieves the relevant answer with respect to user
entered query. The third and most important aspect of Apache Lucene in the
task of information retrieval is Apache Nutch. The Apache Nutch is a highly
extensible and open source web crawler software which entirely coded in the
java programming language. The Nutch perform the crawling by which retrieval
system scan websites and collect details about each page. The Nutch have three
main components, namely, the crawler, the segment directory and the indexer,
each of which is discussed below with respect to our proposed work.

At the beginning, the URLs of the collected information with respect to
cooking recipe’s are stored into a text file where each URL associate with each

5 http://nutch.apache.org/.

http://nutch.apache.org/
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Fig. 1. System architecture.

cooking related document. The injector module of Apache Nutch transformed
collected URLs to CrawlDb and at the time transformation, each pattern of the
URLs is verified. CrawlDb is a crawl database which stores every URLs together
with the metadata that it knows about. Afterwards, the generator module gen-
erates Fetch-list from CrawlDb and fed into the Segment Directory. The segment
directory is a basically a folder containing all the data related to one fetching
batch. To fetched the content of URLs, the fetcher module extracts their content
and stored back into Segment Directory. Afterwards, the Link inverter inverts
links of the documents to give preference to inlinks over outlinks.

Our QA system architecture is shown in Fig. 1.

4.2 Query Processing Module

The goal of question-answering system is to extract the segments of information
from the question. The question sets the keyword to be used by the IR sys-
tem in data representation. The purpose of the query processing module is to
examine the query and process for a defined natural language database input by
generating representations of the necessary information in certain formats.

Processing Questions Using NLTK. We have used NLTK tool kit of python to
design the QA system. NLTK includes a necessary library file which helps to
perform our works. At first step, we have used word tokenizer to divide the
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Fig. 2. Question type classification.

Table 4. Example of query processing.

User Question:
How to cook
Butter Chicken?

POS Tagging:
how/WRB to/TO cook/VB
Butter/NNP Chicken/NNP
?/

Query Words:
cook Butter Chicken

sentence into the tokens or words. Afterwards, we have used POS Tagger to
obtain the query words which is shown in Fig. 2.

POS Tagger. We have a list of questions which yield query words for the search
engine. Each of these questions have a ‘Wh’ word and one or more query word.
Next, we get the query words using NLTK POS tagger to identify the particular
words. i.e. Noun or Pronoun or verb etc. The ‘Wh’ word is used to determine
the type of the answer. The proper nouns among the query words are used for
searching the data. Other words like verb, adverbs, noun, adjective, cardinal
numbers are later used for answer preparation. When there is more than one
query word then we search as a single phrase. For the query words we have used
NNP, NN tags and removed other as stop words.

An example of query processing is shown in Table 4.

4.3 Document Processing Module

This module contains revised queries which are fed into the IR system, and
retrieves the bunch of documents in a ranked order. The key role of this module
is to obtain relevant information from one or more data systems and obtained
documents are sorted and organized. It is intended to produce a series of candi-
date sentences containing responses. The function of classifying or acknowledg-
ing the sort of question is to identify the type and the labeled the entity of the
response.

Apache Nutch6 is an open source search enginebased on Lucene, upgraded
and modified to ease operations. For our convenience, we run Nutch and used it
6 http://nutch.apache.org/.

http://nutch.apache.org/
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Table 5. Example of answer processing.

SL. No. Question Template Count

1 How to cook Butter Chicken? Butter Chicken is prepared by 13

2 What are required utensils
are to cook “Punjabi dhaba
style daal”?

The required utensils are 26

3 What are the Ingredients of
Chilli Paneer?

Ingredients of Chilli Paneer are 3

4 How long to Preparation
MalaiKofta?

Preparation time for MalaiKofta is 8

through its web interface and create a core. A Nutch Core is a running instance
of a Lucene index that contains all the Nutch configuration files required to use
it. After creating a core, we have added documents to the core and perform
indexing. Nutch has a web interface that can be used to add documents. We add
the city food documents in xml format. We have searched using the url. After
the three text files i.e. the WH word file, (VB, NNS, NN, JJ, CD, RB) word file,
NNP-word file are read which was earlier written in the previous module. Then
the query terms from the NNP- word file are sent to the URL of the Nutch web
interface to retrieve the search results. For final outcomes, the retrieve results
are stored in csv format.

4.4 Answer Processing Module

After the bunch of words from the WH word file and (VB, NNS, NN, JJ, CD,
RB) word(s) file is read then it is checked with the Answer Processing module
for providing precise answers from the specific question. If the conditions are
matched then precise answer is displayed but if it does not happen then the
bunch of words from both the WH word file and (VB, NNS, NN, JJ, CD, RB)
word file is checked again before which the (VB, NNS, NN, JJ, CD, RB) from the
question sentence is tokenized further for more accurate and precise result. In
order to give precise answers in a complete sentence, we have a set of template
answers for every type question. Here the answers for both factoid and non-
factoid questions could be obtained. The template is present in the front part
of the answers whereas in the rear end data is extracted from the dataset which
gives more specific answers in a concise manner.

An example of answer processing is shown in Table 5. Here, the answers
for both factoid and non-factoid questions could be obtained. The template is
present in the front part of the answers whereas in the rear end data is extracted
from the dataset which give more specific answers in a concise manner.
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5 Experimental Setup

Integration of these modules has been a crucial part of this project. To simplify
our problem, we have implemented the modules by apache lucene to retrieve the
results. Then these results are further used for answer presentation.

The submodules of our QA system are shown in Fig. 3.

Fig. 3. Submodules of system.

6 Result Analysis

In this system we have tested the several types of questions. There are some
questions which are difficult to answer like “How much oil needed to cook Butter
Chicken?”, in these cases, we have generated search query by removing stop
words from the question and then retrieve search results from documents. We
have used a test set of questions and questions have a specific type.

Experimental Results. By using our response generating process, we have tested
our approach to 50 categorized questions, and its defined into three cases: correct
answer, incorrect answer, and no answer. QA System efficiency is measured
with scope and precision. The following are described in respect to scope and
precision:

Precision =
number of correctly classified questions

number of obtained classified
,

Recall =
number of correctly classified questions

number of questions
.

Evaluation Results We have categorized all the 50 different questions into two
categories: easy type and complex type depending on the complexity of answer
processing. Easy type question - are those questions whose answers are retrieved
directly using a XML tag and also factoid question e.g. “How to cook butter
chicken?” For giving answer to this question, we have retrieved only “method”
tag of butter chicken from dataset. Complex type question—are those questions
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Table 6. Experimental results.

QT Q CA ICA NA COV (%) ACC (%)

Easy type 21 18 0 3 85.71 85.71

Complex type 29 17 0 12 58.62 58.62

Total 50 35 0 15 70 70

Table 7. Results per question type.

Question type Count Mean of MMR (%)

What 18 79.16

How 12 82.30

Why 1 0

When 1 0

Which 4 55

Other 14 38.46

whose answers are retrieved not directly from a XML tag. In this case, we have
retrieved some specific answer from a XML tag. e.g. “How much oil is required
for 1lb cauliflower to make aloo gobhi masala?” In this case we have to retrieve
a specific answer from XML tag “ingredients”, not the total ingredients. In the
question sets contained 21 easy type and 29 complex type questions and we have
checked each question in our system and prepare the results given below. The
result of evaluation is shown in Table 5. Where, QT: the type of question; Q: the
number of questions; CA: the number of correct answers; ICA: the number of
incorrect answers; NA: the number of no answer; Cov: coverage; Acc: accuracy.

Mean Reciprocal Rank. The medial range reciprocal is a statistical test to assess
any method that generates a range of suggested answers to a collection of ques-
tion. The subsequent grade of the answer is the multiplicative opposite of the
very first best answer grade. The reciprocal outcomes for a sample question are
considered as the final reciprocal outcomes. So, Mean Reciprocal Rank (MRR)
is as (31 + 1/2 + 1/4 + 1/5 + 1/5)/50 = 64.30%.

Experimental results are shown in Table 6, and the results per question type
are shown in Table 7.

7 Discussion

The xml format for the search engine needs a specific format. Initially acquired
data were arranged according to predefined format. This eases the process of
adding documents otherwise there are some techniques which are a bit complex.
We have opted for Apache Lucence as search engine and has many options on how
it can be used. Most importantly Apache Lucence has this web interface which
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comes easy for our work. It reduces the functionalities of the answer processing
module. In this system, we assign the task of collecting the correct result among
the search results to the answer processing module. In the search engine if we
have more than one query word then normal query shows all the possible results
related to the query words. As mentioned earlier more than one query word are
sent as a phrase to the search engine. In the first module, the POS tagger not
able to identify proper nouns until they start with capital letter. So, we have
made the proper nouns correctly updated into the question set.
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Abstract. Deriving intelligence from text is important as it can provide
valuable information on how events influence public opinion. In this work,
a classification task was done in order to obtain the sentiment behind the
polarity of an economic text using machine learning and deep learning
methods. We analyzed the text for keywords that can be categorized into
positive, negative and neutral reviews and found more insights. In the
final result of classifying three groups (positive, negative and neutral),
the models were unable to perform up to 80% accuracy, where only one
variant has the accuracy of 80% as the best on the test dataset.

Keywords: Machine learning · Deep learning · Sentiment analysis ·
Economic text

1 Introduction

In the world today, there is increasing digitalization with the web becoming a
critical domain. The web allows data processing and knowledge exchange, and
affects various aspects of life including marketing, advertisement, education,
governance, etc. The networking through social media facilitates the creation
and exchange of information as an integral part of the web. Web-based services
through social media allow individuals to create a domain profile and supports
successful communication with a list of other network users. The advent of data
collection, which includes diverse views and opinions, is gaining more impact,
becoming an attraction for researchers and generating significant computational
challenges. Efficient mining of information from such data on a wide scale helps
to discover useful knowledge of vital importance in various fields including the
social-economic, health and government sectors. The growing importance of sen-
timent analysis being applied in nearly every business and social domain depends
on web-based human activities such as reviews, discussion forums, blogs, micro-
blogs, etc. Computers can recognize, analyze and understand the feelings behind
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text with resources required to detect trends and extract information from data,
thereby enhancing operations of government and private agencies, identifying
potential threats, reducing crimes, and improving public services.

Social media brings people, companies, and organizations together so that
they can generate ideas and share information with others. Sentiment analysis
uses natural language processing (NLP) techniques to automate the detection
or classification of sentiments from text and has multiple application in different
domain. Although the feeling of a word depends on the context in which it is
used, sentiment analysis using machine learning is one of the most useful and
well-studied tasks in NLP which can be used for a domain’s automatic rating.
This sort of an examination of feelings can also be regarded as a classification
task. The importance of a review in product sales, economic decisions and others
cannot be underestimated. As machine learning knowledge rapidly grows, it
would be much easier to go through thousands of reviews if a model is used
to polarize those reviews and learn from them. With the study on data, various
approaches and techniques can be used to extract thoughts, emotions or opinions
with resources being able to detect positive, negative, and neutral polarity.

This project’s main goal is to observe the performance of machine learning
and deep learning methods on the economic text. We used the dataset of Malo
et al. [1] provided by Reuters which contains subjective sentences from economic
review summaries and the target concept is to extracts the words behind the
polarity of the opinions and to calculate classification accuracy from the opin-
ion polarity experiment using machine learning. In their literature, they used
the overall phrase-structure information and domain-specific use of language to
detect polarity-lexicons that can be used to investigate how financial sentiments
relate to future company performance. It is important to understand what influ-
ences the markets as a proxy for the global economies, especially the financial
markets, as well as how they respond and how powerful that influence is. We had
chosen machine and deep learning model on the text because it leads to concep-
tual characterization so they can be constant to the local change in the input
data. The era of automatically extracting opinions is here and it is impossible to
keep up with the analysis of new knowledge using lexicon-based methods [22].

Two major approaches are adopted in machine learning: supervised machine
learning [10,12] and unsupervised methods [7–9,11]. Supervised approaches
involve a training set of texts with manually defined polarity values, and they
learn the features (e.g. words) that correspond with the value from these exam-
ples. Gelbukh and Kolesnikova [10,12] developed techniques enabling the auto-
mated sorting of word combinations into pre-established groups, for techniques
relating to automated collocation classification. Gambino and Calvo [3] consid-
ered the use of text-learned emotions to classify polarities using NLP techniques.
Supervised techniques have the downside of requiring high quality training data
for each type of text and language. On the other hand, unsupervised systems
are more versatile across various types of texts and domains, and can be imple-
mented more easily once the lexical and semantic resources have been created.
Previous work uses various neural models [5,14,18] to gain the understanding of
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how to predict text, including convolution models [2,13,15] and the implementa-
tion of attention models [16]. Successful classifiers have been applied to financial
data [21,23].

Machine learning algorithms create a classifier automatically by learning the
category characteristics from a collection of classified documents, and then using
the classifier to classify documents into predefined categories. Before we can
apply our machine learning algorithms to the text data we must process the
text data. CountVectorizer implements the bag-of-word representation, which is
a transformer. Fitting the CountVectorizer is tokenization of the training data
and vocabulary creation. Data features were rescaled using the term frequency
– inverse frequency of document (tf-idf) process. Features can be simple word
count, characters, or even syntactic n-grams [4]. We focus on the supervised
classification techniques so we can compare results. The techniques and algo-
rithms we propose for the clustering and classification of the text are Decision
tree classifier, Gradient boosting classifier, Bernoulli Naive Bayes algorithm, Lin-
ear Support Vector Machine (SVM) algorithm [6], and the Logistic Regression
Model. Pre-trained models, which include word embeddings [12,17] are also use-
ful for classifying text and other NLP tasks which may prevent a new model
from being trained from scratch. The models will be pre-trained on the data
to extract the keywords behind the sentiments of the economic text and the
accuracy of the model will be measured.

2 Related Work

A substantial amount of work has been conducted in recent years in the area of
sentiment analysis [2,3,5,8,14,17]. The social media, which is now accessible and
embraced as a universal means of communication, has flourished thereby making
the world a global village. More people now rely on it for breaking news and other
facts, and more informed decisions are being made. Sentiment analysis is deriving
intelligence from content generated on social media and the objective analysis of
the feelings shared by users is of significant importance. The recent developments
in computational natural language processing and machine learning have greatly
benefited sensitivity analysis. Most of the recent research focuses on reviewing
blog-writing opinions and informal social media texts. Just a few studies have
examined how to model the financial and economics sentiments.

Machine learning approaches and deep learning networks have shown good
success in detecting sentiments [2,3,10,12,13]. In Malo et al. [1], authors used
the combination of categorical grammar, annotation, lexicon acquisition and
semantic networks to examine the text feelings and to identify polarity-lexicons.
To classify the sentence and economic reviews and measure their accuracy, we
have proposed a batch of machine learning methods with semantic analysis.
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3 Approach

There have been various opinion studies on economic text but the bone of con-
tention remains how the feeling can be measured correctly and in a timely
manner. The problem with rule-based approach is that the knowledge content
is seriously dependent upon a trained expert in terms of prediction and pat-
tern recognition. There has been growing interest in using algorithms that learn
to understand language to resolve the learning capacity of this process, with-
out being explicitly programmed. We identified six common approaches used in
recent studies [19–21], namely logistic regression, support vector machines, naive
Bayes, gradient boosting classifier, random forest, k-nearest neighbors, and deci-
sion tree classifier. Machine learning models for sentiment analysis can help us
extract knowledge from areas that are becoming increasingly relevant and try to
make more effective use of the data. These models have been extensively tested,
and provide accurate results when working with various dataset types. Although,
large data sets help to create better accuracy in machine learning models, the
data collected is not large and unbalanced, i.e. the number of positive and neg-
ative samples are unequal.

3.1 Features

Certain features were extracted as the sentence author opines them. Each of
the sentences is annotated with language information as well as polarity at the
sentence level. We experimented with features such as the bag-of-words, word
level n-grams, count vectorizer, and TF-IDF vectors.

N-grams. This is just any combination of adjacent or n-tuple of words or
characters that can be found in the text. The fundamental point of n-grams
is that they capture the structure of the language from a statistical point of
view. There are various n-gram sequences which include a 1-gram (or unigram),
2-gram (or bigram) and 3-gram (or trigram).

Bag-of-Words. Representation of the bag-of-words which is commonly used to
represent text for machine learning only counts how often each word appears in
a text. Extracting features from text, it generates a vocabulary of all the specific
terms with the output as a single word-count vector for each document.

Count Vectorizer. Count Vectorizer allows not only tokenization of text docu-
ments and the construction of a vocabulary of known words, but also the encod-
ing of new documents using that vocabulary. It is a highly versatile module for
text representation of features which provides the ability to pre-process the text
data before creating the vector representation. A machine learning algorithm
can then directly use the encoded vectors.
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TF-IDF. This is an acronym for “Term Frequency – Inverse Document Fre-
quency”, the components of each word’s resulting scores. Term Frequency sum-
marizes the frequency with which a given word appears in a document and
Inverse Document Frequency down-scale words which appear a lot throughout
documents. TFIDF can tokenize documents, practice vocabulary and reverse
weighting of document frequencies and encrypt new documents.

tfidfi,d = tfi,d · idfi (1)

3.2 Models

To generate feature vectors for the data, the following classifiers were experi-
mented as a supervised machine learning model. We measured the efficiency of
classification, and found the measure of accuracy.

Logistic Regression Model. To predict an outcome that comes in a categori-
cal form, the logistic regression is used. It is usually suited by highest probability.
Logistic Regression not only provides a measure of the significance of a predictor
but also of its correlation direction (positive or negative).

Support Vector Machine. This algorithm, which can be used for problems
with classification or regression, uses a technique called the kernel trick to trans-
form data and then finds an optimal boundary between potential outputs based
on those transformations. The algorithm produces a line or hyperplane that
divides the data into groups and works well for many practical problems.

Naive Bayes Classifier. Naive Bayes is a type of classifier using the Bayes
Theorem. As a general statement, we can state Baye’s theorem as follows

P (θ|D) = P (θ)
P (D|θ)
P (D)

(2)

The data are represented by D and parameters are represented by θ. It predicts
the probabilities of membership for each class, such as the probability that a
given record or data point belongs to a certain class. The highest-probability
class is known as the most likely class.

Random Forest. The random forest algorithm, an ensemble of many decision
trees, operates by creating an uncorrelated forest of trees at training time and
outputting the class mode or mean forecast of the individual trees. The prediction
by committee is more accurate than that of any individual tree.

Gradient Boosting Machine. This learning technique for regression and clas-
sification problems, is in the form of a combination of weak prediction models,
typically decision trees, to create a strong predictive model. It uses our base
model’s loss function as a proxy to minimize the overall model error.
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Decision Tree Classifier. The decision tree algorithm learns from the data
in the form of a tree structure to build a classification or regression model. The
internal nodes in this structure are labeled by features. It is an approach where
the data is continually divided by a certain parameter and labelled by tests on
the weight of the functions (smaller subsets) in the data while a related decision
tree is built at the same time.

4 Experiments

Basically, we used different models to predict on the test data after fitting the
training data to the model and testing data. We translated the data into numeric
form and split the data into sets for training and testing. The training set was
used to train the algorithm, while the test set was used to evaluate the machine
learning model’s output. Machine learning algorithms were used to learn from
the training data, passing features and labels into the training as parameters.
The models are intended to predict the results, and the accuracy, precision,
and f1-score were obtained using bag representations of unigrams, bigrams, and
trigrams as features within the model. A vocabulary was developed to keep a
list of the word vectors and turn the text array into a TF-IDF function matrix.
The model has been used to re-scale the meaning of essential words in the text
making them comparable to each other. The classification and evaluation of the
given instances into coarse-grained groups such as positive, neutral, and negative
was performed. A graphical distribution of the sentiment polarity in the datasets
can be seen in Fig. 1.

Fig. 1. Percentage of sentiment polarity in the datasets
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4.1 Results and Discussion

In this study, we introduced machine learning techniques to analyze the feelings
in the data for better and faster decision making, and we were able to compare
the output of those techniques, thus adding to the state-of-the-art literature on
tasks of sentiment analysis. This dataset includes human-labeled financial news
from a retail investor’s perspective with economic applications. These algorithms
were applied in the datasets to predict the text’s sentiment polarity and classify
it according to the polarity. The performance of these methods was measured
using the overall accuracy measurement.

Table 1. Accuracy values of the Models

Model n-grams Precision Recall f1-score Accuracy %

Logistic Regression Unigram 0.77 0.76 0.74 76.39%

Bigram 0.75 0.72 0.68 72.16%

Trigram 0.72 0.68 061 67.53%

Support Vector Machine Unigram 0.77 0.77 0.76 77.11%

Bigram 0.45 0.75 0.73 74.85%

TrigramTrigram 0.72 0.71 0.68 71.44%

Näıve Bayes Unigram 0.72 0.71 067 71.34%

Bigram 0.56 0.64 0.54 64.02%

Trigram 0.54 0.61 0.49 61.44%

Gradient Boosting Unigram 0.35 0.59 0.44 59.38%

Bigram 0.35 0.59 0.44 59.38%

Trigram 0.35 0.59 0.44 59.38%

Decision Tree Unigram 0.68 0.69 0.68 68.56%

Bigram 0.67 0.69 0.67 68.87%

Trigram 0.67 0.67 0.32 67.32%

Random Forest Unigram 0.77 0.74 0.71 74.12%

Bigram 0.740.74 0.71 0.67 71.44%

Trigram 0.71 0.66 0.59 66.49%

K-Nearest Neighbors Unigram 0.67 0.68 0.67 67.73%

Bigram 0.74 0.61 0.48 61.03%

Trigram 0.74 0.60 0.460.46 60.21%
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Fig. 2. Word cloud view of the keywords pertaining to positive, negative, and neutral
sentiment in the datasets

Fig. 3. Top 15 selected unigrams in the text

The word clouds (see Fig. 2) offered an indication of the words that could
affect the polarity of the text. We extracted the n-gram functions such as unigram
(see Fig. 3), bigram (see Fig. 4), and trigram (see Fig. 5) to examine the selected
texts. With regard to the n-gram features, there was a strong correlation between
the bi-gram and tri-gram as they gave meaningful results. Finally we present the
machine learning accuracy score for all models used in Table 1.

The Support Vector Machine did the best of all the models while the Gradient
Boosting Classifier did the least. The efficiency of a data mining classification
algorithm is greatly impacted by the quality and quantity of the data.
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Fig. 4. Top 15 selected bigrams in the text

Fig. 5. Top 15 selected trigrams in the text

5 Conclusion

In this study, we successfully introduced various machine learning approaches
for sentiment analysis in economics text involving word embedding learning,
classifications, opinion extraction, and lexicon learning. Insufficient amount of
data affected the performance of these models. We intend to explore more ways
to improve the accuracy of classification of sentiments in the future.
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9. Tejada-Cárcamo J., Gelbukh, A., Calvo, H.: An innovative two-stage WSD unsu-
pervised method. Procesamiento de Lenguaje Natural, N 40. Sociedad Española
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Abstract. Depression detection in social media is a multidisciplinary area where
psychological andpsychoanalytical findings canhelpmachine learning andnatural
language processing techniques to detect symptoms of depression in the users
of social media. In this research, using an inventory that has made systematic
observations and records of the characteristic attitudes and symptoms of depressed
patients, we develop a bipolar feature vector that contains features from both
depressed and non-depressed classes. The inventory we use for feature extraction
is composed of 21 categories of symptoms and attitudes, which are primarily
clinically derived in the course of the psychoanalytic psychotherapy of depressed
patients, and systematic observations and records of their characteristic attitudes
and symptoms. Also, getting insight from a cognitive idea, we develop a classifier
based on multinomial Naïve Bayes training algorithm with some modification.
The model we develop in this research is successful in classifying the users of
social media into depressed and non-depressed groups, achieving the F1 score
82.75%.

Keywords: Depression detection · Social media · Natural Language
Processing · Psychoanalysis · Rational Speech Act · Naïve Bayes

1 Introduction

Drastic changes in human lifestyle over the past century has led to an increase in the
number of people suffering from depression, which is believed to be a “disease of
modernity” [1]. It is predicted that, by 2030, one of the three leading causes of illness
will be depression [2], and the epidemic of child and adolescent depression is now one
the most important concerns in academia. Depression negatively affects how a person
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feels, thinks and acts and can bring a variety of emotional and physical problems that can
decrease the person’s ability to function in the society. Therefore, it is highly beneficial
if depression can be detected before it hurts both the individuals and the society.

Depression symptoms show themselves in different categories of human behavior
and activities and can vary from mild to severe [3]. One of the most important sources
that helps in detecting symptoms of depression in individuals is the language they use.
In fact, language is the manifestation of how a person feels and thinks. Cognitive and
linguistic analyses [4] have shown that people with depression use language differently.
For example, they frequently use adjective and adverbs conveying negative emotions,
such as “lonely”, “sad”, or “miserable”, and they have a tendency to use first person
singular more than second or third person, which shows that they are more focused on
themselves, and less connected with others. In addition, the style in which the people
with depression use language show that they frequently use absolutist words, such as
“always”, “nothing” or “completely” [4, 5].

Social media, as one of themost important sources of individuals’ thoughts, opinions
and feelings [6], can carry very important information about the users [21, 22]. In the
area of psychoanalytical and psychological studies, relying on social media as a behav-
ioral health assessment tool even has many advantages over self-report methodology
in behavioral surveys because social media measurement of behavior captures social
activity and language expression in a naturalistic setting—in contrast with behavioral
surveys, where responses are prompted by the experimenter and typically comprise rec-
ollection of health facts [6]. As a result, social media has been an important source of
data for researchers [6, 7], and also there have been many works on depression detection
in social media using Natural Language Processing (NLP) [8] techniques, which can
help us mine the data in the social media in order to detect the signs of depression in the
users of social media.

In this research, getting insight from cognitive and psychoanalytical findings, we
apply modified multinomial Naïve Bayes algorithms to the area of depression detection
in social media. The contributions of this research are mainly in two areas: (a) feature
extraction, (b) learning method. For feature extraction, using an inventory [3] that has
made systematic observations and records of the characteristic attitudes and symptoms
of depressed patients, we develop a bipolar feature vector that contains features from
both depressed and non-depressed classes. Then we use these features to train a classifier
whose learning is based on multinomial Naïve Bayes [9] algorithm. However, we have
made a modification in the training phases of our classifier in order for it to increase
the importance of some of the features in certain conditions. In our model, features of
each of the target classes are of more importance when they are observed in the training
data of that certain class. The idea behind this modification is based on Rational Speech
Act (RSA) theory, [10] which is a Bayesian based cognitive theory whose main idea is
that not all features of a thing or a person have the same value for human brain when
during the recognition of a thing or a person by human brain. Based on RSA theory, this
characteristic of human brain can help humans have a rational inference of what others
say.
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In the following paragraphs, we will discuss previous work in Sect. 2, explain
the methodology in detail in Sect. 3, discuss the experimental results in Sect. 4, and
summarize our findings and talk about future work in Sect. 5.

2 Related Work

De Choudhury et al. [11, 12] used crowdsourcing methodology to build a large corpus of
postings on Twitter that have been shared by individuals diagnosed with clinical depres-
sion. They developed a model (an SVM classifier) trained on this corpus to determine if
posts could indicate depression. Their model leveraged signals of social activity, emo-
tion, and language manifested on Twitter. For feature extraction, they proposed several
features to characterize the postings in their dataset. The features could be categorized
into two types: post-centric and user-centric features. Post-centric features—emotion,
time, linguistic style—captured properties in the post, while the user-centric features—
engagement, ego-network—characterized the behavior of the post’s author. Theirmodels
could predict if a post is depression-indicative, with accuracy of more than 70% and pre-
cision of 0.82. This work demonstrated how sets of behavioral markers manifested in
social media can be harnessed to predict depression-indicative postings, and thereby
understand large-scale depression tendencies in populations.

Evaluating depressive symptoms using the Center for Epidemiological Studies-
Depression (CES-D) scale, Sungkyu et al. [13] developed a Web application to identify
depressive symptom–related features from users of Facebook as a popular social net-
working platform. They provided tips and facts about depression to participants and
measured their responses using EmotionDiary, the Facebook application that they had
developed. To identify the Facebook features related to depression, correlation analyses
were performed between CES-D and participants’ responses to tips and facts or Face-
book social features. Last, they interviewed depressed participants (CES-D ≥ 25) to
assess their depressive symptoms by a psychiatrist. The results of that paper showed that
Facebook activities had predictive power in distinguishing depressed and nondepressed
individuals.

Tsugawa et al. [14] evaluated the effectiveness of using a user’s socialmedia activities
for estimating degree of depression. They used the results of a web-based questionnaire
for measuring degree of depression of Twitter users. For feature extraction for estimat-
ing the presence of active depression, they extracted several features from the activity
histories of Twitter users. That paper showed that (a) features obtained from user activ-
ities can be used to predict depression of users with an accuracy of 69%, (b) topics of
tweets estimated with a topic model are useful features, (c) approximately twomonths of
observation data are necessary for recognizing depression, and longer observation peri-
ods do not contribute to improving the accuracy of estimation for current depression;
sometimes, longer periods worsen the accuracy.

In another research, Shen et al. [15] constructed well-labeled depression and non-
depression dataset on Twitter, and extract six depression-related feature groups covering
not only the clinical depression criteria, but also online behaviors on social media. They
proposed a multimodal depressive dictionary learning model to detect the depressed
users on Twitter, and analyzed a large-scale dataset on Twitter to reveal the underlying
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online behaviors between depressed and non-depressed users. Their proposed model—
Multimodal Depressive Dictionary Learning (MDL)—achieved the best performance
with 85% in F1-Measure. In another similar research [16] Shen et al. studied a problem
of enhancing detection in a certain target domain with ample Twitter data as the source
domain. They first systematically analyzed the depression-related feature patterns across
domains and summarized two major detection challenges, namely “isomerism” and
“divergency”. We further propose a cross-domain Deep Neural Network model with
Feature Adaptive Transformation & Combination strategy (DNN-FATC) that transfers
the relevant information across heterogeneous domains.

Based on the CLEF/eRisk 2017 pilot task, which is focused on early risk detection
of depression, Stankevich et al. [17] performed a research using CLEF/eRsik dataset
[18] which consists of text examples collected from messages of Reddit users. They
classified users into two groups: risk case of depression and non-risk case, considering
different feature sets for depression detection task among Reddit users by text messages
processing. For feature extraction, they used bag-of-words, embedding and bigrammod-
els. They used support vector machines (SVM) for classification, and the best model in
that research was tf·idf with morphology set as features, which achieved best results on
the test data with 63% F1-score. Embedding features in that research always obtained
better recall score than tf·idf but the accuracy and the precision scores were lower.

3 Methodology

The inventoryweused in this research for feature extraction [3] is designed tomeasure the
behavioral manifestations of depression and is composed of 21 categories of symptoms
and attitudes that are primarily clinically derived in the course of the psychoanalytic
psychotherapy of depressed patients and systematic observations and records of their
characteristic attitudes and symptoms. These categories are listed in Table 1.

Table 1. The categories of symptoms and attitudes

1. Mood
2. Pessimism
3. Sense of failure
4. Lack of satisfaction
5. Guilty feeling
6. Sense of

punishment
7. Self-Hate
8. Self Accusations
9. Self Punitive

Wishes
10. Crying Spells
11. Irritability

12. Social Withdrawal
13. Indecisiveness
14. Body Image
15. Work Inhibition
16. Sleep Disturbance
17. Fatigability
18. Loss of Appetite
19. Weight Loss
20. Somatic

Preoccupation
21. Loss of Libido
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Each category consists of a graded series of 4 to 5 self-evaluative statements that
describe a specific behavioral manifestation of depression and are ranked from 0 to 3
to reflect the range of severity of the symptom from neutral to maximal severity. The
statements of three of the categories are shown in Table 2 (to see the complete statements
visit [3]).

Table 2. Statement of the categories of symptoms and attitudes

Category Statements

Sense of Failure 0 - I do not feel like a failure
1 - I feel I have failed more than the average person
2a - I feel I have accomplished very little that is worthwhile or that means
any¬ thing
2b - As I look back on my life all I can see is a lot of failures
3 - I feel I am a complete failure as a person (parent, husband, wife)

Self Hate 0 - I don’t feel disappointed in myself
la - I am disappointed in myself
lb - I don’t like myself
2 - I am disgusted with myself
3 - I hate myself

Social Withdrawal 0 - I have not lost interest in other people
1 - I am less interested in other people now than I used to be
2 - I have lost most of my interest in other people and have little feeling
for them
3 - I have lost all my interest in other people and don’t care about them at
all

To extract the features, we used the keywords of the statements in each category.
First, we removed the stop words from the statements and obtained a list of words
including the main verbs and the adjectives that we expect to be frequently used by the
people who suffer from depression. The main idea behind our technique is that either the
words from this list of words or their synonyms are frequent in the language of people
with symptoms of depression; therefore, using NLTK library in python, we found the
synonyms of the words in our list and added them to our list and called this list the
“depressed class features” list.

On the other hand, psychoanalytical studies tell us that the people who are not
suffering from depression not only do not use the words in “depressed class features”
list frequently but also might use the words with the opposite meaning. For example,
a depressed person might show the signs of depression through producing utterances
like “I hate other people”; however, a person who is not depressed is more willing to
use sentences like “I love my friends”. Therefore, to distinguish depressed people from
non-depressed ones, the antonyms of the words in “depressed class features” list were
also important because the occurrence of these words could reduce the probability that a
person is depressed. As a result, we created a second list including the antonyms of the
words in “depressed class features” list and called it the “non-depressed class features”
list.
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Finally, our ultimate feature list was the combination of “depressed class features”
and “non-depressed class features” lists. Based on this feature extraction method, which
we call a bipolar feature extraction, we developed a classifier with two target classes. In
addition, we develop another model based on word frequency as the feature extraction
in order to compare the results of our bipolar feature extraction with this model.

Using the features we obtained, we apply a Bayesian classifier whose training is
based on multinomial Naïve Bayes algorithm to classify each of the users in the test data
into either depressed or non-depressed class.

3.1 Training and Test Data Set

We use a subset of the CLEF/eRsik dataset [18], which was provided as the part of the
pilot task of early risk detection of depression and consists of text examples collected
from messages of Reddit users. The dataset consists of 15% of positive examples (risk
case of depression) and 85% of negative examples (non-risk case), and each example of
the dataset contains all text messages—between 10 to 2000 messages—of the user for
a certain period of time with different time intervals. The dataset that we had access to
consists of 340 examples (40 positive samples and 300 negative samples). To make a
balance between the two classes, we used 25 positive examples and 50 negative examples
as the training data, and allocated 15 positive and 25 negative examples for the test data
set. Note that all 40 positive examples were used in this work.

3.2 Classification Method

To classify the users, we use a classifier based on Naïve Bayes algorithm, which is a
kind of a frequently used supervised learning method that examines all its training input
and applies Bayes theorem with the “Naïve” assumption of conditional independence
between features given the value of the class variable [19]. Equation 1 below shows
Bayes theorem, where C stands for class variable and x1 through xn are dependent
feature vectors:

P(C |x1, · · · xn) = P(C)P(x1, . . . , xn|C)

p(x1, . . . , xn)
. (1)

There are different kinds of Naïve Bayes classifiers based on their training and
classification algorithms and their attitude toward the data distribution. The classifier
we used is based on a multinomial Naïve Bayes algorithm which is implemented to the
data that is multinomially distributed and is one of the Bayes variants that is usually used
in text classification [19]. The distribution is parametrized by vectors θy= (θy1,…, θyn)
for each class y, where n is the number of features—the size of the vocabulary—and θyi
is the probability P(xi|y) of feature i appearing in a sample belonging to class y. The
parameter θ̂yi is estimated by a smoothed version of maximum likelihood, i.e. relative
frequency counting:

θ̂yi = Nyi + α

Ny + αn
. (2)
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In the equation above, Nyi = ∑
x∈T xi is the number of times feature i appears in

a sample of class y in the training set T, and Ny = ∑n
i=1 Nyi is the total count of all

features for class y. The smoothing priors α ≥ 0 accounts for features not present in the
learning samples and prevents zero probabilities in further computations. Setting α = 1
is called Laplace smoothing, while α < 1 is called Lidstone smoothing [20].

Our Modified Classifier
The classifier we developed in this research is a modification of Naïve Bayes algo-
rithm; however, because of the feature extraction method we used in this research, the
conditional value of some of the features in the feature vector gets doubled in certain
conditions. Based on the bipolar nature of the features we extract for the two classes in
this research—depressed and non-depressed people—, we modified our classifier in a
way that the words in the depressed class feature list and the words in the non-depressed
class feature list get a double importance when they appear in classes depressed and
non-depressed respectively. Therefore, in this model:

θ̂yi =
⎧
⎨

⎩

Nyi +α

Ny +αn × 2 ifNyi only in feature list of class y
Nyi +α

Ny +αn else.
(3)

4 Experimental Results

Tohave the ratio of correctly predicted positive observations to the total predicted positive
observations, and also the ratio of correctly predicted positive observations to the all
observations in actual class, we used the metrics precision and recall respectively. In
addition, to take both false positives and false negatives into account, we used F1 Score,
which is the weighted average of precision and recall. Equations 4, 5, and 6 show the
formulae for the calculation of precision, recall, and F1 Score respectively:

Precision = TP

TP + FP
(4)

Recall = TP

TP + FN
(5)

F1 Score = 2 × (Recall × Precision)

(Recall + Precision)
(6)

where TP (True Positive), TN (True Negative), FP (False Positive), and FN (False Nega-
tive) refer to the correctly predicted depressed users, correctly predicted non-depressed
users, incorrectly predicted depressed users, and incorrectly predicted non-depressed
respectively. Tables 3, and 4 show the confusion matrices of the modified Bayes model
and basic Bayes model, both with bipolar feature vector, and Tables 5 and 6 show the
confusion matrices of modified and basic Bayes models, both with 1000 most frequent
words as the feature vector.
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Table 3. Confusion matrix of the modified Bayes model with bipolar feature vector

Positive Negative

Positive 12 3

Negative 2 23

Table 4. Confusion matrix of the basic Bayes model with bipolar feature vector

Positive Negative

Positive 14 1

Negative 6 19

Table 5. Confusionmatrix ofmodifiedBayesmodel with 1000most frequent words as the feature
vector

Positive Negative

Positive 10 5

Negative 1 24

Table 6. Confusion matrix of basic Bayes model with 1000 most frequent words as the feature
vector

Positive Negative

Positive 9 6

Negative 1 24

As Table 7 shows, considering F1 score, the models that used bipolar feature vectors
have a much better performance than the ones with term frequency as feature extraction
method. Also, it can be seen in Fig. 1 that the models developed by the basic Bayes
classifiers were biased to one class, but our modified Bayes classifiers were able to
make a balance between the two classes; consequently, they improved the F1 score of
the models based on basic Bayes classifiers. However, the performance of our modified
model was much more significant for the models with bipolar feature extraction.
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Table 7. Comparison of the results obtained from our models

Precision
%

Recall
%

F1 Score
%

Modified – bipolar 80.00 85.71 82.75

Basic – bipolar 93.33 70.00 79.99

Modified – frequency 66.66 90.90 76.91

Basic – frequency 60.00 90.00 72.00

0
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100
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bipolar
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Basic –
frequency

Precision Recall F1 Score

Fig. 1. Comparison of the results of different models developed in this research

5 Conclusions and Future Work

We introduced a new method for feature extraction using findings in the realms of Psy-
choanalysis and Psychology. We called our feature extraction method a bipolar feature
extraction since the final feature vector we obtained from this method consists of two
groups of features that are clearly opposite to each other in meaning. In addition, get-
ting insight from a cognitive idea, we developed a modified Bayesian classifier, which
improved the performance of the basic Bayesian classifiers, especially when it was used
with a bipolar feature vector. The results obtained from this research showed an achieve-
ment in classifying social media users into depressed and non-depressed classes when
we used our bipolar feature vector instead of word frequency. Also, the modified classi-
fier we developed was successful in improving the performance of our models reaching
the F1 score 82.75%.

For future work, we intend to get insight from findings in cognitive and psychoana-
lytical studies to predict the severity of depression in users of social media.
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Abstract. In this work multi-document, extractive summaries have
been obtained using supervised learning algorithms in a well-known
dataset (DUC 2002); the methodology has three steps: the pre-processing
step, which filters irrelevant words and reduces vocabulary using stem-
ming; the representation step, which transforms sentences into vectors;
and the classification step which selects sentences for the summary. Not-
ing that the last step is crucial because it determines the relevance of
each sentence according to the information included in the embeddings.
We found that the classifiers performance is not related to the summary
quality mainly classifier’s goal is not aligned to summarizer’s goal, as
classifier is based on selecting whole sentences, while summarization is
evaluated by n-grams, for example ROUGE-n, and therefore it is rele-
vant while comparing performances between different works in the state
of the art.

1 Research Problem

The main goal of a summary is to find the main ideas in a document reducing
the original documents size; algorithms created for solving this task have a rele-
vant application given the exponential growth of textual information online, and
the need to find the main ideas of documents in a shorter time. In order to per-
form this task automatically there are two different approaches: extracting the
main sentences from the documents or paraphrasing the main ideas. Abstractive
methods are highly complex, as they need to simulate human cognitive process
for generating summaries [6]. Therefore, research community is focusing more
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on extractive summaries, trying to achieve more coherent and meaningful sum-
maries [5,9,11].

In this work, multi-document, extractive summaries have been obtained using
supervised learning algorithms. The supervised learning has three phases: train-
ing, validation, and testing [1]; each one requires labeled data, i.e., examples of
documents and the sentences which belong to the summary [10]. In this paper
three interesting questions arise: (1) is a supervised algorithm capable of learn-
ing characteristics of a sentence in order to classify it as a candidate or not for
a summary?, (2) in which way the classifier performance is affected when a clas-
sifier is trained in a certain corpus, and then tested in another? and (3) is the
classifier performance related to the summary quality?

2 Motivation

The task of automatic summaries has been studied in multiple works with the
supervised approach [3,4,13]. However, in some other works [2,7] the task is
considered solved due to the performance of the classifiers, without considering
the quality of the summary that these classifiers provide. This has led us to
the task of studying the relationship between the summary quality and classifier
performance.

3 Technical Contribution

We used pre-trained sentence embeddings, for further details in the embedding
settings refer to [8]. In this supervised learning setting, 80% of the data was
used for training and the remaining, for testing. Also, we used k -fold cross val-
idation with k = 5 in the training phase and oversampling technique to handle
unbalanced data. Finally, we used cross-validation method and five classifiers:
Gaussian Näıve Bayes (GNB), Bernoulli Näıve Bayes (BNB), Multi-layer Per-
ceptron with hyperbolic tangent (MLP-tanh), logistic sigmoid (MLP-log) and
rectified linear unit (MLP-relu), where each multilayer perceptron has four lay-
ers with 100, 50, 20 and 10 neurons, respectively.

The performance measures were recall, precision, accuracy and F1 score for
the classifiers, which contain information about the number of misleading classi-
fications on each class, while ROUGE-n measure, based on n-gram overlapping,
was used as intrinsic quality of the summaries.

The following tables show performance of five classifiers and the summary
quality of each one. We selected the classifier with best accuracy performance in
the validation phase and then verified its performance measuring the summary
quality (See Tables 1 and 2).

We find that the relation between classifier performance and summary qual-
ity is not clear, may be because the classifiers work with sentences while the
quality of the summaries is evaluated by groups of words, this result answers the
third research question, but there is still room for improvements, for example
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Table 1. Summary quality and classifier performances with unbalanced data

Summary quality Classifier performance

Classifier ROUGE-1 ROUGE-2 F1 score Training Validation Testing

GNB 0.2789 0.0831 0.3386 0.6980 0.6977 0.6995

BNB 0.4297 0.1737 0.4389 0.8432 0.8410 0.8424

MLP-tanh 0.3854 0.1160 0.3887 0.9928 0.9297 0.9240

MLP-log 0.4342 0.1530 0.4095 0.9592 0.9592 0.9522

MLP-relu 0.3834 0.1497 0.3963 0.9963 0.9444 0.9399

Table 2. Summary quality and classifier performances with balanced data

Summary quality Classifier performance

Classifier ROUGE-1 ROUGE-2 F1 score Training Validation Testing

GNB 0.3524 0.0793 0.3721 0.7863 0.7767 0.7624

BNB 0.4685 0.1887 0.4385 0.8205 0.7890 0.7553

MLP-tanh 0.3278 0.0633 0.3231 0.9763 0.8085 0.8014

MLP-log 0.3586 0.0967 0.3718 0.5009 0.5018 0.4929

MLP-relu 0.3753 0.1153 0.3905 0.9960 0.8253 0.7943

experimenting with other corpora (DUC 2001). Nonetheless, embeddings cap-
ture relevant characteristics for summaries in DUC 2002, this result answers the
first research question and this work is different from previous works because we
experiment with other classifiers.

With respect to the second research question we are working in it, using
trained classifier in DUC 2001 to solve extractive summary task. It is important
to note that sentences must be labeled in order to apply supervised approach,
we are following a methodology proposed in previous work [12].

The uncorrelated results between classifier performance and summary quality
suggest us to evaluate experiments with supervised approach using n-grams
instead of sentence embeddings, as future work. We believe that using universal
sentence encoder as inputs to the classifiers is another interesting direction for
further research. Finally, an additional research effort should be directed toward
proposing another evaluation metric besides the ROUGE metric.

References
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Abstract. In this paper we propose a method for automatic author clus-
tering called Document Authoring Link Retriever, DALIR. Documents
are represented using Doc2Vec, experimenting with several parameters;
afterwards, vectors are clustered (or linked together) using K-means and
Hierarchical Agglomerative Clustering. We experimented with different
vector representation sizes, different fixed number of clusters, and clus-
tering methods. We evaluated our method on the author clustering task
of PAN @ CLEF 2017. We used the BCubed F-score evaluation scheme
of this task, being able to overcome some of the reported results from the
first places of this challenge, although our method requires to manually
establish a number of clusters a priori.

Keywords: Style analysis · Author profiling · Clustering ·
Computational linguistics.

1 Introduction

An important goal for Computational Linguistics is attributing the authorship
of a text, and thus reduce plagiarism, which is virtually impossible to manually
solve due to the large amounts of documents that already exist and the large
amount of time it takes for a person to perform this task [18]. For this purpose,
there are techniques for analyzing style and models of similarity in texts. Jour-
nalism and law are areas where actually knowing the author of a document may
involve saving a life [6].

With the advance of research in technology, and particularly on Computa-
tional Linguistics, now a computer can simulate some human linguistic ability,
as well as how to identify writing styles. Thanks to Natural Language Process-
ing, which provides techniques for implementation of tools that help, for this
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particular case it is possible to try to associate a text with its respective author.
In this work we present a tool that helps the analysis of texts to group them
according to their potential author.

Attributing authorship is a problem in which there is a set of authors together
with samples of texts written by them. When a set of samples is analyzed, a
model is built on the writing style of each of the authors, then the challenge
is to identify the author of a text whose author is unknown by comparing the
writing style present in the anonymous text and the styles of the authors who
belong to the set [19].

Attribution of closed authorship is when the author of the anonymous text
belongs to an available set of authors. On the contrary, when the author does
not belong or is not part of the authors within the set, it is called attribution of
open authorship.

Author Clustering is a task in which, within a collection of documents or
texts, the main objective is to group documents written by the same author so
that each group corresponds to a different author. This task can also be seen
as the establishment of authorship links between documents [20]. Authorship
attribution is used to group each of the documents with their respective authors.

PAN is a series of scientific events and shared tasks on forensic text and digital
text stylometry, fostering forensic investigation of digital texts by organizing
shared task evaluations. Tasks are computer events that invite researchers and
professionals to work on solving a specific problem of interest [20]. CLEF stands
for Conference and Labs of the Evaluation Forum and is a self-organized body
whose main mission is to promote research, innovation and the development of
information access systems [1]. Each year a series of new tasks are published
which seek to be solved among the research community, including social media
and education [15] and share that solution [5].

2 State of the Art

In this section some works related to style analysis and author clustering are
mentioned.

Researchers at the National University of San Luis in Argentina performed
intrinsic plagiarism detection based on global histograms by analyzing an
author’s writing style and identifying style changes in the histograms [7].

Mexican researchers won the PAN @ CLEF 2017 contest, presenting a work
that groups authors and classifies authorships by performing a grouping analysis
of characteristics and using the log-entropy and tf-idf models [8].

In the same contest, another work was presented which groups authors by
means of a simple similarity measure that works with the probability distribution
of the sequence of characters in a document [3].

Another work participating in the contest [10] proposes methods for the
task of identifying the author, dividing into grouping of authors and detection
of style gaps. Clustering based on locality-sensitive hashing of vectors of real
values is used, which are mixtures of stylometric characteristics and a bag of
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Fig. 1. DALIR model architecture

n-grams, and a statistical approach based on some different tf-idf characteristics
that characterize the documents. By applying the Wilcoxon Signed Rank test to
these characteristics, style inferences are determined [10].

Performance in PAN @ CLEF 2017 is measured through BCubed F, BCubed
Recall and BCubed Precision [4]. A summary of scores can be found in Table 1.

Table 1. Summary of performance of PAN @ CLEF 2017, author clustering partici-
pants, ranked by BCubed F.

Participants Performance

B3 F B3 Recall B3 Precision

Gómez-Adorno et al. 0.573 0.639 0.607

Garćıa et al. 0.565 0.518 0.692

Kocher & Savoy 0.552 0.517 0.677

Halvani & Graner 0.549 0.589 0.569

Alberts 0.528 0.599 0.550

BASELINE-PAN16 0.487 0.331 0.987

Karas et al. 0.466 0.580 0.439

3 DALIR Model Architecture

Figure 1 shows the general architecture of the Document Authoring Link
Retriever (DALIR) model. The left circle shows the documents to group together
and the inputs to the model. The style analysis and similarity measures boxes
indicate the methodology that the model follows in order to group the input doc-
uments. The circle on the right represents the output of the model and contains
documents grouped by model according to the similarities between them.

3.1 Document Representation

In order to being able to compare two different documents, we use Doc2Vec
[11]. Doc2Vec is a form of neural embeddings associated with a group of words
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[2]. In this module the content of the files is read and is assigned to a vector
representation. However, in order to do this, text must be preprocessed first.
Then, with the help of Doc2Vec, vectors are generated as characteristics for
each of the documents.

3.2 Text Preprocessing

This stage consists of several functions for preprocessing texts contained in the
documents prior to using Doc2Vec. The following functions are used:

– Stop words deletion. The text is compared with the stop word list of the
language as defined by NLTK [13]. Words contained in this list are removed
from the original text.

– Lowercase conversion. Each token is transformed into a lowercase letters.
– Lemmatization. Each token is converted into its representative stem.

It is important to perform this step since there are words that do not add
significant meaning to the context of documents such as articles or prepositions,
as well as transforming words into their simplest form (stems) to find their
representation in an easier way during the following step.

3.3 Doc2Vec Vector Generation

After the text has been normalized, each document is given an identifier or label,
in this case it was a number. A function numbered the documents from 0 to n−1
being n− 1 the total of documents and added them to a list. The list of tagged
documents was entered into Doc2Vec in this way a trained vector model was
generated with the documents.

Doc2Vec is a model that is considered to be an implementation of word2vec. It
consists of generating characteristic vectors of paragraphs or documents regard-
less of their length. His training uses the architectures of word2vec, since it
requires the representation of words in vectors to generate the vector resulting
from a paragraph or document [12]. Doc2Vec has two algorithms to generate vec-
tors: Distributed Memory (DM) and Distributed Bag of Words (DBOW). The
first uses the vectors of the words and averages them with the current vector of
the next paragraph, and for the next word uses the vector resulting from the
previous average as input. The second algorithm ignores the context before the
word and forces the vector to be predicted according to the vectors of the words.
Illustration 5 graphically shows this.

The Doc2Vec [12] parameters for generation of the vectors are by default to
exception of Window, Min count, Workers and DBOW words whose values can
be seen in a Table 2. Window considers the number of adjacent words (previous
and after) the word objective. Min cout ignores words with the frequency indi-
cated. Workers is the number of processor cores, in order to speed up training.
The computer where this was performed process contains 4 cores in its proces-
sor, therefore workers was set to 4. DBOW words elaborates the vectors of the



Authorship Link Retrieval Between Documents 301

Table 2. Doc2Vec parameters

Parameter Value

Window 10

Min cout 1

Workers 4

DBOW words 1

words with the skip-gram model, which according to [16] provides better results
than bag of words.

The vectors obtained as output in the module style analysis are the input for
the similarity measures module. In this module the comparison and clustering of
vectors obtained in the style analysis module is performed, giving as a result the
number of cluster to which each document corresponds to in the form of a list.

3.4 Vector Clustering

The grouping of the vectors obtained in the training was done with the K-means
[9] and Hierarchical Agglomerative Clustering (HAC) [17] algorithms, which are
some of the most commonly used clustering methods [14]. These algorithms
determine the number of cluster to which each document belongs.

K-means clustering consists of automatically partitioning a data set into
groups of k. It proceeds by selecting the data pool centers and then iteratively
refining them as follows [25]: Each instance is assigned to its closest group center;
then each cluster center is updated to be the average of its constituent instances.
The algorithm converges when there are no more changes to the assignment of
instances to clusters [21].

A hierarchical grouping consists of generating groups according to the data
to be grouped, analyzes the input data and is joining to form a new group or
dividing to form two new groups, depending on the case. There are two types
of hierarchical grouping: (a) agglomerative: These are those that start with a
number of groups equal to the input data and compare them with another of the
data and gradually unite the most similar and form new groups. (b) Dissociative:
To the contrary of agglomerative clustering methods, these group all input data
into the same group and divide the groups to form new smaller ones. In this
work we use a Hierarchical Agglomerative Clustering (HAC) method.

3.5 Evaluation

To perform the evaluation, the outputs of the clusters were written in .json files
according to the format indicated in the PAN @ CLEF competition 2017. This
format is necessary for the results to be entered to the competition’s evaluation
software, which uses the BCubed performance of standard measures Precision,
Recall and F-Measure, as detailed in [4].
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4 Results

We experimented with all parameters (clusters, algorithm to train Doc2Vec,
vector’s dimension, clustering algorithm). Ranges of clusters were from 1 to 7;
parameters for Doc2Vec were DBOW or DM, and tested dimensions were 200,
300, 500; clustering methods were K-means or HAC. The best results obtained
with the training corpus and the test corpus of the PAN @ CLEF17 are shown
in Tables 3 and 4. These results are the averages of the evaluations provided
by the PAN @ CLEF17 automatic evaluator. The training results are shown
in Table 3 and the test results in Table 4. In both cases the language, cluster
number, Doc2Vec algorithm, vector length, clustering algorithm and the result
of F1-score, recall and accuracy metrics are given.

Table 3. Results with the PAN @ CLEF17 training corpus

Language Clusters Doc2Vec Vector Clustering B3 F B3 Recall B3 Precision

Std. English 4 DM 300 K-Means 0.5791 0.6776 0.5359

Std. Dutch 6 DM 300 K-Means 0.5597 0.5802 0.5593

Std. Greek 6 DBOW 300 K-Means 0.5406 0.5502 0.5449

All std 6 DBOW 200 HAC 0.5579 0.5501 0.5986

All non-std 6 DBOW 200 K-Means 0.5447 0.5389 0.5869

Table 4. Results with the PAN @ CLEF17 test corpus

Language Clusters Doc2Vec Vector Grouping B3 F B3 Recall B3 Precision

Std. English 4 DBOW 500 HAC 0.6038 0.6383 0.5992

Std. Dutch 5 DBOW 200 K-Means 0.5862 0.6254 0.5697

Std. Greek 4 DBOW 200 HAC 0.5438 0.5688 0.5499

All std 5 DBOW 500 HAC 0.5618 0.5562 0.5846

All non-std 5 DBOW 200 HAC 0.5531 0.5473 0.5843

Table 5 shows our results compared with the best results of PAN @ CLEF
2017 [8]. Best results are shown in bold. From this table, it is possible to see that
in general we attain better results in BCube F measure, mostly due to recall.
However, we are able to overcome Precision only for the Dutch language.

5 Analysis and Conclusions

This paper described a method that solves a specific task related to the grouping
of authors and proposed by the PAN @ CLEF17 contest with the help of libraries
such as NLTK, scikit-learn, and gensim with which the preprocessing of the text,
the word embeddings and data grouping are carried out.
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Table 5. Comparison with the best results of PAN @ CLEF 2017.

B3 F B3 Recall B3 Precision

English 0.5913 0.6175 0.6483

Us 0.6181 0.6383 0.5992

Dutch 0.5765 0.7204 0.5508

Us 0.5962 0.6254 0.5697

Greek 0.5517 0.5743 0.6222

Us 0.5742 0.5878 0.5613

All 0.5733 0.6379 0.6069

Us 0.5962 0.6172 0.5767

Regarding the results obtained in the experimentation of this model, we can
observe that some of them are similar to those obtained by the first places of
the participants (cf. Tables 1 and 5), although not excelling in the first place
for all languages, according to the evaluation measures (BCubed F, Recall and
Precision). Some of the obtained results can be comparable and positioned in
a position of the contest as results of the proposed task, among the first three
places. One of the main problems we identified is the preprocessing of the text
before the generation of vectors, as well as similarity measures for clustering.

An important point to notice is that each language uses a different configu-
ration, and a different number of clusters, obtained experimentally. The results
between 4, 5 and 6 clusters represent better results due to the fact that the aver-
age groups that should be formed this one among these same amounts, which is
why those same values are more prominent than those of 3 and 7 clusters. The
lesser the number of clusters, the lesser the recall, but higher precision; and con-
versely if the number of clusters increases, say forming a single cluster, a recall
of 100% is obtained, and conversely, for n groups, where n = amount of docu-
ments to be clustered, precision goes up to 100%. When the text is preprocessed
(standardized) we are able to obtain better results; this is because the method
only needs to work with the words that give context and meaning to the texts,
allowing the construction of better distributed vectors in vectorial space.

With regard to the ways of generating vectors there is not a very noticeable
difference between DM and DBOW, the same goes for the K-Means and HAC
grouping algorithms. Models that work with words to create their feature vectors
do not heavily rely on the modification of the parameters for creating vectors,
that is, there is no significant improvement if the parameter values, such as
dimensions of the vector are changed. What is more important, are the texts that
are used for obtaining the vector representation. This can represent a significant
improvement in the grouping of authors. As a future work, we plan to experiment
with different sources for generating vector representation.
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Abstract. This paper proposes a methodology to approximate an elec-
troencephalographic (EEG) signal. To make it, the signal is decomposed
using the Fast Fourier Transform (FFT). The methodology consist of an
algorithm that select representatives of each of the brainwaves frequency
bands classification, ensuring the selection of at least one representative
of each band. The approximation is constructed with a small number of
amplitude and frequency components that are obtained from the FFT.
Once the representatives were selected, the approximation of the signal is
expressed as a sum of periodic functions. The quality of this approximation
is measured using three values: the Hausdorff distance between approxi-
mated and observed signals, the percentage of signal points outside of fit-
ting region built around the approximation signal, and the variance of these
points. Furthermore, a numerical example is developed where the imple-
mentation of the methodology is shown and the results are discussed.

Keywords: Fast fourier transform · EEG Signal · Approximation
methodology · Signal fitting · Empirical mode decomposition
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1 Introduction

Approximation or curve fitting is a method used for study sundry phenomena
consists of the iterative construction of a curve that achieves a good approxi-
mation to a given data set or function. In general, this process is useful because
it allows us to interpret, approximate, manage, and study a data set easily.
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In this sense, the objective of this paper is to propose a methodology to achieve
an approximation of a signal from an EEG of an adult male rat. To fulfill this
purpose, we resort to the FFT since this allows us to decompose the original
signal into its amplitude and frequency components to write it later as a sum of
cosines. We propose an approach that does not take all the values of the FFT, but
rather, some representative candidates that will be selected considering taking at
least one representative from each of the classifications in brainwaves frequency
bands. The aim is to ensure a good fit with a small number of terms ensuring the
quality of the approximation by calculating three values. We consider important
to analyze these signals since could have a subsequent application in the analysis
of epileptic crises.

Decomposition proposals similar to this have been studied before, like the
case of the Empirical Mode Decomposition (EMD) proposed by N. Huang in [1],
or improvements, such as the Weighted Sliding Empirical Mode Decomposition
(WSEMD) in [2], or the Variational Mode Decomposition (VMD) featured in [3],
which address more complex modifications to the original EMD. One of the advan-
tages of EMD is that it does not assume that the signal to be decomposed is peri-
odic, neither does it assume that it decomposes into a sum of cosines as in our case.
To achieve this, EMD makes use of the Hilbert-Huang Transform, decomposing
the functions into functions of intrinsic mode (IMF). However, it has limitations,
such as sensitivity to noise and sampling, in addition to being a more complex and
computationally expensive analysis, unlike the FFT which is computationally effi-
cient [4]. In [5] an EMD method based on the FFT is proposed, however, it also
uses the Hilbert transform and in [6] can be found a method that is intended to be
faster and easier using also the FFT within the EMD, saving resources in terms
of calculation and time, however, it is only limited to decomposition and takes a
different way to ours. In this paper, we propose a simpler and faster method than
the EMD, by using only the FFT, Fourier series, an algorithm for selecting candi-
dates and quality values that are easy to calculate which guarantee a good fit to
the original signal.

2 Experimental Data

2.1 Electroencephalographic Signal

The EEG signal data that we consider in this work was obtained from an adult
male rat, which was implanted through surgery, a pair of nail-type electrodes at
the level of the frontal cortex (AP = 1.5 mm, ML = ±3 mm, for Bregma) and
another pair in the parietal cortex (AP = −3.5 mm, ML = ±3 mm, for Bregma).

Once the electrodes were implanted, the EEG record was obtained in both
regions, the signal was obtained with a Grass electroencephalograph and the
ADQCH4 program at a frequency 300 Hz and a sensitivity of 7µA. The mea-
surement of the record lasted approximately one hour and the values of the signal
amplitude were taken every 3.3 ms, high-pass filters 70 Hz were applied. For our
analysis we just consider one minute of such record which consisting of 18000
data.
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During the recording the rat was free and their natural behavior can not be
controlled, thus, the signal presents sudden and abrupt variations that could be
due to any action of the animal; for example, a blink, a natural movement, etc.
Due to this, we will divide the signal into six parts and average them to obtain
a more uniform and representative behavior, obtaining a signal with a length of
10 s and 3000 data. This signal is designated by the letter S.

2.2 Brainwaves Frequency Bands Classification

The brain of any living being works through an electrical flow, which is propa-
gated by electrical signals that are produced and exchanged in neurons through
action potentials. These signals are also known as brainwaves or brain oscil-
lations, can be measured and observed through the EEG, are constituted of
different types of waves, and their classification depends on the frequency values
they have, there are six classification bands: infra-low delta waves (0 to 0.5 Hz)
and delta waves (0.5 to 4 Hz), these two appear mostly in activities such as deep
sleep and basic biological needs of the living being; theta waves (4 to 8 Hz) that
are related to activities such as creativity, intuition, meditation; alpha waves
(8 to 13 Hz) related to motor coordination and relaxation activities; beta waves
(13 to 30 Hz), present in activities such as listening or solving a problem; and
gamma waves (30 to 70 Hz) related to the representation and construction of
objects these occur mostly in demanding activities, or that require attention to
several things at once. All of the above according to [7–10]. It is important to
consider this classification because the decomposition of the signal has compo-
nents with different frequency values, and therefore waves of different types of
band. Brain oscillatory activity is characterized by presenting all these bands
together, to a greater or lesser extent at the same time, so signals that have all
types of frequency bands are considered, particulary in the approximation.

3 The Fourier Transform

To carry out the analysis of the EEG signal we use the Fourier Transform (FT).
This allows us to “decompose” a function g(t) : R → R, which is assumed
to be periodic in its components, providing all the values of the amplitude that
constitute it and their corresponding frequencies, with which later we can express
it by sums of cosine functions. Taking these values, it is possible to approximate
the Fourier series corresponding to the function g(t), according to [4]. Let x :=
{xj |xj = g(j), 0 ≤ j ≤ L − 1}, a set of L values. The function g(t) is considered
as a signal whose domain is discrete in time, and their image are the values of
signal amplitude which vary for each time value in the domain. Applying the
FT we obtain a series of complex values X = {X0,X1, ...,XL−1}, in our case we
will use the FFT to obtain these and approximate the FT [11].

By getting the FFT we obtain the set L of complex values of the form Xj =
Pj + iQj , 0 < j < L − 1. These values play the role of a “indicator” of the
amplitude corresponding to the frequency in the original signal. In general the FT
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takes a function with time as domain and amplitude as codomain, to transform
it into a function with frequency as domain and amplitude as codomain, that
is, a function F : f → A, where A is the set of all amplitudes. This allows us
decompose the signal g(t) into each of its frequency and amplitude components
obtaining a frequency spectrum. Then we can describe the function using the
expression [4], for n = 0, 1, ..., L − 1,

S(m) =
L−1∑

n=0

An cos
(

2πnm

L
+ φn

)
, (1)

where the amplitude value An is given by

An =
√

Pn
2 + Qn

2,

and the phase φn by

φm = tan−1

(
Qn

Pn

)
. (2)

The set of amplitude values given by the FFT is A = {A0, A1, ..., AL−1}. Con-
sidering all the components from (1) we have an approximation of g(t) given by
the Discrete Fourier Transform. Our goal is to achieve an approximation of g(t)
without using all the components of S(m) but describe accurately the original
signal using a small number of terms, guaranteeing precision of the approach by
quality values, which will be described in Sect. 5.

4 Approximation Method

The proposed method consists of selecting representative values of the decom-
position obtained by applying the FFT. With those values, the EEG signal is
approximated securing its quality. This will allow study of the original signal
through representation as a finite sum of cosines as shown in (1), whose han-
dling is relatively simple. To guarantee the quality of the approximation we use
three values, two of them we will obtain considering a fitting region that is built
around the approximation. The percentage of points of the original signal that is
outside the region and the variance of those points are considered. On the other
hand, we will calculate the Hausdorff distance between the original signal and
the approximation, to have a measure between these sets of points.

4.1 Use of the Fast Fourier Transform

Given the signal S, we obtain each of the amplitude values of each component of
the signal Xj using the FFT. We obtain a set will consist of L amplitude values,
that is, the same number of elements as S and we determine their corresponding
frequencies considering
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F =
1
T

, (3)

where T is the period and F is the sampling frequency of the signal. The value
of the frequencies is designated with fi, where 1 ≤ i ≤ L, and it is calculated as
follows

fi =
F · i

L
. (4)

When the FFT is applied a spectrum of symmetrical values is obtained, where
the values of the amplitudes are repeated. Thus we will only consider the first
half of the spectrum of the FFT for the election of representants, that is, will
be taken N = L

2 data. Figure 1 shows the spectrum of the FFT of S up 70 Hz,
whose detailed analysis will be presented later.
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Fig. 1. Fourier Transform of the EEG signal S of the rat 70Hz.

4.2 Aproximation of S, Choosing the Representantives of Frequency
and Amplitude

With the amplitude and frequency values choosed and calculated we can approx-
imate the signal S using (1) as a function that depends on t, then we obtain

S(t) =
A0

2
+

L−1∑

n=1

An cos (2πfnt + φn) . (5)

To understand how the approximation is constituted, see that, in the spec-
trum shown in Fig. 1, the components with the greatest amplitude are those with
the lowest frequencies; mostly are waves that go from 0 to 1 Hz, that is, infra-
low delta and delta waves. As these components are stronger, they affect the
approximation to a greater extent and provide more information on the shape
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of S than the weak ones, that is, the most important components are those with
a greater amplitude. Those with a smaller amplitude will only cause small vari-
ations on the biggest waves, but we must take into account the classification of
waves presented in Subsect. 2.2 then representants of small values are considered
too. The proposed algorithm considers representatives of all frequency bands as
presented below.

1. A value k is chosen with which we will divide the number of elements N ,
since,

1 ≤ N

kh
, h = 1, 2, ... (6)

With the value of h we will define N = kh, and for the rest of the algorithm
consider only N elements, this to obtain a divisible amount of data.

2. With the value N we generate a partition Ok of the frequency interval of the
FFT in h + 1 intervals,

Ok =
{(

0,
F

L

]
,

(
F

L
,

FN
kh−1L

]
, ...,

(
FN
k2L

,
FN
kL

]
,

(
FN
kL

,
FN
L

]}
. (7)

3. From each interval of the partition Ok we will take the maximum value of the
corresponding amplitudes, that is, from each r = h, ..., 1

Ah+1−r = max
{

F(f) : f ∈
(

FN
krL

,
FN

kr−1L

]}
. (8)

The above will generate h amplitude values selected representatively, we con-
sider A1 from

(
0, F

L

]
, and A0 as the DC of the FFT, so finally, we have h + 1

values of amplitude took as shown in Fig. 2.
4. Once we have the amplitudes Ar, their corresponding frequencies fir are

selected considering the position i it has in the set of data given by the r
subscript of Ar, the values of the phase φir are calculated with the Eq. (2),
taking respectively Pir and Qir for each Ar too. Then all these values are
used to find the approximation S(t) with the expression (5).

5 Quality Values of the Approximation S(t)

To guarantee a quality measure of our approximation S(t) three values are used
with which we can measure how good is the proposed approximation. The Haus-
dorff distance was considered to measure the distance between the signal and
the approximation, for two sets X and Y , this distance is defined by

dH(X,Y ) = max
{

sup
x∈X

inf
y∈Y

|x − y|, sup
y∈Y

inf
x∈X

|x − y|
}

.
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Fig. 2. The strongest value of the amplitude corresponding to each interval is taken.

The functionality of this value is that the maximum distance of one set to the
closest point of the other is calculated, for our purpose a small value of dH
suggests that the approximation and the original signal are closer.

The other two values that we will use to measure the quality of the approx-
imation are obtained by building a fitting region R around the approximate
signal. We will consider the percentage of points of the signal S that are outside
of R and its variance. To build R we will choose a constant ε > 0, such that

ε ≤ max(S) − min(S)
2

. (9)

This restriction is established because if we consider a larger ε, all the values of
S would be within the fitting region, which is not our interest. The variance of
the signal points that are outside of R will tell us how scattered the set is. This
consideration is very important, since, in the approximation, it is preferable to
have two points outside of R but close to this region, instead of one point outside
but far away. This ensures that our approximation will be closer to the points
that are outside, so the variance value and the percentage value complement each
other. In Fig. 3 we can see this idea illustrated, note that in a) there are two
points yi and yj outside R, these points are at distances di and dj respectively,
while in b) there is only one point yk outside R, whose distance is equal to
the sum of the two in a); however, the variance in a) will be less than in b).
In this way we obtain better approximations when something similar occurs
to the situation presented in a), so the variance will provide us with a way of
measuring how far the points that are outside of R are separated. We consider
the set C = {P : P = x ± ε, x ∈ S(t)}, that contains the approximation S(t).

From C we construct a region R, the border of C has the same shape as
the approximate signal then its shape is irregular and will have small variations
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Fig. 3. In a) there are two points yi and yj outside the bands, distances di and dj
respectively are away from the band, while in b) if there is only one point yk outside
the band, whose distance is equal to the sum of the two in a), the variance in a) will
be less than in b).

because the components with high frequencies, then by applying a smoothing
to C we obtain a more uniform region R. This will cause some points that are
close to C to leave this set, therefore, smoothing helps us avoid these variations
in the border of the fitting region.

Through these three quality values, we seek to guarantee a good fit in the
approach to the signal. Next, we will show a numerical implementation of the
algorithm to the EEG signal taken from the rat and we will compare these
presented values.

6 Numeric Implementation

6.1 Fourier Transform

The first thing we will do is calculate the FFT of S, with L = 3000, obtaining
F(fi) that will consist of 3000 amplitude values, that is, we will get a set {Ai}
with 1 ≤ i ≤ 3000, and determine the corresponding frequencies as explained in
Sect. 4, also, by considering what was mentioned in Sect. 2, the frequency F in the
experiments 300 Hz, therefore from (3), F = 1

T = 300 Hz, where T is the period
in seconds. So with the 3000 data of F(fi) we obtain a signal of approximately
10 s in length. From (4), the value of the corresponding frequencies will be given
by the expression fi = i

10 , for 0 ≤ i ≤ 3000.
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We have that L = 3000, considering the symmetry of the FFT we will use
only half of the data, that is, N = L

2 = 1500. Besides, frequencies less than
or equal 70 Hz will only be considered since, as mentioned in Sect. 2, high pass
filters 70 Hz were applied to eliminate possible interference from the equipment.
In Fig. 1 we show the FFT of the signal S.

All the operative, numerical and graphic processes shown were performed
using the R programming language with the IDE RStudio.

6.2 Application of the Algorithm

We will proceed to apply the selection algorithm presented in Sect. 4 to construct
the signal approximation, we will consider for the implementation the fixed value
of k = 2. For this case the condition (6) is met up to h = 10, then N = 210 and
so we will have 11 intervals of the form (7),

O2 =
{(

0,
1
10

]
,

(
1
10

,
2
10

]
,

(
2
10

,
22

10

]
, ...,

(
28

10
,
29

10

]
,

(
29

10
,
210

10

]}
.

However, the interval
(

29

10 , 210

10

]
it will not be taken into account because the

frequency corresponding to it falls beyond 70 Hz. Then this partition has 10
intervals and it can be appreciated in Fig. 4.

Fig. 4. Partition of the frequency domain for the case k = 2.
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Once this is done, we proceed to choose the representative amplitudes follow-
ing the algorithm presented in Sect. 4.2, taking each interval of the partition O2,
obtaining 10 amplitude values. These will be given by (8), with r = 10, 9, ..., 2,
as follows,

A11−r = max
{

F(f) : f ∈
(

210

10(2r)
,

210

10(2r−1)

]}
.

Note that for the interval
(
0, 1

10

]
, the value of the amplitude will always be the

first of the set of amplitudes, regardless of the value of k. With these values, we
will construct the approximations Sr(t), which we will call iterations, where r
denotes the number of iteration.

S1(t) =
A0

2
+ A1 [cos (2πfi1t + φ1)] ,

S2(t) =
A0

2
+

2∑

n=1

An [cos (2πfint + φn)] ,

...

S10(t) =
A0

2
+

10∑

n=1

An [cos (2πfint + φn)] .

Table 1. Values of every iteration for Sr(t) and classification in brainwaves frequency
bands.

Iteration Amplitude (mV) Frequency (Hz) Type of wave

1 0.33904 0.1 Infra-low delta

2 0.26996 0.2 Infra-low delta

3 0.37465 0.3 Infra-low delta

4 0.15038 0.5 Delta

5 0.07565 0.9 Delta

6 0.03788 1.8 Delta

7 0.01601 3.3 Theta

8 0.01506 6.6 Alpha

9 0.01246 20.9 Beta

10 0.00903 26.5 Gamma

Considering the proposed algorithm, let us see in the Table 1 that we have
frequencies corresponding to all the bands of each classification, from infra-low
delta to gamma, which makes the approximation proposal have relevance in a
biological sense due to the presence of every kind of wave.
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Fig. 5. A plot of the approximation for 10 iterations (black) and the original data
(grey), the fitting region is denoted by dashed lines.

6.3 Quality Values Calculation

For each of the iterations, we will calculate the three quality values described
in Sect. 5. First, in order to construct the fitting region R we must establish the
value of ε, then we consider (9) as ε = 1

5 [max(S) − min(S)].
The numerical information obtained by the algorithm is presented in Table 2

and the graph of its approximation in Fig. 5, where the smoothed adjustment
region is also shown after applying the approximation algorithm when n = 10.

Table 2. Comparison of the quality values for n = 1, 2, ..., 10, the Hausdorff distance,
percentage of points outside of the fitting region, and variance of such points.

Iteration Hausdorff Distance Percentage Variance

1 1.13320 22.03333 0.02792

2 0.94994 18.36666 0.00982

3 0.63275 4.86666 0.00219

4 0.54103 3.93333 0.00232

5 0.60785 2.63333 0.00169

6 0.59693 2.8 0.00189

7 0.58329 2.83333 0.00193

8 0.56855 2.8 0.00190

9 0.55938 2.8 0.00190

10 0.55114 2.8 0.00190
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7 Discussion

Note that from iteration six, the three quality values vary little and have low
values, the percentage of points outside is practically the same as its variance
and Hausdorff distance, with very slight variations of order 10−2.

It can be seen that values with higher frequencies only causes small variations
in the approximation signal, their affectation is such that the values of variance
and percentage do not change even taking decimals of order 10−5. Also note that
taking only six iterations in Sr(t) ensures a good approximation to the signal S
for the case k = 2, however, this proposal does not include all types of frequency
bands.

Figure 6 shows the percentage of points out of R in each iteration. We can
see that step three is a watershed in adjusting the curve since it is where the
most drastic variation is obtained.
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Fig. 6. Values corresponding to the percentage of points outside of the fitting region
for each n.

Figure 7 presents the values of the variance of the points outside R. Again,
the variation that occurs in the third step is remarkable. Likewise, the value of
the Hausdorff distance, which can be seen in Fig. 8, suggests a behavior similar
to the previous ones with the difference of having a very low value in the fourth
iteration.
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Fig. 7. Values corresponding to the variance of the points outside of the fitting region
for each n
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Fig. 8. Values corresponding to the Hausdorff distance for each n.

The approximation algorithm for k = 2 shows that the values of the percent-
age outside the region and the variance change abruptly in the first three or four
iterations, while the Hausdorff Distance continues decreasing and at iteration six
attenuates its variation. The above can be seen graphically in Fig. 9, where in
the top the first iteration is presented, in the middle the third and in the bottom
the seventh iteration; note that iterations seven and ten (see in Fig. 5) are very
similar.

The previous analysis was developed for values of k ≥ 3 too, for which similar
conclusions were obtained, however, the quality values are worsening to the case
k = 2.
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Fig. 9. Plots of some iterations. The iteration one in the top, iteration three in the
middle, and iteration seven in the bottom.
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8 Conclusions

A methodology that consists of an algorithm for the selection of amplitude
and frequency representatives provided by the decomposition obtained with the
FFT was proposed and developed. Using Eq. (5) we approximate an EEG sig-
nal obtained according to Sect. 2. The classification into frequency bands of the
brain signals was considered, thus, the proposed algorithm makes a selection of
some of the best representatives of each type of brain signal to obtain a good fit
in and this adjustment was ensured by three quality values.

A numerical example of the algorithm was performed too, calculating the
approximation and the quality values. A fitting region was built around the
proposed approximation, and with which, the percentage of points of the original
signal that were outside the region was calculated, as well as the variance of such
points; furthermore, the Hausdorff distance between the original signal and the
approximation was considered. Finally, using these three values, it was concluded
that the sixth iteration presents a good numerical approximation, but does not
include a representative of all the classifications of brainwaves frequency bands.

We believe that our research, particularly the development of the proposed
method, have a strong didactic potential, that could serve as an introduction to
deeper studies on signals and their mathematical analysis.
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Universidad Panamericana, Mexico City 03920, Mexico
{kperezd,afierro,0212667}@up.edu.mx

Abstract. Digital images and computer sciences have become two pow-
erful tools in several areas, such as astronomy, medicine, forensics, etc. In
the last years, computer sciences are getting involved in agricultural and
food science to decide based on estimated or actual parameters named
features. Rottenness is the state of decomposing or decaying the quality
of the fruit, which not only affects the taste and appearance but also mod-
ifies its nutritional composition, causing the presence of mycotoxins dan-
gerous for humans. Nowadays, rottenness detection is carried out using
human inspection or using Ultraviolet light to highlight spots of rot-
tenness represented as fluorescence. Recent computer vision approaches
address this problem using hyperspectral imaging systems. In this paper,
we propose to use a one-stage object detector inspired by RetinaNet to
detect whether a fruit is fresh or rotten. One of the main stages of Reti-
naNet is based on computing a multi-scale convolutional feature pyra-
mid network on top of a backbone. Therefore, in this work, we analyze
the performance of RetinaNet using different artificial neural networks
as backbone to determine the highest accuracy for fruit and rottenness
detection. The experiments were done using a dataset composed of 13599
images divided by 6 classes, 3 fresh fruits, and 3 rotten fruits. The perfor-
mance evaluation considers the mean average precision in the detection
and the inference time of tested backbone models.

Keywords: Rotten fruit detection · One stage object detector ·
Backbone · RetinaNet

1 Introduction

Determining the quality of food is fundamental for planning distribution, pric-
ing, agricultural evaluation, determining the most accurate preservation method,
among others. Talking about the particular case of fruits, identifying the qual-
ity of fruits may be a laborious, expensive, and time-consuming task. However,
avoiding quality inspection leads to extensive losses, not only because of the pres-
ence of external defects decreases the price of food, but also because of eating
rotten fruits may lead to some diseases.
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Examples of fruit defects are bruises, rain damage, abrasions, and rottenness.
Rottenness is the state of decomposing or decaying the quality of the fruit, which
not only makes the fruit look worse but also affect the taste and appearance,
causing economic losses. Currently, most of the rottenness detection methods
are carried out manually using Ultraviolet (UV) light, which highlights poten-
tial rotten areas [8]; however, this method is harmful to the workers. For this
reason, computer vision-based techniques have been recently proposed to eval-
uate food quality. In this sense, Zhu et al. [23] proposed a non-invasive method
for fruit rottenness detection based on hyperspectral imagining to detect bruises
on apples. Nevertheless, using hyperspectral imaging requires specialized devices
to capture hyperspectral information. Then, processing this multi-channel visual
information affects the computational processing time of detection algorithms.

In the past two decades, several techniques have been used to avoid unsafe
and subjective methods, such as electrical impedance, X-rays, thermal, and
hyper-spectral imaging [23]. Computer sciences are getting more popular in agri-
cultural and food science, for example, for food separating according to several
criteria such as color, size, and texture [5]. However, traditional computer vision
systems still lack algorithms capable of detecting external defects.

Most of the proposed fruit defect detection approaches are done using low
level features, such as color, shape and texture [2,7,8,18,22,23]. However these
algorithms are not capable of obtaining enough information for efficient and gen-
eralized rottenness detection. Another way of doing fruit defect detection is by
using convolutional neural networks as in [5,23], which obtain non-linear repre-
sentations of images, making possible the detection of fresh and rotten fruits.
Nevertheless, many of the previously proposed rottenness detectors are dedi-
cated to a single fruit class. Currently, there are several one-stage and two-stage
detectors that have been successfully used for object detection and recognition
[9,15,17,19,20]. However, to the best of our knowledge, this kind of detectors
have not being used yet for fruit detection and classification. Therefore, in this
paper, we propose using the One Stage Object Detector RetinaNet [15] for the
detection of fresh and rotten fruits.

For experimentation, we used the dataset “Fruits fresh and rotten for classifi-
cation” [14], which is composed of 13,600 images of apples, oranges, and bananas,
divided and 6 classes, 3 rotten and 3 fresh classes.

The rest of the paper is organized as follows: Sect. 2 exposes previous works
on the detection of rottenness. Section 3 presents a brief overview of RetinaNet.
In Sect. 4, is explained our proposed method. Section 5, presents the experimental
results. Finally, the conclusions and future work are discussed in Sect. 6.

2 Related Works

In the citrus industry, the losses due to the fungi Penicillium are dramatic, so
it is essential to make detection to determine which fruit is defected. In [8],
authors used Artificial Neural Networks (ANN) and Decision Trees, obtaining
98% accuracy for fruit defect detection.
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Slight bruises on apples are very common in harvesting and storage, which is
caused by impact, compression, vibration, or abrasion; so, in [23], it is proposed
the use of hyperspectral images from which authors obtained spatial and spectral
information from apple images. Then, the hyperspectral information is processed
using an Extreme Learning Machine (ELM), Partial Least Squares Discriminant
Analysis algorithm (PLS-DA), and Classification and Regression Tree (CART)
models, achieving a maximum classification rate of 95.97%.

In [18], the authors proposed the use of Gray Level Co-occurrence Matrix
(GLCM) for feature extraction and then used the k-nearest neighbors (k-NN)
algorithm for rotten fruit classification achieving a maximum of 96.3% accuracy.
On the other hand, authors in [1] proposed determining the maturity stages of
avocados using the Principal Component Analysis (PCA) and the k-NN classifier
and using Lab color space to determine color features. Similarly, authors in [4]
propose an evaluation of the ripening stages of apples according to the CIELab
color features and physicochemical feature parameters. PCA was used to find
the correlation between feature spaces.

Authors in [22] used low-level feature for image representation and then
implemented a multi-class kernel support vector machine (kSVM) for fruit type
classification, reporting 88.2% of accuracy.

Some other published works use image segmentation [2,7] instead of hand-
crafted image features classification wherein [2] authors reported a review of
different methods and showed that the best segmentation algorithm is Linear
Regression. In the same analysis, the authors show different feature extractor
algorithms whose performance depends on the type of fruits. However, in gen-
eral, they report that the best classification algorithm is multi-class SVM and
ANN. The main drawback of the works mentioned earlier is that classification
accuracy not only depends on the classification technique itself but also on the
feature extractor algorithm.

Other approach uses inductive characterization and a set of low level features,
such as color features, texture features and geometric features, for food products
classification, attaining a 93% of correct classification, in average [3].

New computer vision techniques use convolutional neural networks (CNN)
for detection since CNNs are able to obtain feature maps at different abstraction
levels. In this sense, the authors in [5], proposed using Deep Residual Neural Net-
work (ResNet) for external defect detection on tomatoes achieving a precision
of 94.6%. Recently, Fan et al. [6] report a CNN for apple detection, achieving
a speed of 5 fruits per second, and 96.5% accuracy. Although these results are
promising, using CNNs in real time implementations requires high computa-
tional resources, which make impractical its application in devices with limited
computational capabilities, such as CCTV cameras, raspberry, mobile phones,
etc. Then, it is crucial not only to develop solutions with high accuracy but also
able to be implemented in real-time scenarios. For this reason, we propose using
the one-stage detector RetinaNet for fresh and rotten fruit detection. In this
sense one of the main advantages of RetinaNet is its accuracy and efficacy in
real-time detection applications [11].
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3 RetinaNet Overview

Object detection methodologies based on Artificial Neural Networks can be clas-
sified on the number of stages they require for detection. The two-stage detectors
rely on the Region Proposal Network (RPN) to identify the candidate areas in
the image to search for the target object. Finally, the object is detected using
bounding box regression and classification on the most likely candidates. On
the other hand, one-stage detectors, instead of using an RPN to identify the
candidate areas, propose those areas. In general one-stage detectors are faster
and less accurate than two-stage detectors [13]. However, in specific applications,
one-stage detectors can outperform two-stage detectors.

RetinaNet [15] is a one-stage detector composed of following main parts:

1. Backbone. The backbone network is crucial for computing the convolutional
feature map over the entire input image. Typically, RetinaNet uses the ResNet
[10] architecture as a backbone considering a Fully Convolutional Network
(FCN) structure to get the image features. From this fully convolutional
structure are generated proportionally sized feature maps at multiple scales.
Consecutive layers generate feature maps representing the same scale. On the
other hand, feature maps of deeper layers represent smaller scales. Therefore,
a Feature Pyramid Net (FPN) is created and used as a feature detector. In
this sense, the FPN can be seen as a multi-scale feature encoder, where the
scale-decreased network is referred as backbone.

2. The classification subnet considers an FCN processed on each level of the
generated FPN to share information across all levels in the pyramid. This
stage is responsible for determining the existence and class number of an
object if any.

3. The regression and the classification subnets are processed in parallel on
each level of the FPN. The main difference between the classification and
the regression subnets is that while the classification subnet determines the
class of an object, the regression subnet defines the relative offset between an
anchor box and its corresponding ground-truth box.

The performance of RetinaNet is highly influenced by the FPN architecture.
The feature maps generated by the FPN are semantically and spatially con-
sistent. Higher-level feature maps of the pyramid are designed to detect larger
objects, while feature maps on the bottom of the pyramid are better at detecting
small objects. Feature maps in the FPN of RetinaNet can be used independently
to make predictions, and as stated above, the multi-scale feature maps depend
on the ANN architecture used as backbone. For this reason, in this paper, we
analyze which is the most suitable backbone for the detection and classification
of fresh and rotten fruits.
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4 Proposed Methodology

Figure 1 shows an overview of the proposed methodology for rotten and fruit
detection and classification. The proposed dataset is curated, labeled and aug-
mented. This visual information is processed by RetinaNet to obtain the learning
model for inference. The output of inference provides the class and location of
fresh and rotten fruits.

Fig. 1. Overview of the proposed process for detection of fresh and rotten fruits.

4.1 Dataset Description

Considering the need for automatic detection of fresh and rotten fruit in real-life
scenarios, we propose using an RGB-based database, instead of using traditional
hyperspectral imaging for food quality detection. The main drawback of using
hyperspectral imaging is its high-dimensionality, which not only slows down the
training process but also limits the on-line detection. Additionally, using RGB
information facilitates the implementation of detection algorithms in real-life
scenarios.

We propose using a modified version of the RGB-database presented in [14].
The original dataset consists of 13599 RGB images divided into 6 categories,
3 of fresh fruits and 3 of rotten fruits, as described in Table 1. This dataset
considers images with a wide variety of viewing conditions and backgrounds,
which is augmented using rotation every 15◦ from 15◦ to 75◦, and other kinds
of image processing operations, such as vertical flip, translation and salt, and
pepper noise addition.

Figure 2 shows some samples of the images in the dataset used in this app-
roach. From this figure, we can observe the challenges presented to define the
boundaries between some instances, especially in the case of fresh and rotten
banana, where the degree of occlusion is high. For this reason, instances with a
high degree of occlusion are not considered in the database. Although this dataset
is large enough for training, it does not include compressed images. Including
compressed images is not only useful as a data augmentation technique but also
provides compressed samples which may be useful implementation in real-life
scenarios, since most of the CCTV RGB-cameras store compressed recording
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(a) Fresh Apple

(b) Fresh Banana

(c) Fresh Orange

(d) Rotten Apple

(e) Rotten Banana

(f) Rotten Orange

Fig. 2. Training dataset

using the standard H.264/AVC [12]. Table 1 describes the number of instances
per class for the original dataset presented in [14], as well as the modified ver-
sion which does not consider cases with a high degree of occlusion, neither cases
with more than one instance per image. Additionally, some hundred samples of
compressed instances were included.
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Using this modified dataset with images of 380×380 pixels, we propose using
the RetinaNet [15] deep learning architecture for training purposes. To evaluate
the performance of Retinanet, in detecting fresh and rotten fruits, we use 80%
of the images for training, and the remaining 20% is used for validation. The
labeled dataset is randomly shuffled and split into the training and validation
sets.

4.2 Training Process

In this paper, we consider the one-stage detector called RetinaNet [15] for
the detection and classification of fresh and rotten fruits (apple, banana, and
oranges).

Table 1. Database description for the original dataset in [14] and the modified version
used in this approach

Dataset Fresh fruits Rotten Fruits

Apples Banana Oranges Apples Banana Oranges

[14] 2088 1962 1854 2943 2754 1998

Modified 2276 1803 1889 2152 2398 2113

The training stage used in this research considers a comparison in the per-
formance of RetinaNet using different ANNs as the backbone. In this sense,
ResNet-50, and ResNet-101 were pre-trained using the MS-COCO [16] dataset,
while VGG19 was pre-trained on the ImageNet [21] dataset. RetinaNet models
were trained using the following configuration parameters: Batch size of 16, 680
steps per epoch, 100 epochs, and Adam as a stochastic optimizer. RetinaNet was
implemented on the Google Colaboratory platform with a single 12GB Nvidia
Tesla K80 GPU enabled. The implementation was done using Keras and Ten-
sorflow as frameworks.

5 Experimental Results

In this section, we present the evaluation results, in the training and validation
stages. The training and validation stages were done in the Google Colaboratory
platform using the same configuration specified in the previous section. The
dataset was hosted on Google Drive to improve computational efficiency. For an
scale-invariant evaluation in classification and detection, the validation dataset
was randomly scaled up and down 50%.
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As stated in Sect. 3, RetinaNet relies on the backbone network to obtain
the feature maps. These feature maps are used to learn those features which
are dominant and scale-invariant. In this paper, we evaluate the performance of
RetinaNet using ResNet-50, ResNet-101, and VGG as a backbone.

Figure 3 shows the performance results obtained during the training process
of RetinaNet using different backbones. This figure presents the classification
loss, the regression loss, and the total loss obtained per epoch, as well as the
learning rate achieved. From this figure, we can observe that using ResNet-
50 as backbone provides the better results during training than other ANNs.
In general, ResNet-50 outperforms RestNet-101 and VGG-19, since it converge
faster than others, in the classification and regression subnets.

(a) Classification Loss (b) Loss per epoch

(c) Learning Rate (d) Regression loss

Fig. 3. Training performance of RetinaNet using ResNet-50, ResNet-101 and VGG-19
based models as backbone

Table 2 presents the obtained results of RetinaNet using ResNet-50, ResNet-
101, and VGG as backbone during the validation process. Results are presented
in terms of the mAP (mean Average Precision), the size of the training model,
and the average inference time of RetinaNet running on the aforementioned
Google Colaboratory platform. From this table, we can see that the best results
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are attained using ResNet-50 as backbone. This is, using ResNet-50 as backbone
outperforms other ANNs not only in terms of the mAP but also in terms of the
model size and the inference time.

Table 2. Performance comparison of RetinaNet Models using different backbones.

Backbone Avg. mAP Size of the Avg. Inference

trained model (MB) Time (sec)

ResNet-50 0.9885 139 0.4523

ResNet-101 0.9478 212 7.4195

VGG-19 0.7921 153 5.4213

Table 3 presents the per class accuracy obtained using each ANN as back-
bone in RetinaNet for fresh and rotten fruit detection. This table shows that
ResNet-50 outperforms other backbones for this application, attaining an aver-
age accuracy of 0.9885 out of 1. The accuracy obtained using RetinaNet with
ResNet-50 as the backbone is above 0.98 in all class cases, as shown in Table 3.

Table 3. Per class mAP using different ANNs as backbone in RetinaNet for fresh and
rotten detection.

Backbone Fresh fruits Rotten Fruits

Apples Banana Oranges Apples Banana Oranges

ResNet-50 0.9870 0.9895 0.9892 0.9868 0.9925 0.9861

ResNet-101 0.9587 0.9381 0.9405 0.9439 0.9552 0.9504

VGG-19 0.7757 0.8092 0.8672 0.7421 0.8255 0.7311

Figure 4 shows some visual examples of fresh and rotten fruit detection in
the validation subset, which also considers noisy, rotated, scaled, and unaltered
samples. In this figure, we can observe some samples per class during detection,
as well as its confidence score. Most of the classes present high confidence scores,
above 0.9. However, specially in the case of rotten orange, although the object
is well classified and detected, the confidence score is low compared to other
classes.
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(a) Fresh Apple

(b) Fresh Banana

(c) Fresh Orange

(d) Rotten Apple

(e) Rotten Banana

(f) Rotten Orange

Fig. 4. Examples of fresh and rotten fruit detection and classification using the pro-
posed approach.

6 Conclusions and Future Work

In this paper, we presented a RetinaNet based approach for fresh and rotten
fruit detection and classification. To determine the most accurate backbone for
RetinaNet, we evaluate ResNet-50, ResNet-101, and VGG-19. From this eval-
uation we conclude the best results are obtained using ResNet-50 as backbone
for fresh and rotten fruit detection, attaining an accuracy above 0.98 per class,



Rotten Fruit Detection Using a One Stage Object Detector 335

in terms of mAP. The dataset considered in this paper includes data augmen-
tation by means of rotation, flipping, translation, noise and compression using
the standard H.264 to represent fresh and rotten apples, banana and oranges.
According to obtained results, RetinaNet outperforms previous approaches not
only in terms of mAP reached but also in terms of the number of classes con-
sidered for detection and classification. As future work, we propose including
more samples per class and more classes as well as implementing the model in
hardware constrained devices for real-time detection in real-life scenarios.
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Abstract. The last years in Mexico were reported thousands of missing people.
Almost every day were found peoples dead in some place. The authorities open
a folder investigation, but most times is not possible an identification effective of
the person. In other hand, the familiars report the missing of any member to Public
Ministry (PM) or toNational SearchCommission (NSC). So, the authorities of PM
or NSC document the personal data. However, there is not a connection between
instances governmental. In this work, we propose a platform and algorithms to find
missing people. These algorithms are: The first module is the Characterization of
Unidentified People (CUP); the second module is the Characterization of Wanted
People (CWP) and finally the Searching for Missing People (SMP). SMP will
focus on an algorithm with similarity metrics with the ability to find one or more
“similar” people found on the platform. This last module will determine which
similar people were found, as well as the dependence on the government where
they are physically. To implement the solution, it is necessary to: Establish a vector
of characteristics obtained from the CUP module and the CWP module to apply
algorithms based on similarity metrics until “matching” and evaluate the proposed
algorithms to obtain the best result. For the solution we propose can benefit the
institutions that have unidentified corpses under your responsibility. If a human
remains is properly characterized, it increases the possibility of identifying and
claiming. Therefore, it can reduce or avoid the problem of excess of thousands
unclaimed corpses.

Keywords: Similarity metrics ·Missing people · People search ·Match ·
Matching

1 Introduction

1.1 Scene in Mexico

When a dead person is found, he usually lacks identification. The elements to identify a
person are their physical characteristics. The physical characteristics can be: approximate
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age, weight, height, gender, tattoos, moles, scars, among others. Also, they can be: shoes,
clothes, watch, jewelry, etc.

The authorities must lift the corpse under a protocol. The protocol consists of record-
ing the details of the corpse and the environment. An autopsy is performed and said
body is protected. Meanwhile, Family members search for the missing person through
photographs and physical features.

When a familymember disappears, the search begins in public places and at hospitals.
The search continues in themorgue or placeswhere corpses are sheltered.However,when
a corpse lacks identification, its location is difficult.

This research work seeks to facilitate the search and location of missing and
found dead without identifying. The MSUP is proposed (Fig. 2). The MSUP must be
implemented in a Web system for governmental instances mainly.

The forensic analysis is very important for identification of corpses. Dorado and
Sánchezmentioned in their book (“What the dead tell”, “Lo que cuentan los muertos”) as
the forensic get all characteristics from corpse or bones. The characteristics are recorded
in several forms. The characteristics of the bones and prostheses are useful when a corpse
is burned, decomposed or dismembered. The characteristics usually are: approximated
age, gender, height, denture, among others [1].

One problem in Mexico is that during the forensic process the data is not completed
on the corresponding forms. During autopsy, all data related to the human body must be
documented. The main objective is to know the cause of death. However, it is a great
opportunity to collect traits for possible identification. It is not a problem only inMexico,
in the work of Chattopadhyay et al. documents that Calcutta, India, poses as a disaster
the autopsy process in unidentified people. 89% of people studied between 15 to 60 years
of age. 7.4% are not recognized before 7 days. Most people were found on roads, paths
and rivers. The number of unidentified deaths in the city of Calcutta is quite alarming.
It would not be incorrect to describe it as a “disaster in disguise” [6].

1.2 Search for Missing People

The “Registro nacional de datos de personas extraviadas o desaparecidas (RNPED),
National data registry of lost or missing persons”, publishes that until 2018 the “Federal
Law Statistics” there are 1,171 people missing, while in the “Common Law Statistics”
there are, 36,266 people missing or not located. The data recorded are: Date and time
of disappearance, country where it disappeared, place of disappearance, nationality,
stature, complexion, gender, age, characteristics, ethnicity, disability and place where
the disappearance was recorded [2].

The RNPED use the form the Fig. 1 to search to a lost or disappeared person.
However, when the person is dead and unidentified is not possible to locate.
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Fig. 1. Form for search people using the website from RNPED.

According to the RNPED data, people missing every year from 2014 to 2018 are
shown in Table 1. Of which, 26,938 are men and 9,327 are women. In addition, more
than 50% are between 15 and 25 years old.

Table 1. Disappeared people from 2014 to 2018 in México [4].

Date Federal Law Common Law Total Variation

Oct 2014 554 23271 23605 ND

Jun 2015 443 25293 25736 2131

Apr 2015 557 25398 25955 219

Jul 2015 662 25917 26580 625

Oct 2015 916 26670 27586 1006

Jun 2016 946 27215 28161 575

Apr 2016 1027 27162 28189 28

Jul 2016 1044 27428 28472 283

Oct 2016 966 28937 29903 1431

Jun 2017 1030 29912 30942 1039

Total 8145 267203 275129

2 Related Publications

2.1 People Search

Since 2009 Grandsman proposed to extract blood to children. The above, because the
next problem. During the military dictatorship in Argentina (1976–1983), up to 30,000
people disappeared, including an estimated 500 newborn infants and young childrenwho
were handed over to military families to be raised as their own. “Las Abuelas de Plaza
de Mayo” (The Grandmothers of the Plaza de Mayo) is a human rights organization
that formed in order to identify their missing grandchildren and reunite them with their
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biological families. However, the extraction of blood was an illegal practice but can be
been an effective strategy if where approved for the government [3].

The cases of unidentified people are not necessarily for homicide. After a disaster,
there may be unidentified people such as the 9/11 attacks on the World Trade Center,
Hurricane Katrina, or the Southeast Asian tsunami. In the case of 9/11, the DNA was
used because the majority of relatives contributed a sample and, on the other hand, the
authorities were able to obtain a sample from each unidentified person. [7].

In the work of Andreev et al. exposed a growth of cases of unidentified people in
Russia. In this case, these are mostly people who die by drinking alcohol excessively.
To identify are used the passport or other documents in the pockets. The 13.5% are
unidentified people, but with a growing trend [9].

Bell proposes as a resource to identify people, the dental information. This resource
is very effective, however when you do not have the record you lose the possibility. On
the other hand, sometimes the bodies are found burned and much dental information is
lost. In summary, it is insufficient and other additional characteristics are required. [10]

2.2 Person’s Characteristics

The characteristics of a person are related to gender, age, height, weight, skin color,
among others. However, there are other more specific ones such as scars, tattoos, moles,
etc. Finally, there are other forensic types. Forensic characteristics are the most useful
to identify a person. The characteristics of the denture, prosthesis, fractures, absence of
limbs.

3 Similarity Metrics

3.1 Binary Similarity

Ie publication Seung-Seok Choi et al., we found 76 formulas for studying binary sim-
ilarity and distance metrics. In the set of formulas there are formulas that omit (d) that
refers to the similarity (0−0). For example: Jaccard, Dice, Czecanowski, 3w-Jaccard,
Nei & Li, Sokal & Sneak-I among others [8].

There are formulas for binary coefficient which not use la variable d. This formulas
considered for this propose are the next [5] [8].

Jaccard (1 

Dice + + (2

3W-Jaccard (2

We only using solutions with (a), (b), and (c), because the binary matrix has 93% of
zeros. Figure 7. With the metrics with (d) the % of similitude was above 90%, the above
made very difficult find the best similitude. In this case, Dice and 3 W-Jaccard it assign
two or three times the value of (a) but also they omit (d) [5, 8, 11].
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4 Method

4.1 MSUP Model

We propose a model for searching the unidentified people. The model not use personal
data but the characteristics. We use views for the capture the characteristics. Each matrix
or vector has 900 0 s and 1 s. However, each binary vector is stored as a text file
independent. The files are read and compared each other. See Fig. 2.

Fig. 2. MSUP: Model for Searching for unidentified people.

TheMSUPmodel is integrated for threemodules: The first isCUP (Characterization
of Unidentified People), the second is CWP (Characterization for Wanted People) and
the third is SMP (Search for Missing People).

Themodule CUP has the function of get theProfile-CUP of characteristics of uniden-
tified person. The characteristics are related of her skin, body, hair, clothes, etc. Each
characteristic will a binary data as zero or one (0−1). The data binary are recorded in
a Matrix-CUP. After, The Matrix-CUP is converted in at a Binary-Vector-CUP; finally,
the Binary-Vector-CUP is stored in a Dataset-CUP in a Server.

Fig. 3. Photos as source of characteristics.
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Multiples photo was taken of volunteer men and women, Fig. 3. These persons
were characterized as disappeared persons. With these photos was filled the matrix of
characteristics. Accord of matrix of Fig. 4.

The characteristics include of body and clothing and accessories. Other characteris-
tics: the teeth, inlaid teeth, bone prostheses, among others. See the Fig. 4. We obtained
about 900 binary elements, shown as 0 s and 1 s.

Tattoos
Hair color Front type

Types of eyes Face type
Scar

Moles
Piercing

Height Pregnancy
Weight Gender

Age Complexion Moustache
Clothing waist up Hair

TypeWaist color up
Waist texture up
Waist material up

Clothing waist down Waist color down Teeth
Waist material up
Type of footwear Shoe color

Jaw type Neck type
Lip type Eyebrow type Type of beard

Bone prostheses Skin color Accessories
Inlaid teeth

Ear Types
Absence of teeth

Ear Types
Absence of arms or legs Face types

Underwear texture
Prostheses Nose types

Underwear texture

Fig. 4. Set of types of characteristics.

The characteristics included have multiples answers. For each characteristic was
created a vector generally for the types.By example, for each toothwas recorded: absence
or presence, inlaid teeth end prostheses. In the case of hair: were recorded: presence or
absence, color, dyeing color, straight or curly, with extensions, among others.

The process for the characterization is possible using an interface with a set the
forms. Each form contains a question about a characteristic. The form has “n” answers,
all with zeros. The user only chooses an option, and record 1 as answer. By example,
the form shows ages ranges, the user choose the option accord the approximated age
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of unidentified person. After, the vector is recorded in the Binary-Vector-CUP. Each
characteristic is processed with the same way. See the Fig. 5.

Approximated height
0-

50 cm
51-

70 cm
71-

90 cm
91-

110 cm
11-

130 cm
131-

150 cm
151-

170 cm
171-

190 cm
0 0 0 0 0 0 1 0

Note: The user record 1 on range of 151-170 cm because the unidentified person 
is approximated 160 cm. Only the vector with 0s and 1s is recorded in the Binary-
Matrix-CUP. 

Fig. 5. Binary-Vector of approximated age.

This method was use for each characteristic. The 0 represents the absence while the
1 represents the presence of the characteristic. This process was used to normalize the
data as binary. A vector was created for each characteristic.

The body has been divided into sections. Sections aremarked to indicate the existence
of a mole, scar, or tattoo during characterization. For now, the tattoo on the body for
example a skull is not included.

The CWP module has a function of get the Profile-CWP of characteristics of
wanted persons. The characteristics are of skin, body, clothes, moles, tattoos, etc.
The characteristics are recorded as zeros and ones in a Binary-Vector-CWP, after in
a Binary-Vector-CWP.

The user that characterizes a wanted person does the following task. The user obtains
the characteristics of the personwanted. Then,markwith 1 each characteristic as inFig. 2.
Each binary vector will be added to the Binary-Matrix-CWP.

The last module is SMP for do match. The “Matching” makes comparison of two
strings of characters or 0 s and 1 s. When both strings are equals the distance is 1.0 0r
100%. If there are coincidences then there is a percentage between 0 and 99%. When
we obtain a set of records with a percentage each, just choose the highest percentage.

4.2 Characterization of the Missing Person

The characterization is made from a photo or characteristics listed from a member
familiar. The physical characteristics and clothes. As well, accessories as like as watch,
rings, earrings, and piercings among others. In the Fig. 6 we can see to a) the person’s
photo and at b) the characterization binary.

The first algorithm is detailed in the Code 1. This code find and open each file for
compare two strings end calculate the percentage of similarity. In this case each file have
the characterization of a person. The comparing is made with the string of the wanted
person and the each string of peoples unidentified registered
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a b

Fig. 6. a) The person’s photo and at b) The characterization binary.

Find the path
Open the folder files
Identification of the folder file according to gender
Set the path
Repeat
Read the file as a characters string
Calculate the similarity of the two strings
Calculate percentage of similarity
Store result
End of repeat
Show the results

The second algorithm set the gender. There is a folder for each gender. El gender 1
is male, 2 is female, 3 is transgender and 4 is intersexual. This makes it easier the search
because only search in the corresponding folder. See the Code 2.

Open the file
Read the file
Generate a binary string
If index 476 = 1 then Gender is Male
If index 477 = 1 then Gender is Female
If index 478 = 1 then Gender is Transgender
If index 479 = 1 then gender is Intersexual
Return Gender

The third algorithm allow calculate the grade of similitude. The algorithm make
a comparison for find a similitude percentage. For this calculate we use metrics of
similitude. See to Code 3.

Initialize a = b = c = d = 0
If length (String1) = length(String2)
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Repeat from Index = 0 to length(String2)
If(String[Index]) = 1 and String2[Index] = 1 then a = a+1
If(String[Index]) = 1 and String2[Index] = 0 then b = b+1
If(String[Index]) = 0 and String2[Index] = 1 then c = c+1
If(String[Index]) = 0 and String2[Index] = 0 then d = d+1
Print a,b,c,d
SS3 = a /(a + b + c) //Jaccard
SS2 = (2*a) /((2*a) + b + c) //Dice
SS1 = (3*a) /((3*a) + b + c) //3w-Jaccard
Return SS1, SS2, SS3

The Table 2 sample had 41 characterizations of unidentified people, including men
and women. Then, two characterizations were made of a man and a woman from the
same sample group, but as a wanted person. Matrices and binary vectors were obtained,
once the characterizations had been carried out. Finally, we apply the metrics through
the corresponding algorithms.

Table 2. Table of binary coefficient. [5, 8, 11]

1 (presence) 0 (absence) Sum

1 (presence) 1,1 (a) 1.0 (b) a + b

0 (absence) 0,1 (c) 0,0 (d) c + d

a + c b + d A + b + c + d

a
1%

b
3%

c
3%

d
93%

Values of (a),(b),(c),(d)

a b c d

Fig. 7. Ratio of 0’s and 1’s

5 Results

To test the methodology, two cases were studied. The case 1 and 2 yielded the results of
Table 3. Are shown the profile of 41 people. Two profiles of unidentified people were
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included. The results are percentages of similarity. In this case, the higher values indicate
more similar to the wanted people.

Table 3. Results of Case 1 and Case 2 with Jaccard, Dice and 3W-Jaccard.

Case 1 Case 2

Jaccard Dice 3 W-Jaccard Jaccard Dice 3W-Jaccard

1 0.13 0.22 0.30 1 0.20 0.33 0.42

2 0.25 0.41 0.51 2 0.26 0.42 0.52

3 0.26 0.42 0.52 3 0.17 0.29 0.38

4 0.14 0.24 0.32 4 0.52 0.69 0.77

5 0.17 0.29 0.38 5 0.21 0.35 0.44

6 0.17 0.29 0.38 6 0.24 0.39 0.49

7 0.24 0.38 0.48 7 0.38 0.55 0.65

8 0.18 0.30 0.39 8 0.22 0.37 0.46

9 0.13 0.23 0.31 9 0.06 0.12 0.17

10 0.30 0.46 0.56 10 0.18 0.31 0.40

11 0.30 0.46 0.56 11 0.13 0.22 0.30

12 0.29 0.44 0.55 12 0.06 0.11 0.16

13 0.27 0.43 0.53 13 0.11 0.19 0.26

14 0.25 0.39 0.49 14 0.13 0.23 0.31

15 0.25 0.39 0.49 15 0.12 0.22 0.29

16 0.25 0.41 0.51 16 0.13 0.22 0.30

17 0.67 0.80 0.86 17 0.18 0.31 0.40

18 0.20 0.34 0.43 18 0.19 0.32 0.41

19 0.34 0.51 0.61 19 0.15 0.26 0.34

20 0.24 0.39 0.49 20 0.23 0.37 0.47

21 0.28 0.44 0.54 21 0.18 0.31 0.40

22 0.30 0.46 0.56 22 0.22 0.36 0.46

23 0.41 0.58 0.68 23 0.23 0.37 0.47

24 0.30 0.46 0.56 24 0.19 0.33 0.42

25 0.16 0.27 0.36 25 0.26 0.42 0.52

26 0.21 0.34 0.44 26 0.14 0.24 0.33

27 0.25 0.40 0.50 27 0.09 0.16 0.23

28 0.26 0.42 0.52 28 0.23 0.37 0.47

29 0.28 0.43 0.53 29 0.14 0.25 0.33

30 0.24 0.38 0.48 30 0.16 0.28 0.37

31 0.20 0.33 0.42 31 0.27 0.42 0.52

32 0.31 0.47 0.57 32 0.21 0.34 0.44

33 0.36 0.53 0.62 33 0.18 0.31 0.40

(continued)
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Table 3. (continued)

Case 1 Case 2

Jaccard Dice 3 W-Jaccard Jaccard Dice 3W-Jaccard

34 0.27 0.43 0.53 34 0.18 0.30 0.39

35 0.35 0.52 0.62 35 0.10 0.19 0.26

36 0.28 0.43 0.53 36 0.13 0.22 0.30

37 0.33 0.50 0.60 37 0.08 0.14 0.20

38 0.21 0.34 0.44 38 0.25 0.41 0.51

39 0.26 0.42 0.52 39 0.15 0.26 0.34

40 0.14 0.24 0.33 40 0.33 0.50 0.60

41 0.23 0.38 0.48 41 0.20 0.33 0.43

Figure 8 shows case 1. As we can see, the unidentified person 17 corresponds more
to the characteristics of the person sought. Also, we can see other cases such as 23, 33,
35 and 37 with higher %, however, it is clear that 17 corresponds to the person sought.

Fig. 8. Graph of case 1, the record 17 is major.

In Case 2, were obtained the results of Table 3. As we can see, record 4 shows the
highest %. Similarly, 17 of 41 results. Other high values such as 7, 31, 38 and 40 were
found. However, the record 4 corresponds to the person wanted.

In Fig. 9. We can see that register 4 is the highest. Therefore it corresponds to the
person wanted. We can see other cases such as 7 or 40. However, the value of register 4
makes it very evident that he is the person wanted.

In this case, of the three techniques used, we can see that the 3 W-Jaccard technique
is the most effective, as it shows higher values for all cases. On the other hand, we can
see the consistency between the three techniques. It is possible that the values are not
100% due to the characterization of the people. The characterization is done by users
through the interfaces and it is possible that they introduce some erroneous data. The
above, because most of the characteristics are qualitative.
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Fig. 9. Graph of Case 2. In this case the record 4 is the major.

6 Conclusions

We can conclude that it is possible to generate the profiles of unidentified people and
the profiles of wanted people. With the profiles you can generate matrices and binary
vectors in a standard way. Once the profiles are generated they can be stored in text
files as strings of 0s and 1s. We can apply similarity metrics and find the closest match.
Similar records can be found. In that case, the highest percentages are candidates. Once
the most similar record or records have been found, it will be necessary to go to make
an identification of the person sought to the government instance. In this case, there are
government agencies where the unidentified candidates are to complete the search.
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Segmentation
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Abstract. Fuzzy C-means (FCM) is one of the most used clustering
algorithms, some research seeks to achieve a better quality in the results.
It is well known that an adequate selection of the initial centroids will
achieve a better clustering result. In this paper, a comparison of some
initialization methods applied to the FCM algorithm is made, the exper-
imental results suggest that the K-means++ initialization method is the
most suitable for image segmentation, since it produces a better initial-
ization condition, in addition to improve convergence times.

Keywords: Initialization methods · Fuzzy C-means · Image
segmentation · K-means++

1 Introduction

Clustering breaks down a given set of objects into subgroups or clusters based
on similarity. Its objective is to divide the data set in such a way that the
objects that belong to the same cluster are as similar as possible, while the
objects that belong to different clusters are as different as possible [1]. Clustering
can be applied to image segmentation, one of the most popular methods is the
Fuzzy C-means algorithm, which allows the gradual belonging in a closed interval
μ ∈ [0, 1] of the data with respect to the clusters or regions of interest.

Fuzzy C-means cannot guarantee a unique clustering result because the ini-
tial centroids are chosen at random, this yields a higher number of iterations and
the clustering result unstable. Many investigations try to find the best way to
initialize this centroids, such is the case in [2] that extracts the most vivid and
distinguishable colors called dominant colors from a given set of colors, this
are obtained by computing the similarities between color points in the set and
well-known reference colors. These similarities are used to calculate the degree
of belonging of each color point to the reference colors. Based on the degrees of
membership, we identify the dominant colors and then select to guide the selec-
tion of the initial centroids. [3] presents a initialization scheme called Hierarchical
c© Springer Nature Switzerland AG 2020
L. Mart́ınez-Villaseñor et al. (Eds.): MICAI 2020, LNAI 12469, pp. 350–362, 2020.
https://doi.org/10.1007/978-3-030-60887-3_31
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Approach (HA), integrates the splitting and merging techniques to obtain the
initialization condition for FCM algorithm. Initially, the splitting technique is
applied to split the color image into multiple homogeneous regions. Then, the
merging technique is employed to obtain the reasonable cluster number for any
kind of input images. In addition, the initial cluster centers for FCM algorithm
are also obtained. [4] introduces the Fuzzy C-means++ algorithm which utilizes
the seeding mechanism of the K-means++ algorithm and improves the effective-
ness and speed of Fuzzy C-means. By careful seeding that disperses the initial
cluster centers through the data space, the resulting Fuzzy C-means++ app-
roach samples starting cluster representatives during the initialization phase.
The cluster representatives are well spread in the input space, resulting in both
faster convergence times and higher quality solutions. Finally an improved fuzzy
clustering algorithm based on Spark is proposed in [5], that integrates the L2
norm and uses the K-means++ algorithm improved by the Canopy algorithm
[6] to initialize the cluster center; their experimental results show that performs
well in clustering accuracy and computational performance.

An experimental comparison between three batch clustering algorithms is
performed in [7], the Expectation – Maximization (EM) algorithm significantly
outperforms the other methods, so, they proceed to investigate the effect of
various initialization methods on the final solution produced by this algorithm.
The initialization methods considered are (1) parameters sampled from a previ-
ous non-informative, (2) random perturbations of the marginal distribution of
the data, and (3) the result of the hierarchical agglomerative grouping. All the
methods proposed in the literature for centroids initialization present positive
results in different areas, there is some papers that compares different initializa-
tion methods for the K-means clustering algorithm [8–10] however, a comparison
of these has not been carried out to determine which allows to generate a better
clustering result in the Fuzzy C-means algorithm. The aim of the paper is to
compare different methods to initialize clustering algorithm, specifically Fuzzy
C-means to improve the data clustering or image segmentation. The rest of the
paper is organized as follows: Sect. 2 presents background information. Section 3
will describe the initialization methods. Section 4 will compare the clustering and
segmentation results produced by FCM algorithm using considered initialization
methods. Finally, conclusions and future work in Sect. 5.

2 Fuzzy C-Means Algorithm

The Fuzzy C-means algorithm assigns each pixel to the nearest cluster, it allows
a gradual membership in a closed interval of data μ ∈ [0, 1], with respect to the
cluster or regions of interest. This flexibility allows to express the membership
of a data to all the cluster or regions simultaneously. The problem of dividing a
set of data into different clusters is a the task of minimizing the square distances
between the data and the centers of the clusters. Formally, a fuzzy clustering
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model of a given data set X in c clusters is defined to be optimal when it
minimizes the following objective function Jf [11]:

Jf (X;Uf , C) =
n∑

i=1

c∑

j=1

μm
ijd

2
ij , (1)

where Uf represents the membership matrix and C a vector with the centers of
the cluster, μij is the membership of pixel xi in the jth cluster, d2ij is a norm
metric, and the parameter m controls the fuzziness of the resulting partition, and
m = 2 is regularly used. The objective function Jf is minimized by two steps.
First the degrees of membership are optimized by setting the parameters of the
clusters, then the prototypes of the clusters are optimized by setting the degrees
of membership. The equations resulting from the two iterative steps form the
Fuzzy C-Means clustering algorithm [11].
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ij
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3 Seeding Initialization Methods

Seeding is a important method for clustering initialization, which generally is
an procedure to select seeds from a data set, each being as the initial center of
a cluster. Then four techniques were studied: K-means++, cluster, sample and
uniform random seeding.

Uniform Seeding. This technique selects the number of centers uniformly at
random from the range of data set, it is the usual way in which centroids are
initialized in the FCM algorithm.

Sample Seeding. This method selects a number of points from the data set at
random, which are the initial centroids [12]. The algorithm is very simple, and
it is showed on Algorithm 1.

Algorithm 1. Sample seeding Algorithm
Input: Data X, number of centers k
Output: Set of center C
1: C ← {c1, c2, . . . , ck}, ci is selected randomly from X
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Cluster Seeding. Cluster seeding performs a preliminary clustering phase in
a random 10% sub sample of the data only if the number of points in the sub
sample is greater than the number of centers. This preliminary phase initializes
itself using sample seeding. When the number of points in the 10% random sub
sample is less than the number of center, then selects randomly the number of
centers of the data set [12]. The algorithm is very simple, and it is showed on
Algorithm 2.

Algorithm 2. Cluster seeding Algorithm
Input: Data X = {x1, x2, . . . , xn}, number of centers k
Output: Set of cluster C
1: S ← {x1, x2, . . . , xd}, is selected randomly from X with d < n
2: C ← {c1}, ci is selected randomly from S
3: while C \ C′ �= v do
4: for all u ∈ S do
5: C′ ← C
6: Assign u to group Cj corresponding to its nearest centroid cj
7: Compute a new set of centroids to update C
8: end for
9: end while

K-Means++ Seeding. The K-means++ is one of the most used strategies for
seeding that distribute the initial centers across the space covered by dataset ele-
ments. The K-means++ first choose an initial center from points, then compute
the square distances between all points and select the next random centroid with
probability dmin(u)

2
∑

v∈X dmin(v)2
[13]. This procedure can be defined as in Algorithm 3.

Algorithm 3. K-means++ seeding Algorithm
Input: Data X, number of centers k
Output: Set of center C
1: C ← {c1}, ci is selected randomly from X
2: while |C| < k do
3: for all u ∈ X do
4: Select a new center ci from X with probability dmin(u)2

∑
v∈X dmin(v)2

5: C ← C ∪ {ci}
6: end for
7: end while
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4 Experiments and Results

In this section, we first describe the databases where the initialization methods
were tested, secondly, how the experimentation is carried out, then the metrics
considered to measure quality, and finally the results of the evaluation of the
quality of clustering and image segmentation.

4.1 Databases

The four initialization methods of FCM was tested on 300 images selected of
the following databases: Sky database, a collection of images for sky segmenta-
tion [14], Weizmann Segmentation Evaluation Database images [15], ISIC 2019
database, contains dermoscopic images [16], Berkeley Segmentation Data Set 500
(BSDS500) [17] and Microsoft Research Cambridge Object Recognition Image
Database [18], just to depict, in Fig. 1 some of the images of these databases
are shown, in which, we put the name of the image and the number of regions
established to segment each image is suggested through parameter c.

(a) 0001, c = 2 (b) 0003, c = 2 (c) egret face, c = 2 (d) ISIC 00, c = 2

(e) 3096, c = 2 (f) 42049, c = 2 (g) 135069, c = 2 (h) 147091, c = 2

(i) 118035, c = 3 (j) 238011, c = 3 (k) 118 1884, c = 3 (l) 110 1031, c = 3

Fig. 1. Real images for the experimentation.

4.2 Experiments

The purpose of the considered experiment is to segment the test images with
each of initialization methods to FCM to find the better performance. The com-
parison of these initialization methods was evaluated to some metrics to measure
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the quality of the clustering and others to measure the quality of the Image Seg-
mentation. Moreover, the number of iterations and runtime are also taken into
account, to observe which initialization method is faster. The four methods were
implemented in the MATLAB R2018b environment, in addition to number of
cluster c, we considered the parameters m = 2, and ε = 0.0001.

4.3 Quality Metrics

We describe the four considered metrics to measure the quality of the clustering:

– Sum of Squared Errors, calculates the sum squared distance of all objects to
the centroids of their respective clusters, this is usually is using to validate
the initialization methods [19].

SSE =
K∑

k=1

∑

∀xi∈Gk

(xi − ck)2 (4)

Where Gk is the k − th cluster and ck is the centroid of the group.
– Partition Coefficient (PC) measures the amount of overlapping between clus-

ter [20]

PC =
1
N

c∑

i=1

N∑

j=1

(μij)2 (5)

where μij is the membership of data point j in cluster i. The optimal number
of cluster is at the maximum value.

– Adjusted Rand index, calculate a similarity measure between two clusterings
by considering all pairs of samples and counting pairs that are assigned in
the same or different clusters in the predicted and true clusterings [21,22].

ARI =
RI − E[RI]

max(RI) − E[RI]
(6)

Where RI is the non-adjusted version of the Rand Index and is described by
the following formulation:

RI =
a + b

Cn
2

(7)

This score takes values between 0 and 1, and higher values indicate better
clusters in terms of ARI than lower ones.

On the other hand, the metrics used to measure the quality of the Image
Segmentation were [23]:

– Accuracy, to measure the quality of the clustering.

Accuracy =
TP + TN

TP + TN + FP + FN
(8)
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– DICE similarity coefficient (DSC), quantify the overlap between segmentation
results with the ground truth.

DSC = 2 • Area(X ∩ Y )
Area(X) + Area(Y )

(9)

– Intersection over union (IOU), shows if the classes are well classified, take
values in [0, 1], with a value of 1 indicate a perfect segmentation.

IOU =
TP

TP + FP + FN
(10)

Where TP are the true positives, TN the true negatives, FP the false pos-
itives and FN the false negatives. X and Y represent the ground truth and
segmented images, respectively.

4.4 Evaluation on Clustering Quality

This paper aims to compare different methods to initialize clustering algorithm,
specifically Fuzzy C-means. One of the experiments to determine which of the
four methods has the better performance, is compare the number of iterations
and the runtime of each one. Therefore, Table 1 shows the execution average
performance of the four initialization methods, demonstrated that cluster seeding
has the shortest execution performance, with less number of iterations, 11; this
is because it performs a clustering phase on a sub sample of 10% of the data,
that is, it reduces the images to 10% to find the initial centroids, while the
other methods use the original image. In second place is K-means ++, with 14
iterations, approximately 0.09 s slower than cluster seeding.

Table 1. Execution average performance.

Method Iterations Runtime(s)

Uniform 15 0.453

Sample 17 0.518

Cluster 11 0.349

K-means++ 14 0.443

Furthermore, to observe the evolution of the four methods based on the
number of iterations, the minimization of the quadratic error was calculated
through its objective function and the result was plotted in terms of the number
of iterations, as shown in Fig. 2 for sample image 238011. In order to standardize
the graphs, the iterations were plotted from 0 to 20, it is important to emphasize
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that uniform seeding requires more than 20 iterations to converge, specifically
39, while K-means++ only needs 4 iterations. As can be seen in the figure,
apparently there is not a change significantly the quantification of the objective
function from the eighth iteration, with this in mind, is this possible that these
iterations allow improve fine detail in segmentation

Finally, the average value of each metric considered to measure the clustering
quality is presented in Table 2, undoubtedly, there is a significant reduction of
final SSE compared to initial, and the K-means++ seeding has the best average
score. It should be noted that this method also has the best PC score, while
cluster seeding has the second place. On the other hand, cluster seeding has the
best ARI average score, followed by K-means++ seeding. To summarize, these
quantitative results suggest that K-means++ seeding has the best performance
in terms of clustering quality for two of the three metrics considered, the superi-
ority is due to the fact that this technique selects the initial centroids by means
of a probability function, and the others do so randomly or with subsamples.

(a) Uniform (b) Sample

(c) Cluster (d) K-means++

Fig. 2. Objective function vs iteration in image 238011.
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Table 2. Evaluation average on clustering quality.

Metrics Initial SSE Final SSE PC ARI

Uniform 2.4E+06 4.176E+03 0.902 0.706

Sample 7.9E+09 4.286E+03 0.893 0.705

Cluster 1.0E+06 4.235E+03 0.907 0.763

K-means++ 5.9E+08 4.154E+03 0.910 0.723

4.5 Quantitative Evaluation on Segmentation Results

The quantitative average performance of the experiments is presented in Table
3, specifically the K-means++ method obtains a better result in terms of seg-
mentation in two of the metrics considered (Accuracy and DICE coefficient).

Table 3. Evaluation average on clustering quality.

Metrics Accuracy Dice IOU

Uniform 0.774 0.725 0.767

Sample 0.790 0.789 0.757

Cluster 0.825 0.809 0.813

K-means++ 0.836 0.832 0.800
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Fig. 3. Graphical results of the segmentation performance.
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(a) Original image (b) Original image (c) Original image

(d) Ground truth (e) Ground truth (f) Ground truth

(g) Uniform (h) Uniform (i) Uniform

(j) Sample (k) Sample (l) Sample

(m) Cluster (n) Cluster (o) Cluster

(p) K-means++ (q) K-means++ (r) K-means++

Fig. 4. Samples of segmentation results.
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While the best average score for IOU is cluster seeding. These results show that
K-means++ has better results in two of the metrics used due to the selection of
its initial centroids, which unlike the other methods uses a probability function
and is not random. To visualize the results, Fig. 3, just for depict, shows the
behavior of these metrics in only 12 test images.

4.6 Qualitative Evaluation on Segmentation Results

Due to space limitation, here we only show quantitative results for three sample
image segmented through Fuzzy C-means using the four initialization methods,
uniform, sample, cluster and K-means++, are illustrated in Fig. 4. It is note-
worthy that segmented regions obtained by initialization with K-means++ pro-
duces better segmentation results compared to the other initialization methods.
In other words, K-means++ to successfully segment the images in the clus-
ters determined by the parameter c, while the other initialization methods have
trouble assigning some pixels to the correct cluster. This is corroborated by
comparing it with the ground truth, in addition to reinforcing the quantitative
results presented previously.

5 Conclusions

In this paper, a comparison of different initialization methods was made to
improve the sensitiveness of FCM algorithm when choosing the initial cluster
centers as they are important on the segmentation quality. Stated another way,
they can achieve a better segmentation result, because of a better initialization
condition provided to the FCM algorithm. The experimental results conclude
that the K-means++ initialization method produce a better initialization condi-
tion for FCM algorithm than sample and uniform initialization methods, by suc-
cessfully reducing the execution time and producing more homogeneous regions
in the segmentation results. This is reinforced with the quantitative results,
demonstrated that K-means++ has a superior result in the considered metrics.

As future work, we intend to incorporate other features, such as texture, to
improve segmentation. In addition, testing the initialization methods in different
color spaces, even extending it to intuitionistic or hesitant fuzzy set theory.
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Abstract. Historical-educational documentary sources have gained con-
siderable attention in educational contexts. However, some sources suffer
from serious problems such as inadequate infrastructure, poor preserva-
tion, and lack of qualified personnel. In addition, a large part of documents
is not digitilized, making research difficult. As a consequence, there is a
need for transcription, digitalization, and cataloging sources of information
for the analysis of large volumes of data. To deal with this issue, we present
SPEdu, a tool to digitalize sources of information demanded by research
on the History of Education. The workflow of SPEdu is divided into three
steps. Firstly, SPEdu adquires images from an information source. Sec-
ondly, the tool prepocesses the images and extracts features from them.
Finally, a supervised machine learning module was built to classify images
between text and non-text. To assess the viability of SPEdu, we used the
Official Gazette of the State of Sergipe. Regarding the third step, we eval-
uated the performance of classification algorithms, such as J48, Logistic
Regression, Multi-layered Perceptron (MLP), Naive Bayes, Random For-
est, and Random Tree. Results have revealed that Random Forest outper-
formed remaining techniques with an average rate of 95% of accuracy.

Keywords: History of education · Supervised machine learning ·
Information retrieval · Image processing · Digitalization of documents

1 Introduction

Printed information sources represent a complex challenge for information
extraction [1]. This is because these sources contain several page layouts with
multiple articles, in which they are designed to allow people to define their
own reading order. Paragraphs and images are distributed over several pages in
an unpredictable way, making the extraction of data from printed information
sources (e.g. gazettes or newspapers) a daunting task. According to [2], the pro-
cessing of data from gazettes is a task with a high degree of difficulty, since they
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are printed on low quality paper, which tends to change color over time. Such
changes generate noise that increases with the time of existence of the document.

In this sense, Rajeswari and Magapu state that in the digital age, the con-
version of printed documents to electronic form has become a necessity for the
availability of information [3]. Nonetheless, the authors also state that in order
to allow documents to be found, it is necessary that their metadata be extracted
through optical character recognition (OCR) tools. OCR is a technology that
allows for converting different types of documents such as Portable Document
Format (PDF) files, images captured in digital cameras and documents scanned
into an editable and searchable format [3].

To extract data through OCR, Vasilopoulos and Kavallieratou state that it is
necessary to employ methods that combine document layout analysis with text
detection [4]. The first step in the process occurs with the digitization of the
document. This can be done by means of photographs or scanning of sources.
However, the scanning process aims to turn the printed or handwritten document
into a digital document, but this fails to allow the document to be searched
automatically. In this way, the searcher will remain dependent on transcription,
cataloguing and indexing of documents.

Kaur and Jindal indicate that in order to be able to recognize and detect
the texts, it is necessary to pre-process the images, removing noises [5]. Since
historical documents are complex sources, after the preprocessing it is necessary
to analyze the page layout. This will allow proper recognition of the texts. Layout
analysis then aims to recognize the distinction between regions that are textual
and those that are not, then making it possible to extract the texts [5].

To deal with layout analysis, we present SPEdu, a tool to digitalize histori-
cal sources of information in Portuguese. The workflow of SPEdu is divided into
three steps. Firstly, SPEdu adquires images from an information source. Sec-
ondly, the tool prepocesses the images and extracts features from them. Finally,
a classification model is trained to determine whether an image is text or not.

To evaluate SPEdu, we used as a case-study the gazette “Diário Oficial do
Estado de Sergipe”, published in Brazil, which has more than 100 years of paper
edition. This gazette contemplates the political history of the region, since all
governmental acts must be published in it. Examples are the opening of schools
and possessions of government secretaries, which can subsidize researchers in
the field of education. After training classification algorithms, RandomForest
obtained best results in terms of accuracy.

The remainder of the paper is organized as follows. Section 2 describes
the related work. Section 3 introduces our approach for image processing and
describes feature extraction techniques. Section 4 evaluates classification strate-
gies and discusses the results. Finally, Sect. 5 concludes the article and identifies
future research lines.

2 Related Work

Several authors have been studying techniques that allow for layout analysis,
using machine learning in printed sources, mainly newspapers. Zeni and Wel-
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dermarian [1] performed layout analysis in an experiment with one hundred
newspapers, using the decision tree algorithm and obtaining an average accu-
racy of 84%. Bukhari et al. [6] used the Multilayer Perceptron classifier (MLP)
for text and non-text separation. The work, however, failed to obtain acceptable
precision. Palfray et al. [7] used forty-two images from the Rouen Journal, in old
French, for an experiment, obtaining a precision of 85.84%.

Another work that uses historical sources is that of Hebertet et al. [8], with
the PlaIR system, performing an experiment in two books, in French, obtain-
ing as a result the accuracy between 77.07 and 87.61%. Pramanik and Bag [9]
obtained an overall accuracy of 88.74%, the MLP obtained accuracy of 88.74%,
the Support Vector Machine (SVM) obtained an accuracy of 86.45% and the
Random Forest an accuracy of 86.17% for document classification in Bengla
(one of the Indian languages). Researchers Chathuranga and Ranathunga [10]
proposed an algorithm for content extraction from old newspapers. In the test
with forty-four images, they obtained an accuracy of 69.79%. In the work of
Vasilopoulos [11], using seventy-four scanned pages of newspapers, in Arabic,
with a layout analysis algorithm prepared by the researcher, an accuracy of
90.4% was obtained.

3 Image Processing and Feature Extraction Techniques

To work with historical documents, a cycle involving acquisition, pre-processing
and image classification is adopted, as shown in Fig. 1. When using scanners,
considerable care is taken in the handling of the document, preventing it from
being damaged.

The images used in this work were captured in a hand scanner, portable NIP-
A4 model, by Marc Nipponic. This device was chosen due to the fact that old
gazettes are highly fragile. Thus, it would not be possible to use a desk scanner
for the task. Mobile phones and cameras were also used for the photographs of
the gazettes. However, in the detection process, the quality obtained with those
devices was lower than the one obtained with the scanner.

An image can present several problems, such as noise, low contrast, inade-
quate inclination, and elements that make it difficult to recognize characteristics,
among others. Thus, in order to carry out the detection and recognition of texts,
the second step of the proposed model was carried out: the conversion of the
image into gray tones. With this, the color image, which has three color chan-
nels, is converted into an image with a single grayscale channel, reducing the
amount of information regarding the image. The result of this procedure is pre-
sented in Fig. 2.

The grayscale image is generated after a conversion performed from the
weighted sum of the color channels, considering the capacity of the human eye
to absorb the light emitted by each color. Thus, the representation of the image
through luminance produces a grayscale image, where each color (RGB) is asso-
ciated with a luminance value, given by the Eq. 1:
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Fig. 1. Acquisition, pre-processing and classification cycle.

Fig. 2. Grayscale image conversion.

Equation 1 - Conversion of color image to grayscale

Gray Image = (red image∗0.299)+(green image∗0.587)+(blue image∗0.114)
(1)

Source: Based on Mello, Santos and Oliveira [12]).

The gray image is the result of the luminance value, which was found by means
of Eq. 1, based on the color componentsR (red),G (green) andB (blue).As a result,
the generated image employs levels of gray ranging from 0 (absolute black) to 255
(absolute white) [12]. As the image had three color channels and was converted to
a channel with only grayscale, the final size of the image is reduced, implying the
amount of information available for the computer to process.

The next step in image processing is binarization (threshold) [3], which can
be categorized as global and local [13]. Binarization is a technique that allows
for segmenting the objects of the background. This process transforms the image
that is in shades of gray into a binary image, which has only two colors - black
(represented by 0) and white (represented by 1), removing the other colors. There
is also a form of threshold based on a single limit, called “Otsu binarization”
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[14]. An alternative is the adaptive threshold proposed by Sauvola et al. [15].
In this work, we used binarization to remove the yellowish background, which
makes difficult the analysis and classification of the objects in the image. This
process is presented in Fig. 3.

Fig. 3. Grey to black and white image conversion. (Color figure online)

However, in order to mark the text it is necessary to apply the inversion
of the binarization, where the white will be black and the black will be white,
as shown in Fig. 4. This will allow for marking each white board on the black
background. It is important to remember that the original picture was kept,
being processed a copy of the image, automatically generated by the tool.

Fig. 4. Inverted image binarization.

Next, a morphological operation was performed, which is a transformation
applied to a binary or gray scale image. Operations can be performed to expand
or reduce the size of objects in the image, close gaps, among other things. For
text detection, the morphological operation is used to gather the texts into a
single group. In this way, texts can be detected in blocks. There are several
morphological operations. In this work, the dilation operation was adopted. For
this, a structuring element such a matrix was defined.

According to [16], the dilation operation allows pixels to expand, resulting
in the union of gaps. In the operation performed in this work, the size of the
optimal matrix was 51 × 51. In the case of texts, the tendency is to unify in a
block, as shown in Fig. 5.
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Fig. 5. Dilated image.

In order to reduce the noise generated by the image, after applying the dila-
tion, the median filter was used. A filter is a way of processing the pixels of an
image, generating a new output image through a kernel. The kernel is a small
matrix, which can be used to blur the image, improve sharpness, and detect
edges, among other features. Basically, the kernel is scrolled over the image,
from left to right and from top to bottom, allowing mathematical operations to
be performed on the original image and creating a new image as a result.

According to Frery in Melo [12], the median filter has as output one pixel,
which, in turn, has as value the median of the observations. Although it has a
similar effect to the median filter, the median filter has as a positive point the
preservation of the edges and contours of an object. Considering this aspect,
this filter was adopted to reduce some points of the image, keeping the edges
intended to be detected. In the evaluation, the kernel size defined was 25. The
result obtained is presented in Fig. 6.

To identify the objects, OpenCV contour detection was used, which is based
on the algorithm proposed by Suzuki and Abe [17]. As a result, the detection
located contours of objects that are different from the background. Thus, an
outline is a representation of the boundary of a shape.

The findCountours function in the OpenCV library detects the outline in
an image. In order to select only the external contour in a picture, and not the
contour within the contour, cv2.RETR EXTERNAL was used. The parameter
cv2.CHAIN APPROX SIMPLE was used for reducing the number of redundant
points, leaving only the essential points of the detection. Thus, the result is the
detection of an outline on the objects that can be marked in an image, as shown
in Fig. 7, being one of the steps to search for data in historical sources.
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Fig. 6. Binary image after applying the median filter over the dilated image.

To conduct the third step of SPEdu, it is necessary to extract some features
related to the detected outlines. Then, these features are used to build classi-
fication models to identify whether a extracted image from the second step is
a text or a non-text. In this work, information was extracted from 100 issues
of the Official Gazette of the State of Sergipe, totaling 1,100 pages, in order to
characterize the detected object, test and train the supervised machine learning
model. Thus, the following features from extracted items were identified:

(a) Ratio: is the result of the image width divided by the image height. Thus,
if the value obtained as a result is less than 1, the object or figure has a
height greater than the width. If the ratio is greater than 1, the object has a
width greater than the height and, if it is equal to 1, the object is a square.
In the work of [18], the proportion is used to reduce the research space. In
our work, the proportion is one of the features extracted in the detection.
According to Kumar, Sailaja and Begum [19], the proportion is the ratio
between the width and height of an image, according to Eq. 2.

Equation 2 - Proportion of an image

Proportion =
image width

image height
(2)

Source: Adapted formula from Kumar, Sailaja and Begum [19]).
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Fig. 7. Image with object detection.

b) Extension: is the area of the shape divided by the bounding box area of the
object. As a result, every extension is smaller than 1, since the object must
always be smaller than the figure as a whole, that is, the extension is the
area covered by something [19], according to the Eq. 3.

Equation 3 - Extension of an object

Extension =
object area

rectangle area
(3)

Source: Adapted formula from Kumar, Sailaja and Begum (2019).

c) Convex hull: is used to check the curve for convexity defects and correct it
[19]. Thus, given a set of points in Euclidean space, the convex hull is the
smallest possible set that contains these points, as shown in Fig. 8.
Thus, the space in the image is smaller than the space used by the convex
hull to delimit the object.

d) Solidity: is the quality or state of being firm or strong in relation to its
structure [19], being the result of the division of the contour area by the
area of the convex hull, according to Eq. 4.

Equation 4 - Solidity of an object

Solidity =
boundary area

convex hull area
(4)
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Fig. 8. Application of the convex hull.

e) Area of the object: represents the number of pixels within the outline, i.e.,
the total of points on an object (Eq. 5).

Equation 5 - Area of an object

Area = object width ∗ object height (5)

Finally, the width and height of the objects detected were also used in isola-
tion.

4 Evaluating Classification Strategies

To classify the items, it is required to perform the layout analysis. Thus, based
on the extracted data, an information base was created to train the classification
model. This would allow SPEdu to automatically detect in subsequents images
whether the items in a document were text, pictures or just noise. In this process,
5,000 pieces of information related to ten issues of the gazette surveyed, with
the features listed above, were used.

In this work, the hypotheses are:

– H1: the object is an image;
– H2: the object is a text;
– H3: the object is a noise;

Each one of these items can accept only one hypothesis and rejects the others.
This is a useful technique in layout analysis, aiming to validate if the detected
items are text, images, etc.

To corroborate the aforementioned hyphoteses, the following machine learn-
ing techniques were tested: NaiveBayes, MLP, Logistic Regression, Tree, Random
Tree and Random Forest. We aimed to determine which of these techniques best
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perform for detecting whether the object is a text, a figure, or a noise. To eval-
uate the techniques, the features extracted from the gazette were used, to train
and validate the algorithms, as shown in Fig. 9.

In order to test the algorithms, the “Waikato Environment for Knowledge
Analysis” (WEKA) tool was utilized. The “k-fold” cross validation technique
was adopted to test the model, which is applied so that the whole database is
used in training and testing [20]. Thus, given a database with 2000 records and
being defined k = 10, the database will be divided into 10 subsets, where each
one will have 200 records each, being used 9 subsets for training and one for
testing, being rotated, until all subsets have been used [20].

Fig. 9. Machine learning cycle.

In this way, the database of features extracted from the gazette was divided
into folds. Thirty tests were then performed with each algorithm, using values
from 1 to 30 as the variation. This allowed the analysis of the average of the
following machine learning techniques: J48 (Tree), Logistic (Logistic Regression),
Multi-layered Perceptron (MLP), Naive Bayes, Random Forest and Random
Tree, resulting in 180 tests. As a result, the Random Forest algorithm presented
the highest average of accuracy, as can be seen in Fig. 10.
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Fig. 10. Comparison of machine learning techniques in terms of accuracy.

Table 1 shows the average of accuracy for each of the tested algorithms. The
Random Forest algorithm is said to have performed better, with an average 95%
for classifying items such as text, images, and noise.

Table 1. Accuracy of machine learning algorithms

Algorithms NaiveBayes Logistic MLP J48 RandomForest RandomTree

Average 85 92 93 93 95 94

Based on average performance, RandomForest obtained the best result in
layout analysis. The RandomForest method emerged in 1995 in Kan’s work pre-
sented at the International Conference on Document Analysis and Recognition.
This method is a combination of tree classifiers, which is, according to [21], a
knowledge representation model that uses nodes to represent decisions. Accord-
ing to [22], the tree is a predictive method that, by means of rules, uses a path in
a tree format, which is used for classification. Thus, a Random Forest combines
several tree type classifiers, being a more robust algorithm in relation to noise,
but still considered a light algorithm [23,24].

5 Conclusion and Future Work

In this article, we have presented SPEdu, a tool to digitalize historical sources of
information. The tool extracts information from the digital version of a source,
extracts features from the images, and finally, classifies the images as text and
non-text. To assess the classification module of SPEdu, we analyzed several
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supervised learning techniques using the gazette “Diário Oficial do Estado de
Sergipe (Brazil)” as case-study. For the analysis, features such as proportion,
extension, convex hull, strength, and area of the object were extracted to built
the classification models using J48 (Tree), Logistic (Logistic Regression), Multi-
layered Perceptron (MLP), Naive Bayes, Random Forest and Random Tree. To
sum up, Random Forest outperformed the remaining algorithms in the task of
classification of text and non-text, with an average accuracy of 95%. Moreover,
Random Forest showed little discrepancy in the results, with few errors, proving
to be a more efficient option compared to the other algorithms. We also demon-
strated that our approach surpassed state-of-the-art comparable approaches.

As future work, we are planning to evaluate SPEdu with more historical
sources of information. Furthermore, we intend to extend our tool to incorporate
historical sources in English. Finally, we would like to explore Deep Learning
algorithms to improve the classification task.
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1 Instituto Politécnico Nacional, CICATA-QRO, Qro., Santiago de Quertaro, Mexico
kfloresr1800@alumno.ipn.mx, {jgonzalezba,fornelasr,jbautistah}@ipn.mx
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Abstract. This work aims to present an urban segmentation to acquire
road signs descriptions and annotations. The process implies geometri-
cal characteristics from 3D points clouds (like dimensions, and shape),
and visual characteristics from image data (like color wear, and dam-
age) computation. We handle visual and spatial information of the road
signs individually to fusion through GPS data in future work. The pro-
cess for obtaining spatial information from 3D point clouds includes: (i)
object segmentation through 3D point cloud density, (ii) use of the retro-
reflective attribute of the material to differentiate possible road signs, (iii)
plane orientation determination via singular value decomposition, (iv)
2D point cloud projection to geometric shape estimation. The process
for getting visual information from images comprises: (i) color segmen-
tation of the road signs in two-parts: border-color and inside-color, (ii)
color identification using HSV color model (iii) geometric shape associ-
ation via contour comparison, (iv) local features extraction and descrip-
tion from semantic data as numbers, characters, and drawings. We chose
to work with low rise road signs because the sensors for mobile laser
scanning has an elevation angle that delimits the acquisition. We select
an experimentation ground truth from the KITTI data set to prove an
adequate visual and spatial segmentation.

Keywords: 3D point clouds · Mobile laser scanning · Road signs ·
Visual features · Spatial feature · Local features

1 Introduction

Detection of urban furniture such as road signs using mobile laser scanning
(MLS) combined with image information facilitates inventory, preservation, and
maintenance tasks. The road signs condition evaluation is more suitable if it inte-
grates image color data. Among some of the difficulties faced of the staff perform-
ing urban management tasks are: (i) insecurity in some places, (ii) unfavorable
c© Springer Nature Switzerland AG 2020
L. Mart́ınez-Villaseñor et al. (Eds.): MICAI 2020, LNAI 12469, pp. 376–389, 2020.
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weather, (iii) vehicular traffic and conglomeration avoiding task performing, (iv)
signs hidden by vegetation, and (v) inaccessible sites to public passage.

There is notable progress in road signs detection through MLS and image
data. The main of this progress is about improvement in road assistance and
driving safety, [4,10,17] and [7]. The works like in [5,14,28,29] and [3], whose
goal is to inspect and locate road signs to maps buildings. Most of them use
the retro-reflective attribute of road signs to detect them. The use of visual
features like color, 2D geometric shape, and 2D patterns from images is mainly
for road signs appearance. Currently, the most popular classification method is
deep neural networks (DNN). DNN allows getting a general detection of road
signs without digging into the details. The areas of opportunity of these works
are diverse if the goal is inventory, preservation, and maintenance tasks. Using
the retro-reflective attribute of road signs is susceptible to dismiss worn signs.
Lighting changes in urban environments influence the colors in images promoting
confusion in the hue that must be detected. If the mobile laser scanner and image
data acquisition is not appropriate geometric shape and pattern extraction can
be affected; as a consequence, bad conditions road sings can be omitted.

This work presents a system with a segmentation procedure to enhance
the inventory and examination of road signs based on LiDAR data, panoramic
images ad GPS. The process implies compute geometrical characteristics from
3D points clouds (i. e. dimensions, and shape) and visual characteristics from
images data (i. e. color wear, damage). We designed a meticulous segmentation
process from both visual and spatial features to extract dimensions, material
intensity, color, shape, and semantic data from the road signs condition.

We use different methods to get the geometrical features as dimensions, 3D
shape, and orientation from the 3D point clouds. 3D point clouds is delimited
respect to vehicle’s field of view since they must perceive the relevant information
of the road signs. The geometrical information computed from 3D point clouds
summarizes the following steps: (i) object segmentation method to cluster 3D
points (ii) differentiate between road signs and other objects using the retro-
reflectivity attribute of the material; (iii) compute plane orientation via singular
value decomposition (SVD) to do a 2D projection, and (iv) estimate geomet-
ric shape using 2D feature extraction process. In order to have more detail as
qualitative features, spatial information requires visual information. The visual
information stands in images from panoramic cameras and provides color, 2D
geometric shape, and semantic information (numbers, characters, and drawings).
Compute visual information from images is summarized in the following steps:
(i) color segmentation using the hue, saturation, value color model (HSV) facing
up lighting conditions; (ii) hue color identification of road signs through border-
color and inside-color; (iii) 2D geometric association from the road signs to define
the shape; (iv) semantic data extraction via numbers, characters, and drawings
as local features extraction and description using the A-KAZE method.

In Sect. 2 is a brief review of works with a discussion about how other authors
did the road signs segmentation and detection. Section 3 shows the methodology
describing the tools for handle the data. Also, in Subsect. 3.1 we describe the
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segmentation process from the spatial information. And in Subsect. 3.2 is the
segmentation process from the visual information. Further, in Sect. 4, we present
the ground truth building from the KITTI database for experimentation and
comparison purposes. Experiments and results are in Sect. 5. The last section in
Sect. 6 is for the conclusion and discussion about the experiments and results.
Also, we include some future proposals work.

2 State of the Art

There is a wide variety of approaches using MLS systems, [9,13,18,20,31].
The goal of these developments is to obtain photo-realistic maps for use in
autonomous navigation and urban planning applications. The works in [6,22,26]
and [3] detect various urban objects such as vehicles, trees, pedestrians, and
road signs. Currently, the most popular method for classification is DNN. These
methods allow the detection of urban objects in a general way without going into
detail. In more specific tasks such as inventorying and maintenance of urban ser-
vices, analysis of road signs in autonomous driving, the generation of maps, and
the reconstruction of environments, it is necessary to consider more details of
urban objects. For these detection tasks, researchers include MLS and cameras.
Spatial features from MLS and visual features from cameras allow acquiring
more information to make a more precise detection of objects.

Many works related to the detection of urban objects using 3D point clouds
and color images begin with planes extraction for data reduction and subse-
quent object segmentation. Planes extraction remove the ground and buildings
facades or structures which are considered irrelevant. Extraction methods such
as Support Vector Machine (SVM), [27], Principal Component Analisys (PCA),
[23], Random Sample Consensus (RANSAC), [12] use a core function to sepa-
rate data, statistical processes, and mathematical approximation models. After
planes extraction, the remaining points are clustered individually for later iden-
tification. The point clustering is known as object segmentation, and MeanShift
[8] and K-Means [21] are the classic ones.

Urban object as the road signs have physical characteristics for safety and to
avoid obstructing other activities. Road signs have specific standards to be easily
and quickly identified by drivers and pedestrians. These standards include colors,
shapes, and sizes for classifying into informative, restrictive, and preventive signs.
Another feature of great importance is the painting of the signs that allows them
to reflect the light from the headlights of vehicles at night or in areas with poor
lighting. Most current research considers this feature for the rapid detection of
road signs and includes image data for enhancing, [10,14,16,24,29,30].

Currently, the most popular classification method is DNN because it facil-
itates the semantic feature extraction. DNN use convolutional neural networks
(CNN) based on supervised learning and contain several hierarchical specialized
hidden layers. The first layers detect lines and curves; then, they specialize until
they reach deeper layers that recognize complex shapes such as a face or the sil-
houette of an animal, [19]. Works like [1,2,4,7,17,25] and [32] use DNN to road



Road Signs Segmentation Through Mobile Laser Scanner and Imagery 379

signs classification. The results are favorable, but there is still some uncertainty
in using such a powerful tool for a particular problem. Road signs detection is a
problem with well-defined and known variables that could cause difficulty being
occluded, altered, or damaged. We explore a segmentation process from both
visual and spatial features that allows getting a reliable road signs description
condition.

3 Methodology

In this section, we describe the urban segmentation process to acquire road signs
descriptions and annotations. The process starts assuming the acquisition of data
from a multi-sensor system. The multi-sensor system minimum requirements are
a LiDAR sensor, a camera, and a GPS receiver. The Fig. 1 presents the block
diagram of the segmentation process to obtain spatial and visual features of the
road signs. The multi-sensor system delivers 3D point clouds through the LiDAR
sensor, GPS data, and image data from cameras. The 3D point clouds allow to
obtain global features such as dimensions, shapes, and location, once complete
the following process:

1. Plane extraction: Planes like ground and buildings can be subtracted from
point clouds to streamline the segmentation process for smaller objects.

2. Object segmentation: After plane subtractions, it is necessary to identify the
remaining objects as individual elements for later recognition.

3. Intensity filter: The laser sensor provides a degree of intensity in a range of 0
to 1 for those points that encountered reflective material. Road sign paint is
a reflective material so that vehicle lights can illuminate them properly. This
feature makes it possible to differentiate the road signs from other objects in
the segmentation.

4. Shape extraction: Road signs have specific shapes and sizes standards to be
easily and quickly identified by drivers and pedestrians. These standards allow
detailing what type of sign it is how informative, restrictive, and preventive
signs.

On the other hand, imagery allows access to color information, 2D shape,
and semantic data, with the following process:

1. Color extraction: Road signs designs are of brighter colors to easily express a
message. This feature allows for the rapid identification of the sign type.

2. 2D shape extraction: Road signs have a specific geometric shape to differen-
tiate them. It is useful to perform a contour approximation for the detection
of shape in images.

3. Semantic information extraction: Some road signs may contain the same color
and shape when trying to advertise or inform. However, there is information
expressed in numbers, characters, or drawings that show different messages
within these signs. It is convenient to extract these features using pattern
recognition methods.
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Fig. 1. Block diagram of the segmentation process for obtaining spatial features and
visual features from road signs.

The road signs segmentation process imply to handle visual and spatial fea-
tures individually to fusion through GPS data in the future. Spatial features refer
to road signs global characteristics since they differ from the rest of the elements
considering a reference frame in the environment. In contrast, the visual features
refer to local characteristics because their frame of reference is the same sign.
These characteristics allow getting descriptions and annotations of the different
road signs.

3.1 Spatial Features Segmentation

Spatial feature segmentation seeks to extract physical properties from road signs
in point clouds. The Fig. 2 presents the block diagram of the spatial feature seg-
mentation process. The 3D point cloud segmentation starts with planes extrac-
tion considering vehicle field of view delimitation. The next step is object seg-
mentation through 3D point cloud density. After segmentation, an intensity filter
uses the material reflective (0.5–1) to differentiate possible road signs. The last
step is the shape extraction getting the plane orientation via SVD technique and
2D point cloud projection for geometric shape estimation.

Fig. 2. Block diagram of the spatial feature segmentation process.
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Planes Extraction. The first step of this process is the plane’s extraction, such
as ground and buildings. The last is true since the road signs must be close to
the sidewalks and up to the ground. Also, the extraction of these elements allows
working with fewer data. We design a ground removal based on the lowest useful
point in the point cloud and its neighbors. After performing the road removal, we
use a workspace delimitation based on the vehicle field of view. The delimitation
is useful because of we fusion visual information taken from the front of the
vehicle. Therefore, we define two geometric delimitation to reduce the point
cloud data: (i) field of view delimitation, and (ii) ground removal.

Given a 3D point cloud N, the process looks for those points which meet the
following statement:

A = {(
xi yi zi

)T } = {A ∈ N,�3 | xi ≥ 0 & −ε ≤ yi ≤ ε} (1)

where ε is a threshold defined as average road width. The statements allows
eliminating parts of buildings; the rest goes in the next segmentation step.

The removal process starts ensuring detection of the lowest z-point belonging
to the ground. The algorithm 1 describes the ground removal process briefly. The
lowest z-point is the one who has a minimum number of neighbors Nz within a
maximum distance MaxThreshold. Selecting the lowest z-point that meets the
criteria described above allows the extraction of most points from the ground.
We know that on long slopes, the method will have a significant error.

Algorithm 1: Road removal.

Data: N = {ni = (xi, yi, zi)
T ∈ �3} 3D

point cloud
1 % Initialization:
2 MinThreshold ← close neighbor distance
3 MaxThreshold ← neighbor maximum

distance
4 Nz ← minimum neighbors in road
5 nmin1 ← minzi

{ni}
6 nmin2 ← min {|nmin1 − ni|}
7 while

|nmin1 − nmin2| > MinThreshold do
8
9 {ni} ← {ni : ni ∈ N, ∼ (ni ∈

nmin1)} % excluding nmin1
10 nmin1 ← minzi

{ni}
11 nmin2 ← min {|nmin1 − ni|}
12 while Neighbors ≥ Nz do
13 EuclideanDistance =

{sort(||nmin1 − ni||)}
14 if EuclideanDistancei ≤

MaxThreshold then
15 Neighbors++
16 Pi ← next point in the point

cloud

17 nmin1 ← Pi

Result: N ← {ni : ni ∈ N, ∼ (ni ∈ Pi)}
% 3D point cloud without road

Algorithm 2: Density-

based object segmentation.
Data: N = {ni =

(xi, yi, zi, Ndi)
T ∈ �3} 3D

point cloud (Pi = (xi, yi, zi))
with their density (Ndi)

1 MaxNeighborhood ← neighbor
maximum distance

2 for j do
3 nj = (Pj,Ndj) ← point with

maximum density
(Pj,Ndj) ∈ N

4 mj ← { mj ∈ N | |Pj − Pi| <

5 MaxNeighborhood}
6 N ← {ni : ni ∈ N,

∼ (ni ∈ nj)}
Result: {m1...j} clustered objects

Where ||ni − nj || represent the euclidean

distance in X − Y plane and |ni − nj | is

the euclidean distance using three compo-

nents.

Object Segmentation. After plane extraction, we group the remaining 3D
points as individual objects through an object segmentation method based on
3D point cloud density. The point density in a 3D point cloud defines the number
of measurements per area. A higher point density presents a lower point spacing.
Therefore, each object in a 3D point cloud represents a point accumulation, so
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a high-density value. A density segmentation searches for neighborhoods where
there is a high accumulation of points. The Algorithm 2 describes the object
segmentation process briefly. First is the point cloud density computation Ndi
for each point Pi. For each maximum density point calculates the neighborhood
within a particular distance using euclidean distance and extract the object Ni.

Intensity Detection. After the object segmentation, we use an intensity filter
to road signs verification besides several objects, including parts of buildings,
pillars, vehicles. The LiDAR sensor gets a retro-reflective value of each point
[0-1], denoting 1 the most intense value. The road signs have this retro-reflective
attribute for easily reflect the light from vehicles. However, there is a possibility
that some signs have worn material. We apply an intensity filter to verify the
points that probably belong to the road signs. Given the intensity value in the
point cloud N(Ii) verify:

Ii ∈ RoadSign → N(Ii) ≥ LowerV alue (2)

Being Ii an element in the point cloud N . If Ii is greater than LowerV alue,
it belongs to a road sign. The value of LowerValue may vary from 0.4 to 0.9.

Shape Extraction. In the last step, the process determines the plane orien-
tation via SVD technique for the road signs. The goal is shape extraction by
performing a 2D point cloud projection, and a geometric shape estimation. The
process allows estimating the dimensions, position, and orientation from the
road signs since the 3D point cloud reserves data from the real world. First,
there is applied the SVD technique for dimension reduction. A matrix M can be
decomposed into three matrices,

M = UΣV T (3)

U stands for an orthonormal basis of eigenvectors. Σ encloses the eigenvalues.
The Matrix V T has the singular decomposing orthogonal axes vectors. We use
V T as rotation matrix for road sign re-projection and dimension reduction. After
re-projection, we can use morphological transformation for contour extraction,
(see 2D shape extraction section from visual features segmentation).

3.2 Visual Features Segmentation

The visual features segmentation seeks to extract measurable attributes from
the images. The Fig. 3 presents the block diagram of the visual feature segmen-
tation process. The first step is color extraction though “Hue, Saturation, Value”
(HSV) model. We decide to divide the extraction in two (border-color and inside-
color) considering that most of the signs have more than one color. After color
extraction, there is the 2D shape extraction based on contour approximation.
We use the geometric forms of the road signs to make a contour comparison
and decide which form is closest. The last step is semantic information extrac-
tion from local feature extraction and descriptions of numbers, characters, and
drawings. We use the A-KAZE invariant feature and descriptor method.
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Fig. 3. Block diagram of the visual feature segmentation process.

Color Extraction. In real situations, colors are often not correctly perceived
by cameras due to constant changes in lighting. We use the HSV color model,
which defines color in terms of its components. The HSV model allows facing
real situations such as brightness due to a large amount of light or opacity due
to the absence of light. Generally, most of the signs have more than one color to
express a message. Then, we divide the color extraction in two: border-color and
inside-color. The selection of colors depends on the road signs to detect. HSV
color allows applying a color mask in the images for seeking those pixels within
color ranges. In Fig. 4, we show a color extraction example from the original in
the left looking for a road sign, in the center is the border-color extraction, and
in the right the inside-color extraction.

Fig. 4. Left: original image, center: border-color, right: inside-color. (Color figure
online)

2D Shape Extraction. The 2D shape extraction use as input the border-color
detection from the color extraction step. The process implies a morphological
transformation that starts with binarization (seen Fig. 5). The method applies
a large mask for data dilatation to increase the road sign extraction probabil-
ity. Next, it uses a smaller size mask for data erosion to remove pixels consid-
ered noise. An opening next to closing transformation helps to refine the noise
removal.

This type of morphological transformation does not ensure obtaining proper
contours for different reasons. It is common for color extraction to lose data due
to lighting conditions or possible nearby objects with similar colors. However,
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Fig. 5. 2D shape extraction: morphological transformation. Border-color detection,
color binarization, data dilatation, data erosion, data opening, and data closing.

a geometric shape association via contour comparison can give us good results.
This contour comparison aims to match as much as possible the geometric func-
tion of the figures with the contours. Road sign shapes are generally simple
geometric shapes such as circles, squares, triangles, and rectangles. In the Fig. 6,
we show the comparison for a circular road sign. The process implies an overlay
of the geometric shape regarding the area occupied by the contour. The goal is
to look for the geometric shape that fills most of the silhouette.

Fig. 6. Geometric shape association via contour comparison. Road sign shapes are
generally simple geometric shapes such as circles, squares, triangles, and rectangles.

Semantic Information Extraction. The last step is semantic information
extraction from local feature and descriptions of numbers, characters, and draw-
ings. We use the A-KAZE invariant feature and descriptor method, [11]. The
method consists of three main tasks: the building of non-linear scale-space, the
detection of features, and the description of features. The semantic information
extraction starts once having the road signs colors and 2D shape. The features
come from corners, curves, and edges of numbers, characters, and drawings in
the road signs. In the Fig. 7, we show some invariant features from a road sign.

4 Ground Truth Building Procedure

In this work, we use the KITTI database to carry out preliminary experiments
and compare results, [15]. The database was acquire a multi-sensor system com-
posed of two digital cameras, a LiDAR sensor, a GPS receiver, and a GPS/IMU
system. We selected the 2017 3D object detection and evaluation data. We empir-
ically build a Ground Truth from the KITTI database choosing low rise road
signs. Only ten different road signs remain because most of the road signs keep
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Fig. 7. Invariant features extraction from a road sign, the features are from corners,
curves, and edges of numbers, characters, and drawings.

in the blind point of the LiDAR sensor, (see Fig. 8). We sought to integrate a
minimum of 40 images and point clouds per road sign. In the future, we will
increase the database. We built the feature Table 1 describing the ten different
road signs. The table includes: (i) reflectivity value: 0.5–0.9, (ii) shapes: circles,
squares, inverted triangles, and rectangles, (iii) three dimensions: residential,
medium-speed roads, and high-speed roads (plate thickness 2–3 mm), (iv) color:
border-color and inside-color, and (v) description: name of the road signs. We
make a manual color analysis of road signs samples to define the HSV minimum
color value and maximum color value.

Fig. 8. Ten different road signs from KITTI data set: giving orders, and information.

5 Experiments and Results

The following section presents the results for the visual and spatial segmentation
process. We used the ten road signs from the Ground Truth section for experi-
mentation. We applied 20 data (image and point cloud) for training and 20 data
for testing. The training process implies visual and spatial features extraction
from the 20 data. The objects were extracted manually from 3D point clouds,
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Table 1. The ten road signs feature table: reflectivity, shape, dimensions, colors, and
descriptions.

No. Reflectivity

[0–1]

Shape Dimensions

mm (2–3 mm

thickness)

Border-

color

Inside-color Description

1 0.5–0.9 Circle �420, �600,

�750

Blue White Pass right

2 0.5–0.9 Circle �420, �600,

�750

Red White No entry

3 0.5–0.9 Circle �420, �600,

�750

Red Blue No

stopping

4 0.5–0.9 Circle �420, �600,

�750

Green Yellow Bus stop

5 0.5–0.9 Square 840 × 840 White Red and

black

Max zone

30

6 0.5–0.9 Inverted

triangle

SL 630, SL

900, SL 1260

Red White Give way

7 0.5–0.9 Rectangle 420 × 630,

600 × 900

Blue White Calming

zone start

8 0.5–0.9 Rectangle 420 × 630,

600 × 900

Blue White and

red

Calming

zone end

9 0.5–0.9 Square 420 × 420,

600 × 600,

840 × 840

Blue White Parking

10 0.5–0.9 Diamond 420 × 420,

600 × 600,

840 × 840

White Yellow Priority

and the process segmentation evaluation is for retro-reflective and shape extrac-
tion. We obtained the road sign image manually too, and they are arranged
together for reducing visual segmentation. The testing process refers to repro-
duce the segmentation for both visual and spatial features for 20 different data.
We compare the results using a vector approximation method via euclidean dis-
tance. The results come from evaluating the count of true positives (TP) and
false positives (FP), (see Table 2). The count allows us to carry out a precision
evaluation using the next formula:

Precision =
TP

TP + FP
(4)

We obtained a precision result of 0.88. We analyzed the road signs with higher
FP counts. The road signs with less TP count are because the border colors as
green, white, and yellow are easily confused with trees, the buildings, and the
sky.
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Table 2. Segmentation results: the ten road signs, 20 training data, 20 testing data,
true positives counts TP, and false positives counts FP. Precision assessment.

No. Training Testing TP FP No. Training Testing TP FP

1 20 20 20 0 6 20 20 20 0

2 20 20 20 0 7 20 20 18 2

3 20 20 20 0 8 20 20 18 2

4 20 20 10 10 9 20 20 20 0

5 20 20 20 0 10 20 20 10 10

TP = 176 FP = 24

6 Conclusion and Discussion

In this work, we presented an urban segmentation to acquire road signs descrip-
tions and annotations thought laser scanning and cameras. We achieved the
segmentation of road signs by obtaining spatial and visual information from 3D
point clouds and imagery. The spatial information segmentation from 3D point
clouds comprised: (i) object segmentation through 3D point cloud density, (ii)
use of the retro-reflective property of the material to differentiate possible road
signs, (iii) plane orientation determination via SVD, (iv) 2D point cloud pro-
jection to geometric shape estimation, (v). The visual information from images
comprised: (i) color segmentation of the road signs in two-parts: border-color
and inside-color, (ii) color identification using HSV color system (iii) geomet-
ric shape association via contour comparison, (iv) local features extraction and
description from semantic data as numbers, characters, and drawings. We know
that on long slopes, our ground removal method will have a significant error. But
it is irrelevant for only reduce 3D point cloud. Most of the research use retro-
reflective filter at the beginning; however, there is a possibility that some signs
have worn material. The morphological transformation does not ensure obtain-
ing proper contours for different reasons. It is common for color extraction to lose
data due to lighting conditions or possible nearby objects with similar colors.
We built a ground truth from the KITTI database to prove an adequate visual
and spatial segmentation. We identified ten low rise road signs, each one with
20 training data (point cloud and image) and 20 testing data. We evaluated the
precision of the segmentation thanks to the count of TP and FP. We obtained a
precision of 0.88, and we identified possible segmentation errors. Some border-
colors are easily confused with trees, buildings, and sky. Our ground truth is
small because KITTI database does not have enough road signs, they focused
on vehicles, pedestrians, and bicycle detection. For the road signs is necessary to
place the LiDAR high enough. Besides, the closest signs have a more significant
number of points and better detail. We recommend a minimum of 500 points per
road sign 3D point cloud to accomplish road signs inventory and examination
for maintenance. Future work includes expanding the database and conducting
experiments for at least 25 road signs. We will increase the ground truth data
(image and point cloud) to 100 per road signs. We consider the use of DNN to
compare the results. We will acquire our data set for road signs detection, taking
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care of the recommendations. We will fusion the visual and spatial data through
GPS data and extrinsic parameters between LiDAR and camera. We will build
feature vectors for descriptions and annotations. The feature vector will be a
scoring system to measure the damage or condition of road signs.
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Abstract. In the field of people authentication, the use of biometric
identifiers has attracted the interest of the research community. In this
sense, the brain activity pattern is an interesting candidate, since each
individual has shown to possess a particular one. This document presents
the results obtained by using the standard deviation of electroencephalo-
graphic signals as a feature and a naive Bayes classifier for the aforemen-
tioned authentication purpose. The proposed methodology is composed
of two stages: in the first, a selection of the most suitable frequency bands
is performed. In the second, the previously selected bands are used for
authentication. In order to discover such promising frequency bands and
to subsequently evaluate the performance of the whole methodology, the
Data Set IIb from BCI competition IV was used. As it will be shown, the
total success rate for all evaluated subjects was higher than 0.85 and, in
most cases, higher than 0.95.

Keywords: Authentication · Brain activity patterns · Feature
extraction · EEG classification

1 Introduction

The purpose of people authentication is to identify whether an individual is
really who it claims to be. Such labor is necessary, in order to allow or deny the
access to a restricted environment or resource. There are several modalities to
carry out such process: 1) By the knowledge of a secret word, e.g. a password
2) By possession of a physical key e.g. a token, or 3) By the subject’s unique
biometric information, e.g. fingerprints.

The latter has been of great interest in recent years. This, mainly due to
the fact that biometric information is part of the individual, a key condition
that prevents theft, loss or forgetting. Within this authentication modality there
exist several proposals, such as the recognition of venal and gait patterns, as
well as electro-oculography signals [1]. It is important to mention that, in order
to increase the reliability of authentication systems, a fusion of different kinds
of biometrics can be used [2].
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Going further to more personal biometric information, an emerging proposal
is to use the brain activity pattern, which has been shown to be unique on
each individual [3,4]. For this purpose, different approaches have been exposed,
using both spontaneous and evoked brain activity [5–8]. This proposal, however,
requires the consideration of electroencephalographic (EEG) signals stability
over time. A study [9], carried out over a period of three years, shows that the
EEG signals are affected by aging. Nonetheless, some strategies are provided to
compensate it.

Although different approaches have been suggested, achieving successful
results, there is still a lot to explore. In this sense, it is necessary to analyze
the performance of different classifiers, as well as the most appropriate chan-
nels and features for this particular problem schemata [10,11]. This document
proposes a methodology based on the standard deviation of EEG signals and a
Bayesian classifier that aims to enrich the EEG-based authentication field with
a simple and feasible paradigm for real-life applications. Said methodology is
divided in two stages: in the first one, the more affordable cutoff frequency bands
for preprocessing are selected. Meanwhile, in the second stage, the authentica-
tion is performed. The feature vector is built with the standard deviation of the
EEG signals, filtered in the frequency bands that were previously selected, i.e. in
the first stage. Afterwards, a classification is performed by means of a Bayesian
classifier, demonstrating the system’s capability of subject identification.

In order to acquire the most suitable frequency bands and to subsequently
evaluate the performance of the whole aforementioned methodology, the Data
Set IIb from BCI competition IV was used [12]. This data set is related to
motor imagery tasks of nine subjects, whose recording was made using only
three channels: C3, Cz and C4, following the international 10–20 convention.
The results acquired from above procedures shown a total success rate higher
than 0.85 for all of the subjects, while 0.95 was achieved in most cases.

This document is organized as follows: in Sect. 2 the theoretic concepts used
in this work are presented. In Sect. 3 the proposed methodology is explained. The
data set used to evaluate the aforementioned paradigm and the obtained results
are shown in Sect. 4. Finally, the conclusions and future work are presented in
Sect. 5.

2 Theoretical Framework

2.1 Bayesian Classifier

Considering M classes ω1, ω2, ω3, ..., ωM and a feature vector x, which represents
an unknown pattern, the classification problem consists of deciding to which class
the x vector belongs to. As it is usually known, the Bayesian classifier distin-
guishes such feature vector’s class x according to the probability of belonging to
it [13].

Given P(ωi), i = 1, 2, 3, ...M the probability of occurrence of the i-class,
and p(x|ωi) the class conditional probability density function that describes
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the distribution of the feature vectors in each of the classes. The conditional
probability P (ωi|x) is defined by

P (ωi|x) =
p(x|ωi)P (ωi)

p(x)
(1)

where p(x) denotes the probability density function of the feature vector x.
The Bayes classification rule can be expressed as:

If P (ωi|x) > P (ωj |x) i, j = 1, 2, ...M ; i �= j

⇒ x is classified as ωi,
(2)

In case that the data follows a Gaussian distribution, p(x|ωi) is expressed as:

p(x|ωi) =
1

2πl/2|Σi|1/2 exp(−1
2
(x − μi)TΣ−1

i (x − μi)) (3)

where l is the dimension of the feature vectors, μi is the mean vale of the feature
vectors belonging to the i-class, and Σi represents the covariance matrix.

2.2 Evaluation

As it was mentioned earlier, an authentication system must verify that a person
is actually who it claims to be. This, implies that the system must be capable of
differentiating between a client and an impostor. To evaluate the performance
of this process, two error types can be defined [2]:

– False acceptance. When an impostor is classified as a client and accepted.
– False rejection. When a client is classified as an impostor and rejected.

Based on these values, the global errors False Acceptance Rate (FAR) and
False Rejection Rate (FRR) can be computed by

FAR =
Number of false acceptances
Number of impostor accesses

(4)

FRR =
Number of false rejections
Number of client accesses

(5)

Different operating points can be obtained based on the value of FAR and
FRR [2]. Obviously, the desired point is when FRR is high, close to or equal to
one, and FAR is low, close to or equal to zero.

In addition, the Total Error Rate (TER) can be defined as:

TER =
Number of FA+ Number of FR

Total number of accesses
(6)

Finally, the Total Success Rate (TER) is defined as the complement of TER

TSR = 1 − TER (7)
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3 Proposed Methodology

In this section, details concerning the proposed methodology are presented. As
it was initially mentioned, such methodology consists of two stages: the selection
of the most suitable frequency bands and the authentication stage.

First Stage: Frequency Bands Selection
In this stage the main objective was determining the appropriate cutoff frequen-
cies for preprocessing. For this purpose, a Bayesian classifier was used, which was
tested in all possible binary combinations between subjects, and in all possible
cutoff frequencies for a single frequency band, i.e. specifying a low FL and high
FH cutoff frequency value. The above, in order to determine the best cutoff fre-
quencies for all pairs of subjects through a brute-force approximation. The filter
that was used is inherently a bandpass, of fourth-order Butterworth type. The
feature vector was built by computing the standard deviation on each available
channel i.e. C3, Cz and C4. In order to refine the aforementioned classifications,
the data went through an outlier removal process based on the Median Absolute
Deviation (MAD), as suggested in [14].1

Once the most appropriate cutoff frequencies for each binary case were estab-
lished, the final selection of the appropriate cutoff frequencies to be used in
the preprocessing of the authentication stage was performed. This selection was
based on a search of the frequency bands that contained the intersection of most
of the selected frequency bands for each subject, although a subsequent trial and
error refinement was made.2

Second Stage: Authentication
In this stage, the main goal was the actual person authentication, that is, to
recognize if the subject who claims to be the client is really it or if, on the con-
1 For example, on the first combination subjects’ 1 and 2 data was classified by means

of a Bayesian classifier. Such data was applied an outlier suppression process based
on MAD and a single-band, fourth-order Butterworth filter i.e. only one low FL

and high FH cutoff frequency was specified. All possible and coherent low and high
values were tested in a brute-force mood i.e. (FL = 1, FH = 2), (FL = 1, FH = 3),
... (FL = 48, FH = 49). On all cases the average effectiveness of the classification
was temporarily stored. Once all cutoff frequencies were analyzed, the best FL and
FH values were extracted and permanently stored. Subsequently, another subject
combination was tested i.e. subject 1 vs 3. This process was repeated until all subjects
and all frequency bands were tested. Best frequency bands from the above procedures
are shown in Table 2.

2 For the sake of exemplification assume that the previous phase thrown 1–5 as an opti-
mal frequency band for subjects’ 1 and 2 first motor imagery task. Hence, frequencies
1 through 5 increased their number of appearances in the best frequencies record
by one. Now, assume that the previous phase thrown 3–6 as an optimal frequency
band for subject’s 2 and 3 first motor imagery task. Now, frequencies 3 through 5
appeared twice in the best frequencies record, while 1, 2, and 6 did only once. The
remaining 43 frequency bands didn’t even appear. Therefore, a suitable frequency
band would be 3–5 as it is the intersection of most selected frequency bands for each
subject. The results of the aforementioned procedures constitute Figs. 2 and 3.
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trary, it is an impostor. For this goal, two classes were built: client and generic
class. The client class contains the information of the subject to authenticate
and the generic class contains the training information of all other subjects.3

Under these conditions, the EEG signals were filtered using the frequency bands
selected in the previous stage. The feature vector contains the standard deviation
of each channel in the different selected frequency bands and a Bayesian classi-
fier was again used. Figure 1 shows a graphical overview of the aforementioned
methodology.

Binary
classificatons

Best
individual

cutoff
frequencies

Compute each
frequency

appearances
Select most

intersected ones

Classify client
vs

generic class

Stage 1: Frequency bands selection Stage 2: Authentication

Fig. 1. Flow diagram of the proposed methodology

4 Experimental Results

In this section, the results obtained while using the proposed methodology are
exposed. To start with such exposition, the data set used to evaluate the method-
ology is described. Subsequently, the technical details of the proposed paradigm
are given. To conclude, a presentation of the obtained results is made in terms
of accuracy, FRR, FAR, TER and TSR.

4.1 Data Set Description

The proposed methodology was evaluated using the Data set IIb from the inter-
national BCI competition IV. This data set is composed by EEG recordings of
nine subjects. The EEG data was recorded while the subjects were perform-
ing two different motor imagery tasks: the left and right hand movement. Only
three bipolar recordings are provided: C3, Cz and C4, the sampling frequency
was 250 Hz.

Five sessions were carried out in different days. Two screening sessions with-
out feedback were performed, each containing six runs with ten trials for each
3 For the sake of exemplification assume that the client is set to be subject number one.

Hence, subjects 2 through 9 will constitute the generic class. Now, assume that 50 is
set to be the number of training experiments. In this scenario the training data for
the client class will be the standard deviation and mean of 50 random experiments
from subject 1. By its side, the generic class’ training data will be composed of
the standard deviation and mean of 400 experiments. This, results from randomly
picking 50 experiments from all remaining subjects i.e. 2 through 9.
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class, i.e. in total 60 trials per class per session. The imagination period lasted
4 s. Furthermore, three online sessions with feedback were carried out. In this
case, each session consists of four runs, each containing 20 trials per class. The
subject was asked to imagine the movement during 4.5 s. For more details refer
to [12].

In this work, only the first three sessions were used: the first two sessions
without feedback and the first feedback session. Therefore a total of 200 trials per
class (60 × 2 + 80) are available for experimentation. However, trials containing
artifacts were removed. It is important to mention that, from the 4 s that the
subject imagined the movement, only the two intermediate seconds i.e. from 1.5 s
through 3.5 s were used. This, in order to guarantee that the test subject was
actually performing the required mental task.

In the next section, the results obtained under the described conditions are
exposed.

4.2 Results

First Stage: Frequency Bands Selection
For this stage, a total of 36 binary combinations of subjects (Si vs Sj , i, j =
1, 2, ...9, i �= j) were obtained. The subject classification was performed for
each imaginary movement. From the total available data from each subject,
empirically, the 50% was used to train the classifier and the remaining 50% was
used to evaluate it. To ensure that the data selected for training or evaluation
did not influence the classification, such process was repeated 30 times. On
each iteration, the training and evaluation data was randomly selected. Prior to
classification, the removal of outliers was performed, using the Median Absolute
Deviation (MAD)-based methodology suggested in [14]. The probability P (ωi)
was computed as Ni/N , where N is the total number of trials and Ni denotes
the trials in the i-class. To guarantee that data followed a Gaussian distribution,
the D’Agostino test was applied.

Tables 1 and 2 show the mean accuracy obtained for each subject combination
for left and right movement, respectively. These accuracy levels were achieved
after performing the brute-force evaluation of different cutoff frequencies and
selecting the most suitable low FL and high FH cutoff frequency values. As
it can be seen, in this approach of distinguishing between two subjects based
on standard deviation, most cases resulted in an accuracy higher than 95%.
Additionally, in several cases it was possible to differentiate between subjects
with an accuracy of 100%.

The selected frequency bands for each combination, acquired through the
brute-force approach, are shown in Tables 3 and 4 for left and right movement,
respectively. Using this information, bar graphs shown in Figs. 2 and 3 were
built. These show the times that each frequency appears contained in any fre-
quency band from Tables 3 and 4. Said graphs were then used to explore which
intersections of the frequency bands obtained in both movements are repeated
the most.
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Table 1. Accuracy for left movement (Average value)

S2 S3 S4 S5 S6 S7 S8 S9

S1 99.71 100.00 98.83 98.98 100.00 99.91 90.71 98.29

S2 98.76 100.00 99.80 100.00 98.16 99.98 97.77

S3 99.42 99.95 94.59 100.00 99.11 98.08

S4 97.99 100.00 99.81 97.74 97.70

S5 99.48 100.00 99.54 98.52

S6 100.00 99.92 100.00

S7 98.16 82.14

S8 97.05

Table 2. Accuracy for right movement (Average value)

S2 S3 S4 S5 S6 S7 S8 S9

S1 99.22 100.00 99.44 99.17 100.00 99.66 92.13 97.58

S2 98.41 98.76 99.36 100.00 98.96 99.88 99.41

S3 98.88 99.33 97.86 100.00 99.53 98.88

S4 94.61 99.95 99.92 96.64 96.62

S5 99.88 99.98 99.46 99.03

S6 100.00 99.98 100.00

S7 97.66 87.44

S8 98.73

This, served as a starting point for locating the most suitable frequencies,
which were lately refined by automatized trial and error. From this analysis, the
selected frequency bands that would be used in the authentication stage were
obtained and are reported in Table 5.

Second Stage: Authentication
In the authentication stage, EEG signals were filtered in the frequency bands
shown in Table 5. The feature vector was built by computing the standard devi-
ation in these different ranges for each electrode, therefore, the dimension of the
feature vector in this stage was 15 (3 electrodes × 5 frequency bands).

It is important to remember that, in this case, the discrimination was made
between the client class and the generic class. As in the first stage, the classifica-
tion was empirically performed using the 50% of the available data to train the
classifier and the remaining data to evaluate it. Training and evaluation data was
randomly selected in an iterative process. In this case, the removal of outliers
wasn’t performed. The results obtained for each movement are shown in Tables 6
and 7. As it can be seen, for all the cases, the TSR is higher than 0.85, and in
several cases it is higher than 0.95. In a more detailed analysis, it is possible to
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Table 3. Selected cutoff frequencies for each subject for left movement

S2 S3 S4 S5 S6 S7 S8 S9

S1 23–34 3–9 33–47 20–48 4–9 36–48 34–40 39–48

S2 28–49 11–14 9–12 1–48 38–46 10–36 41–47

S3 32–41 15–49 23–30 4–7 31–49 35–48

S4 11–15 4–7 3–9 23–38 10–12

S5 15–49 4–9 18–24 1–7

S6 4–7 3–7 2–7

S7 27–49 33–49

S8 20–23

observe that, in most of the cases, the FRR is lower than 0.1. This, implies that,
most of the times, the methodology correctly identifies the subject. In addition,
the fact that the FAR is also low, guarantees that the methodology rejects who
should be rejected.

Table 4. Selected cutoff frequencies for each subject for right movement

S2 S3 S4 S5 S6 S7 S8 S9

S1 25–32 3–8 26–39 21–45 3–9 37–49 32–43 39–49

S2 31–42 11–12 10–12 4–49 37–49 11–36 2–7

S3 34–49 27–49 21–49 26–49 33–49 36–45

S4 18–21 3–6 3–10 23–28 17–20

S5 13–25 4–9 21–29 2–8

S6 5–9 4–7 3–6

S7 28–48 34–45

S8 18–22
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Fig. 2. Appearances of each frequency within any left-movement selected band
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Table 5. Selected cutoff frequencies for authentication stage

Low High

36 43

4 8

23 35

47 48

11 15
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Fig. 3. Appearances of each frequency within any right-movement selected band

Table 6. FRR, FAR, TER and TSR for left movement

Subject FRR FAR TER TSR

S1 0.07 0.02 0.03 0.97

S2 0.04 0.05 0.05 0.95

S3 0.02 0.00 0.01 0.99

S4 0.07 0.06 0.05 0.95

S5 0.10 0.08 0.09 0.91

S6 0.01 0.01 0.01 0.99

S7 0.02 0.01 0.01 0.99

S8 0.10 0.12 0.11 0.89

S9 0.10 0.13 0.13 0.87

Average 0.06 0.05 0.05 0.95
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Table 7. FRR, FAR, TER and TSR for right movement

Subject FRR FAR TER TSR

S1 0.05 0.03 0.04 0.96

S2 0.07 0.05 0.05 0.95

S3 0.03 0.01 0.01 0.99

S4 0.06 0.10 0.08 0.92

S5 0.11 0.12 0.12 0.88

S6 0.01 0.01 0.01 0.99

S7 0.01 0.01 0.01 0.99

S8 0.09 0.08 0.08 0.92

S9 0.10 0.14 0.13 0.87

Average 0.06 0.06 0.06 0.94

5 Conclusions and Future Work

Throughout this document a methodology based on standard deviation and
Bayesian classifier was presented. The methodology is composed of two stages:
frequency bands selection and authentication. The selection of the most suit-
able frequency bands was performed by taking into account the accuracy levels
achieved when distinguishing between two subjects. This selection stage is cru-
cial for the good performance in the authentication stage.

During authentication stage, two classes were built: the client class and the
generic class. The EEG signals were filtered in the most affordable frequency
bands and the feature vector was built by computing the standard deviation
in this frequency bands. The classification was performed through a Bayesian
classifier.

The data set used to evaluate the proposed methodology, as mentioned, pro-
ceeds from BCI competition IV and is related to motor imagery tasks. A total
success rate higher than 0.95 in most of the cases, shows that is feasible to apply
the proposed methodology in the problem of people authentication. In addition,
the fact that both, FRR and FAR have a low value demonstrates the robust
performance of the proposed methodology. Finally, the fact that these results
were achieved by using only three electrodes is very attractive when thinking
about real applications.

As future work there are three interest points:

– Evaluate the performance of different features in both, frequency and time
domain. This, in order to improve the presented methodology’s performance.

– Determine a metric to identify the person without the need to built a generic
class, minimizing the current computation time.

– Taking into account what was reported in [9], it is interesting to evaluate the
performance of the proposed methodology using the data recorded in different
days.
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Abstract. A Gaussian mixture model is a weighted sum of parametric
Gaussian components. These parametric density functions are widely
used in data mining and pattern recognition. In this work we propose
an efficient method to model a density function as a Gaussian mixture
through an iterative algorithm that allow us to estimate the parameters
of the model for a given data set. For this purpose we use the Gini Index, a
measure of the inequality degree between two probability distributions.
The Gini Index is obtained by finding the solution of an optimization
problem. Our model consists in minimizing the Gini Index between an
empirical distribution and a parametric distribution that is a Gaussian
mixture. We will show some simulated examples and real data examples,
with two widely used datasets, to observe the efficiency and properties
of our model.

Keywords: Gini index problem · Gaussian mixture model · Density
estimation

1 Introduction

In this work we consider the problem of modeling the behavior of a known
dataset {p1, p2, ..., pM} with pm ∈ IRN . We usually take some of the known
density functions, like the normal density for the multivariate case given by

f(x|μ,Σ) =
1

(2π)N/2|Σ|1/2
e(−

1
2 (x−μ)T Σ−1(x−μ)), (1)

where μ is the mean and Σ is the covariance matrix. However, there are cases in
which the data cannot be represented with simple distributions, so we use linear
combinations of simple components, as the Gaussian mixture model.

The Gaussian mixture model is a linear combination of K Gaussian compo-
nents, see [2] and [10]. In the articles [6,8] and [12], we can see that the Gaussian
mixture model can be used for image segmentation, speech recognition, language
identification and statistical representation, among others.

The Gaussian mixture model considers the density function

K∑

k=1

φkf(x|μk, Σk), (2)
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where f(x|μk, Σk) are Gaussian densities (1), with mean μk and covariance
matrix Σk. The φk parameters are mixing coefficients that must comply with
0 ≤ φk ≤ 1 and

∑K
k=1 φk = 1. Then, to solve this problem, we have to find

the values for the parameters φ = (φ1, φ2, ..., φK), μ = (μ1, μ2, ..., μK) and
Σ = (σ1, σ2, ..., ΣK).

In several texts as [4,7,14] and [16], the authors maximize the likelihood
function

L =
M∑

m=1

log

(
K∑

k=1

φkf(xm|μk, Σk)

)
, (3)

when {xm}M
m=1 is the data sample. There is no analytical solution to this prob-

lem, so they use an iterative numerical optimization technique, known as EM-
algorithm.

Once we have the values for the parameters φ, μ and Σ, we can classificate
the data using the Total Probability Law and the Bayes Theorem. We can obtain
the conditional probability P (gk|x), for k = 1, ...,K, by the following expression

P (gk′ |x) =
P (gk′)P (x|gk′)

∑K
k=1 P (gk)P (x|gk)

, for k′ = 1, 2, ...,K. (4)

P (gk|x) tell us the probability that given a data point x, it belongs to the
parametric distribution gk, when P (x|gk) is the probability that x comes from
the parametric distribution k and P (gk) = φk is the probability of the parametric
distribution k. Once we obtain the probabilities P (gk|x), with k = 1, ...,K, we
determine that the point x belongs to the parametric distribution with greater
probabilistic value P (gk|x).

In this work, we propose to efficiently estimate the parameters for a Gaussian
mixture model using a distance, known as Gini Index, between two probability
distributions, the empirical distribution of the analyzed data and the density
function of a Gaussian mixture.

We will give a brief introduction to the Gini Index in Sect. 2. In Sect. 3 we will
show the proposed procedure to estimate the parameters of a Gaussian mixture
model through the Gini Index problem. In Sect. 4 we will perform experiments
with simulated data and real data, to compare the numerical results obtained
by the EM-algorithm, the K-means method and the algorithm proposed in this
work. We will mention conclusions and future work in Sect. 5.

2 The Gini Index

The Gini Index is a measure of inequality level between two probability distribu-
tions. It is applied in several fields of study like engineering, ecology, transport
and in income distribution as an indicator of social and economic inequality. See
[5,9] and [13].

For the Gini Index problem (GI), in its discrete form, we consider a discrete
random variable X, two probability measures ν1 and ν2 in X and a distance
function in X × X, d : X × X → R.
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The GI problem consists in

minimize:
∑

x∈X

∑

y∈X

d(x, y) π(x, y) (5)

subject to: π ∈ Π(ν1, ν2),

where Π(ν1, ν2) is the set of joint probability distributions in X × X, whose
marginals in the first and second components are the probability distributions
ν1 and ν2, respectively.

In [11] and [15] has been shown that this problem always has a solution,
it is a distance between the probability distributions ν1 and ν2 and it can be
very expensive to find. In addition, the solution π∗ ∈ Π(ν1, ν2) is a probability
measure and the optimal value of this problem defines the Gini Index between
the probability measures ν1 and ν2, denoted by GI(ν1, ν2), that is,

GI(ν1, ν2) =
∑

x∈X

∑

y∈X

d(x, y) π∗(x, y). (6)

In this work, we propose to efficiently estimate the parameters for a Gaussian
mixture model that minimizes the Gini Index to an empirical distribution. We
make this proposal based on the theory of the minimum dissimilarity estimators
and the estimators of minimum distance of Kantorovich given in paper [1]. In
this work, the distribution ν1 is known, commonly associated with an empirical
distribution, an the distribution ν2 is a parametric distribution that must be
estimated in such a way that the distance between ν1 and ν2, given by the Gini
Index, is minimum. In this case, we propose the parametric distribution ν2 as a
Gaussian mixture model. Modeling multimodal data through a mixture of Gaus-
sians distributions makes intuitive sense, due that the most used distribution in
modeling unimodal data is the Gaussian distribution, as we can see with the
Central Limit Theorem, see [3].

3 Parameters Estimation Minimizing the Gini Index

Suppose that we have a P dataset with M elements in dimension N , denoted by

P =
{

pm =
(
p
(m)
1 , p

(m)
2 , ..., p

(m)
N

)}M

m=1
. (7)

If we consider the P set as a data frame, we have the arrangement given in

Table 1. We define data frame column sets as Cn =
{

p
(m)
n

}M

m=1
, for n = 1, ..., N.

Now, we must define the base elements to establish the Gini Index problem:
the random variable X with its probability distributions ν1 and ν2.



406 A. L. López-Lobato and M. L. Avendaño-Garrido

Table 1. Data frame of P

C1 C2 · · · CN

p1 p
(1)
1 p

(1)
2 · · · p

(1)
N

p2 p
(2)
1 p

(2)
2 · · · p

(2)
N

...
...

...
. . .

...

pM p
(M)
1 p

(M)
2 · · · p

(M)
N

3.1 Random Variable X

To define the random variable X, we use a representative histogram of each
data frame column Cn, with n = 1, ..., N . For each representative histogram,
we obtain the intervals center points, denoted as Xn, for n = 1, ..., N . This Xn

variables are represented as dots in Fig. 1. We will denote as Nn the number of
elements in Xn, for n = 1, ..., N , then

Xn =
{

x
(n)
1 , x

(n)
2 , ..., x

(n)
Nn

}
, with n = 1, ..., N. (8)

We define the random variable X for the Gini Index problem as X = X1 ×
X2 × ... × XN . This random variable has N = N1 · N2 · ... · NN elements. So

X =
{(

x
(1)
j1

, x
(2)
j2

, ..., x
(N)
jN

)∣∣∣ x
(n)
jn

∈ Xn, n = 1, 2, ..., N, jn = 1, 2, ..., Nn

}
. (9)
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Fig. 1. Representative histogram and central points set Xn for column Cn.

3.2 Empirical Distribution ν1

We consider the information regarding the density given by the representative
histograms to define the empirical distribution ν1 in the random variable X
defined in (9).



Using the Gini Index for a Gaussian Mixture Model 407

Consider the column Cn, its representative histogram and its corresponding
random variable Xn =

{
x
(n)
1 , x

(n)
2 , ..., x

(n)
Nn

}
, for a fixed n ∈ {1, 2, ..., N}.

Denote as d
(n)
jn

the density of x
(n)
jn

∈ Xn, for jn = 1, ..., Nn, see Fig. 2. To
define a probability distribution γn in Xn, we consider the intervals endpoints for
the corresponding histogram Cn, shown as squares in Fig. 2. We can obtain the
width of the intervals with this endpoints, denoting them as An, due the columns
in the histogram have the same width. Thus, we define the γn distribution in
Xn as

γn

(
x
(n)
jn

)
= An · d

(n)
jn

, for jn = 1, ..., Nn. (10)

So, we obtain the probability distributions γ1, γ2, ..., γN , for each of the
columns C1, C2, ..., CN , respectively.

To define the empirical distribution ν1 in X, we consider the multiplication
of the empirical distributions for each of the columns

ν1(x) = γ1

(
x
(1)
j1

)
· γ2

(
x
(2)
j2

)
· ... · γN

(
x
(N)
jN

)
, for x =

(
x
(1)
j1

, x
(2)
j2

, ..., x
(N)
jN

)
∈ X.

(11)
It is important to remember that for the i-th coordinate of x, x

(i)
ji

, ji can take
values from 1 to Ni, i.e. the value of each subscript jn depends on the superscript
n, corresponding to the x coordinate (see expression (9)).

−10 −5 0 5 10

0.
00

0.
02

0.
04

0.
06

0.
08

0.
10

0.002

0.03

0.066

0.097

0.052

0.041

0.086
0.09

0.032

0.004

Fig. 2. Xn densities and extreme points of the histogram intervals in column Cn.

3.3 Parametric Distribution ν2

We consider a Gaussian mixture model for the parametric distribution ν2 in X,
that is a density function with form

ν2(x) =
K∑

k=1

φkf(x|μk, Σk). (12)
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The f function denotes an independent multivariate normal distribution of
dimension N , that is

f(x|μk, Σk) =
1

(2π)N/2|Σk|1/2
· e(− 1

2 (x−μk)
T Σ−1

k (x−μk)), (13)

where the mean μk is a real vector (μk1, μk2, . . . , μkN )T and the covariance
matrix is a real diagonal positive definite matrix of dimension N × N , i.e.
Σk = diag(σ2

k1, σ
2
k2, . . . , σ

2
kN ). We know that, by the Σk form, the f function is

f(x|μk, Σk) =
N∏

n=1

g(xn|μkn, σ2
kn), for x = (x1, x2, ..., xN ) ∈ R

N , (14)

where g is the univariate normal density function

g(s|μ, σ) =
1√

2πσ2
e− (s−μ)2

2σ2 . (15)

So, for the random variable X given in (9), we have

ν2(x) =
K∑

k=1

φk ·
N∏

n=1

g(x(n)
jn

|μkn, σ2
kn), for x =

(
x
(1)
j1

, x
(2)
j2

, ..., x
(N)
jN

)
∈ X. (16)

The φk parameters are the mixture proportions and must comply with

0 ≤ φk ≤ 1, for k = 1, ...,K, and
K∑

k=1

φk = 1. (17)

3.4 Gini Index Problem and Solution

With the establishment of the random variable X and the probability distribu-
tions ν1 and ν2 we define the Gini Index problem, which consists of

Minimize:
∑

x∈X

∑

y∈X

d(x, y)π(x, y)

subject to:
∑

y∈X

π(x, y) = ν1(x), ∀x ∈ X

∑

x∈X

π(x, y) = ν2(y), ∀y ∈ X (18)

π(x, y) ≥ 0, ∀x, y ∈ X
∑

x∈X

∑

y∈X

π(x, y) = 1

considering d as the Euclidean distance in X, ν1 as (11) and ν2 as (16). We
are looking for the proportions of the mixture φ = (φ1, . . . , φK), which must
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comply with (17), the means μ = (μ1, . . . , μK) and the covariance matrices
Σ = (Σ1, . . . , ΣK).

If the solution exists, we can solve this problem using the Lagrange multiplier
method. The Lagrangian for this problem is

L(φ,μ,Σ) =
∑

x∈X

∑

y∈X

d(x, y)π(x, y) −
∑

x∈X

λx

⎡

⎣
∑

y∈X

π(x, y) − ν1(x)

⎤

⎦ (19)

−
∑

y∈X

γy

[
∑

x∈X

π(x, y) − ν2(y)

]
− α

⎡

⎣
∑

x∈X

∑

y∈X

π(x, y) − 1

⎤

⎦ − β

[
K∑

k=1

φk − 1

]
.

We denote as πxy = π(x, y) and dxy = d(x, y). If we derive the Lagrangian L
with respect to πst, for s and t fixed in X, we can simplify the equation (19).

If we derive this simplified expression with respect to μtr, with fixed 1 ≤ t ≤
K and fixed 1 ≤ r ≤ N , and equals to 0, we have

μtr =

∑Nr

jr=1 y
(r)
jr

exp
(

− (y
(r)
jr

−μtr)
2

2σ2
tr

)

∑Nr

jr=1 exp
(

− (y
(r)
jr

−μtr)2

2σ2
tr

) . (20)

If we derive the simplified expression with respect to σtr, with fixed 1 ≤ t ≤
K, 1 ≤ r ≤ N , we have

σ2
tr =

∑Nr

jr=1

(
y
(r)
jr

− μtr

)2

exp
(

− (y
(r)
jr

−μtr)
2

2σ2
tr

)

∑Nr

jr=1 exp
(

− (y
(r)
jr

−μtr)2

2σ2
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Expressions (20) and (21) can be taken iteratively. This estimate is made
with respect to the P dataset, so the iterative expressions of the IG-algorithm
are:
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) , for 1 ≤ t ≤ K and 1 ≤ r ≤ N, (22)
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(m)
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) , for 1 ≤ t ≤ K and 1 ≤ r ≤ N.

(23)
It is important to emphasize that to obtain the expressions (22) and (23)

we made the assumption that the components of the Gaussian mixture ν2 were
independent multivariate normal distributions, and for this reason we only looked
for the values of the covariance matrix that is a positive definite diagonal matrix.
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4 Numerical Results

In this section we will compare the GI-algorithm with the EM-algorithm and
the K-means method. We made this comparison due that the EM-algorithm
and the K-means method are efficient heuristics that quickly converge to a local
optimum. Both algorithms use the data group centers to model the data with
the difference that K-means consider groups of comparable spatial extent, while
the EM-algorithm allows different shapes in the groups. Because of these spec-
ifications the K-means method quickly converge to a local optimum and the
EM-algorithm has a high level of efficiency, see [2].

We consider experiments with simulated data and real data. In the experi-
ments with simulated data we consider data from 3 Gaussians. For experiments
with real data we consider two databases: “Iris Data Set” and “Seeds Data Set”,
found in UCI Machine Learning Repository1.

4.1 Simulated Data

In this section we will show the performed experiments with synthetic data. We
perform the following process 100 times:

– We generate a P set with M = 3000 training data specifying the character-
istics of the configuration, the same for 100 iterations.

– Data proportion: the data amount can be equal or different.
– Data intersection: Gaussians can be separated or intersected.

– We obtain a class vector that establishes from which Gaussian each data
comes from, since we generated them.

– We adjusted each of the three models to the P dataset, assuming that there
are 2, 3 and 4 groups.

– We obtain a data classification with each model and the percentage of classi-
fication success.

– We record the obtained success percentages through the three models and,
for the univariate case, the Gini Index values given by the IG algorithm.

Once we obtain the results of the 100 iterations, we calculate an average
percentage of success for each model and the average values of the Gini Index
in the univariate case. These values are recorded in the tables in the following
sections.

In each table we show in bold the best average success rate and in italics the
second best average success rate. For the univariate case, the lowest Gini Index
value is underlining. Let us remember that a small value for the Gini Index
suggests that the empirical distribution is closer to the estimated theoretical
model.

1 https://archive.ics.uci.edu/ml/index.php.

https://archive.ics.uci.edu/ml/index.php
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Univariate Case

Configuration 1. (See Fig. 3(a)) 3000 data generated with equal proportions of 3
separate univariate Gaussians. The used parameters are: 1000 data with μ1 = 4,
σ1 = 1, 1000 data with μ2 = 18, σ2 = 2 and 1000 data with μ3 = 33, σ3 = 2.

The results are shown in Table 2. The best percentage of average success
for the 3 models are those that consider the search for 3 Gaussians, because
the data was generated from 3 Gaussians. With the IG algorithm we obtain a
100% percentage of average success. We obtain a 100% percentage when we are
searching for 4 Gaussians because, even when it finds 4 Gaussians, one of them
finds it with a proportion φk = 0. For the value of the Gini Index, it can be seen
that the minimum value is obtained for 3 and 4 Gaussians.

Table 2. Results of configuration 1, univariate case.

Adjusted
Gaussians

IG algorithm EM
algorithm

K-means

2 66.66667 66.36667 33.33333

IG: 5.92747

3 100 99.96667 83.93333

IG: 2.788711

4 100 89.23333 66.66666

IG: 2.788711

Configuration 2. (See Fig. 3(b)) 3000 data generated with equal proportions
from 3 univariate Gaussians, 2 intersected, with the following parameters: 1000
data with μ1 = −3, σ1 = 1, 1000 data with μ2 = 10, σ2 = 2 and 1000 data with
μ3 = 16, σ3 = 1. The obtained results are found in Table 3.

Table 3. Results of configuration 2, univariate case.

Adjusted
Gaussians

IG algorithm EM
algorithm

K-means

2 66.66667 66.66667 33.33333

IG: 2.350686

3 98.13333 97.799667 96.36667

IG: 1.963381

4 97.8 83.16667 84.63333

IG: 1.963519
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The models obtain a better average percentage of success for 3 Gaussians and
the IG algorithm has the highest value. In this case, for some of the iterations,
the IG algorithm did find 4 clusters, so the average success rate was lower than
that of 3 Gaussians, however this is reflected in the Gini Index value.

In this configuration, we obtain a better percentage with our model than
with the other ones when we adjust 4 Gaussians due the same reason than the
previous configuration. In fact, if we adjust a higher quantity of Gaussians than
the real number of it, our model, in automatic, calculated the parameters of the
additional Gaussians with proportion φk near or equal to 0.

Configuration 3. (See Fig. 3(c)) 3000 data generated with different proportions
from 3 intersected univariate Gaussians, with the following parameters: 1500
data with μ1 = −5, σ1 = 2, 1000 data with μ2 = 2, σ2 = 1, 500 data with
μ3 = 8, σ3 = 2. In Table 4 we show the results for this configuration.

Table 4. Results of configuration 3, univariate case.

Adjusted
Gaussians

IG algorithm EM
algorithm

K-means

2 81.79333 80.967 49.967

IG: 1.662882

3 97.635 97.568 75.75867

IG: 0.91244

4 97.635 85.70867 66.66667

IG: 0.91244

In configuration 3 we obtain better percentage of average success with the
IG algorithm. We obtain the same averages for 4 Gaussians, which means that
the model found the same means and deviations values for 3 and 4 Gaussians,
with a mixing proportion φk = 0 for the 4 Gaussians case.
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Fig. 3. Configuration examples for the univariate case
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Bivariate Case. For the data generation in the plane, we consider independent
bivariate normal distributions, that is, Gaussians whose covariance matrix is
diagonal, and non-independent bivariate normal distributions, that is, Gaussians
whose covariance matrix is a positive definite non-diagonal matrix, this in order
to verify how efficient the models are when we use databases that might not
meet the independence condition used by the IG algorithm.

Configuration 1. (See Fig. 4(a)) 3000 data generated with equal proportions of 3
separate bivariate Gaussians, with the parameters: 1000 data with μ1 = (0, 16),

Σ1 =
(

1 1
1 2

)
, 1000 data with μ2 = (10, 6), Σ2 =

(
2 0
0 1

)
, 1000 data with μ3 =

(21,−5), Σ3 =
(

2 0
0 2

)
.

In the Table 5 you can see the obtained results. We have the best percentage
of average success with the IG algorithm for 3 and 4 Gaussians and the K-means
method for 3 Gaussians. In addition, we obtain a higher average with the EM
algorithm when we consider 4 Gaussians, which would mean that this algorithm
did not correctly locate the means of the analyzed data for three Gaussians and
made a bad classification.

Table 5. Results of configuration 1, bivariate case.

Adjusted
Gaussians

IG
algorithm

EM
algorithm

K-means

2 66.66667 66.66667 66.66667

3 100 50.16667 100

4 100 83.43333 83.6

Configuration 2. (See Fig. 4(b)) 3000 data generated with different proportions
from 3 separate bivariate Gaussians, with the following parameters: 1500 data

with μ1 = (2,−1), Σ1 =
(

1 0
0 2

)
, 1000 data with μ2 = (11, 19), Σ2 =

(
2 0
0 1

)
, 500

data with μ3 = (20, 9), Σ3 =
(

2 0
0 2

)
.

In Table 6 are shown the results for this configuration. In this case, we obtain
high averages for two adjusted Gaussians since the three models find the classes
with 1500 and 1000 data. We obtain a 100% averages with the EM algorithm
and the IG algorithm.

Configuration 3. (See Fig. 4(c)) 3000 data generated with different proportions
of 3 bivariate Gaussians, 2 intersected, with the following parameters: 1500 data
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with μ1 = (2, 2), Σ1 =
(

2 0
0 1

)
, 1000 data with μ2 = (7,−1), Σ2 =

(
1 −1

−1 2

)
,

500 data with μ3 = (11, 5), Σ3 =
(

1 0
0 2

)
.

Table 6. Results of configuration 2, bivariate case.

Adjusted
Gaussians

IG
algorithm

EM
algorithm

K-means

2 83.33333 83.33333 83.33333

3 100 100 58.342

4 100 86.78867 52.28367

The results are in Table 7. Here, we obtain the best average with the K-
means method for 3 Gaussians. However, we obtain values not so far apart with
the additional advantage that we have the considered standard deviations values
in the data generation.

Also, in the same way than previous examples, when we adjust one more
group than the original number of groups, the proposed model has less fails
than the other ones due that we obtain a proportion φk equals to zero for one
of the calculated groups.

Table 7. Results of configuration 3, bivariate case.

Adjusted
Gaussians

IG
algorithm

EM
algorithm

K-means

2 82.057667 81.633 82.141

3 99.41333 99.33733 99.56733

4 99.40267 83.80633 77.10833

Configuration 4. (See Fig. 4(d)) 3000 data generated with different proportions
of 3 intersected bivariate Gaussians, with the following parameters: 1500 data

with μ1 = (4, 5), Σ1 =
(

2 −1
−1 2

)
, 1000 data with μ2 = (7, 0), Σ2 =

(
2 1
1 2

)
, 500

data with μ3 = (13, 1), Σ3 =
(

2 −1
−1 1

)
.

The results for this configuration are shown in Table 8. We obtain the best
percentage of average success with the IG algorithm when we consider 3 clusters.
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Table 8. Results of configuration 4, bivariate case.

Adjusted
Gaussians

IG
algorithm

EM
algorithm

K-means

2 81.01367 80.56667 60.93333

3 95.96667 93.80067 81.96667

4 95.9 78.835 79.30333
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Fig. 4. Configuration examples for the bivariate case

Remarks

– In most cases we get better results with the IG algorithm than with the other
two models.

– The difference between the average for 3 and 4 clusters of the IG algorithm is
very small, because when we consider 4 clusters, this model finds the param-
eters for the 3 Gaussians and the parameters of a fourth Gaussian but with
proportion φk equal or close to 0.

– The Gini Index values for the univariate case are lower when 3 clusters are
considered, so it could be said that the Gini Index value is lower when we
consider the actual number of data classes.

4.2 Real Data

To carry out classification experiments with real data, we consider “Iris Data
Set” and “Seeds Data Set” of UCI Machine Learning Repository. We form a
general P dataset for each of these data sets and then we use the GI-algorithm,
the EM-algorithm and the K-means method to classification in the following
way:

– We split the data set by classes. Then we randomly divide each class into
training set and test set, with 70% and 30% of elements, respectively.

– We generate a general training set and a general test set by joining the training
sets and test sets of the considered classes.

– We adjust the general training set with the EM-algorithm, the GI-algorithm
and the K-means method, to obtain the values of the sought means and
standard deviations.
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– With the found parameters, we make a classification of the general test set,
obtaining a percentage of success for each of the analyzed algorithms.

We carry out this process 100 times obtaining percentages of success on each
occasion.

Iris Data Set. In this data set the authors examine 3 different varieties of
Iris plant: Iris Setosa, Iris Versicolour and Iris Virginica, 50 instances each, con-
sidering 4 physical characteristics of this plants. So, in this case we have a 4-
dimensional dataset with 3 classes. The results obtained for this database are
shown in Table 9.

Table 9. Results for the Iris Data Set

Adjusted
Gaussians

IG
algorithm

EM
algorithm

K-means

2 64.44444 50.22222 66.66667

3 82.83333 79.44444 79.22222

4 78.11111 63.88889 65.44444

We obtain the best percentage of success for the 3 models when we consider
3 clusters, because the database has 3 differentiated classes. We obtain a better
percentage of average success with the IG algorithm for 3 Gaussians.

Seeds Data Set. In this data set, the authors examine 3 different varieties
of wheat seeds: Kama, Rosa and Canadian, 70 instances each, considering 7
geometrical parameters of wheat grains, then we have a 7-dimensional dataset
with 3 classes.

By adjusting this dataset through the GI algorithm, the EM algorithm, and
the K-means method, we obtain the average percentage of success show in the
Table 10.

Table 10. Results for the Seeds Data Set

Adjusted
Gaussians

IG
algorithm

EM
algorithm

K-means

2 65.06349 63.44444 65.06349

3 64.95238 52.38095 63.44444

4 58.76191 42.93651 57.06349

In this case, with the 3 models we obtain a better percentage of average
success when we consider 2 adjusted Gaussians, which would suggest that 2 of
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the classes are not well differentiated, although this cannot be corroborated due
the dimension of the data. Even with these characteristics, we obtain the best
averages with the IG algorithm.

5 Conclusions and Future Work

Thanks to the experiments carried out in this work, we can say that with the
proposed model we obtain favorable results, because our model seeks to minimize
the Gini Index between the empirical distribution and the proposed parametric
distribution.

It is important to mention that the GI-algorithm performs fewer iterations
than the EM-algorithm to find the sought parameters and consequently the
average time it takes to find them is smaller. This leads us to declare that the
proposed model helps us to efficiently estimate the parameters of a Gaussian
mixture model through the Gini Index problem.

It should be noted that when we analyze the obtained results, we can see that
the values for the covariance matrices with the IG algorithm are smaller than
those obtained with the EM algorithm, which graphically translates into sharper
or steeper curves. We believe that this characteristic is of great importance
to carry out the pertinent classifications, because although the groups to be
classified are intersected, the small value of the variances helps that the points
to be classified correctly.

As a future work, we want to study the theoretical properties and the con-
vergence of the IG-algorithm and search for applications with real data.
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13. Ultsch, A., Lötsch, J.: A data science based standardized Gini index as a Lorenz
dominance preserving measure of the inequality of distributions. PloS One 12(8),
e0181572 (2017)

14. Vaida, F.: Parameter convergence for EM and MM algorithms. Statistica Sinica
15, 831–840 (2005)

15. Villani, C.: Topics in Optimal Transportation. American Mathematical Society,
Providence (2003)

16. Xu, L., Jordan, M.I.: On convergence properties of the EM algorithm for Gaussian
mixtures. Neural Comput. 8(1), 129–151 (1996)

https://doi.org/10.1007/978-1-4614-4869-3
https://doi.org/10.1023/A:1026543900054
https://doi.org/10.1023/A:1026543900054


MASDES-DWMV: Model for Dynamic
Ensemble Selection Based on Multiagent
System and Dynamic Weighted Majority

Voting

Arnoldo UberJr.1(B) , Ricardo Azambuja Silveira1 ,
Paulo Jose de Freitas Filho1 , Julio Cezar Uzinski2 ,

and Reinaldo Augusto da Costa Bianchi3

1 Department of Informatics and Statistics, Federal University of Santa Catarina,
Florianópolis, Brazil

arnoldo.u.jr@gmail.com, ricardo.silveira@ufsc.br, pjffbr@gmail.com
2 State University of Mato Grosso Faculty of Exact and Technological Sciences,
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Abstract. One of the main challenges of machine learning algorithms is
to maximize the result and generalization. Thus, the committee machines,
i.e., the combination of more than one learning machine (an approach also
called in the literature by ensemble), together with agent theory, become a
promising alternative in this challenge. In this sense, this research proposes
a dynamic selection model of machine committees for classification prob-
lems based on the multi-agent system and the weighted majority voting
dynamic. This model has an agent-based architecture, with its roles and
behaviors modeled and described throughout the life cycle of the multia-
gent system. The steps of generalization, selection, combination, and deci-
sion are performed through the behavior and interaction of agents with the
environment, in the exercise of their respective roles. In order to validate
the model, experiments were performed on 20 datasets from four reposi-
tories and compared with seven state-of-the-art dynamic committee selec-
tion models. At the end, the results of these experiments are presented,
compared and analyzed, in which the proposed model obtained consider-
able gains in relation to the other models.

Keywords: Machine committee · Ensemble · Multiagent system ·
Dynamic weighted majority vote

1 Introduction

Usually, most people who need to make a decision, seek the opinion of other
people or experts about the problem. This behavior has the objective of obtaining
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more points of view on the subject, allowing in this way to make a more assertive
decision. This way of solving problems is also present in situations where there
is voting; in this case, opinions are returned by votes.

In the Machine Learning area, the idea of committee formation had its first
proposals made in Ablow’s, Kaylor, and Nilsson’s 1965 research [20]. In the
first works, there was a proposal to combine different classifiers for the final
improvement of a classification system. However, the area was only intensively
developed later, with computational improvements, through the work of [12] and
[21], who had improvements in the performance of Artificial Neural Networks
(RNA) from the use of machine committees. See [24] and [23] for details.

In supervised classification problems, data instances are represented as pairs
(x, yi), where x represents an instance described in the form of an attribute value
vector and yi, are class names, where yi belongs to a set of classes Y = y1, y2,
y3, ... yn. The learning algorithm specifies a classifier whose output must be the
prediction of a class yz, with z ∈ 1,2,3, ..., n, the given instance.

Machine committees, as the name implies, are the union of more than one
learning machine in generating a solution to a problem. In addition to having the
main objective of maximizing the generalization capacity, they have two other
motivational factors: the availability of computational resources (to generate the
union of several techniques in the solution of a problem) and the demonstration
made by [25] which demonstrates that there are no generic models of machine
learning that, on average, perform better than any other model for any class of
problems [23,24].

The composition of a machine committee can take into account all compo-
nents, only one of them, or select a subset of components from the set of available
components. The strategy of considering all also carries with it the components
with low aptitude. The idea of considering only one component leads to algo-
rithm matching rates for the individual component. Therefore, selecting a subset
of components and matching them appropriately leads to higher hit rates, as
mentioned by [1,5,24] and [10]. Dynamic selection of machine committees is a
multiple classifier approach that selects a subset of classifiers best suited to clas-
sify a query pattern. Therefore, the dynamic selection of machine committees
(which will be referred to in this article by the ensemble) is an excellent strategy
used to maximize results in solving complex decision problems.

This paper proposes a dynamic ensemble selection based on multiagent system
(MAS) and the dynamic weighted majority voting (DWMV), which was called
MASDES-DWMV. It is also the purpose of this article to apply the proposed
model in different case studies of the literature and present the results obtained,
and in the end, compare with other existing models. Dynamic selection of ensem-
ble consists of choosing a subset (possibly unitary) of classifiers, maximizing their
combination, and thereby predict the class of a particular instance of the prob-
lem, according to [5]. In these stages, many decision-making is performed, and
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each stage can be improved. Therefore, agent theory is proposed in this research
as an alternative to assist in the autonomous decision making of the agents and
the coordination of the ensemble, besides providing mechanisms to scale and dis-
tribute processing in the learning of the instances of the classifiers.

The proposed multi-agent system (MAS) for dynamic ensemble selection
(DES) seeks to maximize the results of the main stages of ensemble forma-
tion: generalization, selection, and combination (decision). In the generalization,
it aims to maximize the individual results of the classifiers, seeking to maximize
their competence through parameterization and training. Also, it introduces the
concept change (Drifting Concepts), in which classifiers are added or removed
depending on their competence. See [3,7,16] and [1] for details. As for selec-
tion and combination, it assists in the definition of the classifier or subset of
classifiers by proposing a weight-adjusted majority voting method based on the
WAVE method [14], that is, the Dynamic Weighted Majority Voting method
(DWMV), which extends the WAVE algorithm, making the necessary improve-
ments to DES.

This article is organized into sections. In the next section, a theoretical revi-
sion of the basic concepts of machine committees, agent theory, and DES is
presented, also presenting a retrospect and state of the art. Section 3 presents
the MASDES-DWMV model, describes the architecture, agent roles, and life
cycle, detailing the algorithms used in agent behavior. Section 4 describes the
experiments and presents the methodology and results, and Sect. 5 describes the
conclusions.

2 Theoretical Background

The use of Ensembles as an alternative to increasing the efficiency and accuracy
in pattern recognition [18] is mentioned in the literature in several applications
[1,10,26]. The work found involves two different approaches: the combination
of classifiers and the dynamic selection of classifiers [9]. In the combination of
classifiers, all available classifiers are used and their outputs combined to form
the final decision. This approach presents two main problems: in the first prob-
lem, classifiers are assumed to make independent, and possibly different, errors,
which is a difficult situation to find in real pattern recognition applications [9].
The second problem is that not every available classifier is a specialist for the
test pattern. Therefore only some classifiers can predict the correct classifica-
tion for a given set of data. The dynamic selection precisely seeks to estimate
the competence level of the classifier for each query separately. Only the most
competent classifier about the input pattern are selected to compose Ensemble.
Figure 1 shows the basic scheme of dynamic selection.



422 A. Uber et al.

Fig. 1. Dynamic selection operation scheme

The selection comprises three ways of being performed: static, classifier dynam-
ics and ensemble dynamics. Figure 2 exemplifies the three forms of selection.

Fig. 2. Selection methods source adapted from [10]

In Fig. 2, item (a), the static selection is presented, which is made the selec-
tion of the classifiers based on the training data while the dynamic selection (b)
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is based on the selection in the test data. The difference between dynamic selec-
tion of classifiers and ensemble (c) is that the former selects only one classifier
and in the second, dynamic ensemble selection (DES), a set of classifiers [10].

In dynamic selection, sorting a new input pattern usually involves three steps:

1. Define the region of competence: area around the place of consultation;
2. Define the selection criterion: method of calculating the competence of the

classifier, for example: accuracy and complexity;
3. Define the approach or selection mechanism: whether a classifier (DSC) or a

set of classifiers (DES) will be used.

A review of the most relevant work on dynamic selection is presented in
Table 1 according to [1,3,10] and [8].

Table 1. Comparison between DES models

Reference Year Model Region competence Selection criteria Approach

Sabourin 1993 Classifier Rank (DCS-Rank) K-NN Ranking DCS

Woods 1997 Overall Local Accuracy (OLA) K-NN Accuracy DCS

Woods 1997 Local class accuracy (LCA) K-NN Accuracy DCS

Giacinto 1999 A Priori K-NN Probabilistic DCS

Giacinto 1999 A Posteriori K-NN Probabilistic DCS

Giacinto et al. 2001 Multiple Classifier Behavior (MCB) K-NN Behavior DCS

P.C. Smits 2002 Modified Local Accuracy (MLA) K-NN Accuracy DCS

Soares et al. 2006 DES-Clustering Clustering Accuracy & Diversity DES

Soares et al. 2006 DES-KNN K-NN Accuracy & Diversity DES

Ko et al. 2008 K-Nearest Oracles Eliminate (KNORA-E) K-NN Oracle DES

Ko et al. 2008 K-Nearest Oracles Union (KNORA-U) K-NN Oracle DES

Woloszynski et al. 2011 Randomized Reference Classifier (RRC) Potential function Probabilistic DES

Woloszynski et al. 2012 Kullback-Leibler (DES-KL) Potential function Probabilistic DES

Woloszynski et al. 2012 DES Performance (DES-P) Potential function Probabilistic DES

Cavalin et al. 2013 K-Nearest Output Profiles (KNOP) K-NN Behavior DES

Cruz et al. 2015 META-DES K-NN Meta-Learning DES

Cruz et al. 2016 META-DES.Oracle K-NN Meta-Learning DES

Brun et al. 2016 Dynamic Selection On Complexity (DSOC) K-NN Accuracy & Complexity DCS

Almeida 2016 DYNSE K-NN Behavior DES

Albuquerque 2018 DESDD Potential function Accuracy & Diversity DES

As shown in Table 1, in the region of competence, many works use the K-
NN (K Nearest Neighbors) technique, using clustered methods (K-Means) using
the decision of the classifiers or via competence map defined through a function
potential. The selection criterion varies according to the algorithm; the first
works directly use the accuracy or a ranking of the best classifiers, followed by
probabilistic functions, in which the grouping of several criteria are used, which
are examples of meta-learning and behavior. Finally, the approach is also defined,
that is, the criteria for selecting a set of classifiers (DES) or only one (DCS).

The MASDES-DWMV model about the region of competence continually
analyzes the performance of the classifiers based on the concept of context
change, that is, if the set of training data used leads to a specific performance
during the period. Training and later, the data set used in the execution, leads
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to another performance, the classifier about penalties and bonuses by adjust-
ing the weights and parameters used in the execution of the model. This adds
and removes classifiers as needed and maintains an in-stance history to align
all classifiers with the same criteria. At this point, the extension to the WAVE
method was crucial for performance improvement as it enabled the removal of
low-efficiency classifiers and added new ones, based on a model performance his-
tory, with possibilities to improve the classifier set, preserving the instance his-
tory. These actions are not present in the original model, as well as the improve-
ments in the execution of the models made by the agents, seeking the best set of
execution parameters of the classification model. As for the selection criterion,
it uses accuracy and complexity to define the weights of the classifiers to be
selected to form the set of classifiers used in the model decision, allowing a DCS
and DES approach (configured through parameters in the model execution).
Also, all steps are performed in a distributed and autonomous manner in agents,
an approach also used by [13] and [6]. At runtime, it may include or exclude
classifiers, distribute the execution of algorithms in several environments.

3 Model MASDES-DWMV

The MASDES-DWMV model presents a MAS-based Ensemble dynamic selec-
tion architecture in which the combination step is performed through a WAVE
method extension proposed by [14], called DWMV (Dynamic Weight Majority
Voting). Therefore the MASDES-DWMV model describes an agent architecture,
a model of interaction between these agents with their roles and the respective
life cycle of the MAS so that it can fulfill the steps of generalization, dynamic
selection and decision. The scheme of the MASDES-DWMV model is shown in
Fig. 3.

Fig. 3. MASDES-DWMV model layout

The Fig. 3 shows the classifiers linked to the generalization. The generaliza-
tion has a behavior based on change of concept, adding and removing compo-
nents through the analysis of the weights updated by dynamic selection. The
dynamic selection updates the PM, PC, PGA and HI weights (which are the
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weight of the models, weights of the aComponents, global weight of hits and
the history of the instances, respectively) and selects the component or a set of
components to compose the decision of model. Between the generalization and
dynamic selection stages, there is a set of weights that unifies the algorithms
used by the agents’ behaviors.

3.1 Architecture

The proposed agent architecture defines the role of five agents: Monitor, Gen-
eralization, Component, Dynamic Selection, and Decision. In this model, these
agents are called aMonitor, aGeneralization, aComponent, aDynamicSelection,
aDecision respectively. Figure 4 presents a diagram of the proposed agents in
the model and their interaction.

Fig. 4. MASDES-DWMV agent model

The Fig. 4 presents a macro model of agents in interaction with the user, the
interrelationship between agents through protocols and, in the case of Agent-
Components, their direct relationship with the classification models providing
the classification service. In this Fig. 4, only a few request and response messages
(Request and Inform) were cited, as a way of exemplifying the communication
between the agents.
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The communication protocol between agents, however, has a very diverse set
of messages that are exchanged between agents, using Request and Inform. In
addition to these, some other messages are exchanged with the environment by
the agents. For example, in the case of AgentMonitor, to check existing agents,
it checks the Directory Facilitator (DF), which agents are available and which
provide a certain service, and then select the agent for the MASDES-DWMV
structure. Another example is shown in Fig. 5.

Fig. 5. Protocol between aGeneralization and aComponents agents

The communication protocol presented in Fig. 5 is carried out between aGen-
eralization agents and aComponents present in the environment, as described in
the agents’ roles.

3.2 Agent Roles

The roles of the agents that make up the MASDES-DWMN are related to the
actions and decisions that the agent performs during its life cycle, that is, its
behavior, and are described as:

– AgentMonitor (referred to as aMonitor): This agent is intended to enable
user interaction with SMA, and also to create and monitor the base agent
structure. The interaction can occur for several reasons, such as: informing
a set of parameters, requesting results presenting a problem, modifying the
composition of the set of components, etc.;
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– AgentGeneralization (referred to as aGeneralization): responsible for forming
and maintaining the set of aComponents. To form the set of components,
you can execute algorithms known in the literature as Bagging [4], Boosting
[22], etc., or use customized training by the user. As for maintenance, it
has some behaviors modeled in relation to the components, such as: training
aComponents, adding aComponent and removing aComponent;

– Component (referred to as aComponent): this agent encapsulates the classifier
and provides interaction behaviors with it, such as: instantiation, parameter-
ization, execution and improvement (depending on the results, aComponent
can, or through aGeneralization demand, execute the classifier again other
parameters, seeking to maximize the classifier’s performance). It is worth
remembering that, depending on the classifier model, these interactions may
result in different implementations;

– AgentDynamicSelection (referred to as aDynamic Selection): it interacts with
aComponents and aGeneralization and performs the selection of the set of
aComponents through the DWMV algorithm, to define the aComponents
that will be part of the decision of the agent aDecision;

– AgentDecision (referred to as aDecision): checks with the aDynamicSelec-
tion the selected set of aComponents and executes the DWMV algorithm,
ultimately generating the model decision.

3.3 Life Cycle

The life cycle of the MASDES-DWMV model is based on cooperative-
competitive behavior. The agents aMonitor, aGeneralization, aDynamicSelection
and aDecision cooperate with each other in the search for the best result. ACom-
ponents agents compete among themselves for permanence in the execution of
the model.

It starts with the instantiation of aMonitor by the user, who also defines
the classification problem through the data set, how to use this data set (divi-
sion of the data in training and testing with cross-validation methods: holdout,
k-fold, etc.), the limits on the number of classifiers, aComponents model and
training parameters, in addition to the generation method of the aComponents
set (mentioned in the aGeneralization behavior).

AMonitor receives the information and instantiates the other agents of the
model: aGeneralization, aDynamicSelection and aDecision, informing the initial
definitions, therefore it is responsible for verifying that all the necessary agents
for the SMA are present, and if they are not, perform the creation of the same.
AMonitor also manages the weight structures used in the model, which are: PM,
PC and HI, which are respectively: model weights, aComponents weights and
instance history. AGeneralization, when created, runs an initialization algorithm
described in Fig. 6.
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Fig. 6. AGeneralization initialization behavior algorithm

The AComponents, when initialized, create instances of the models that
encapsulate and apply the initial settings and parameters informed by aGen-
eralization. Subsequently, they inform the initial training dataset, but do not
execute it, returning to aGeneralization that they are ready to start.

AGeneralization then proceeds to perform the training behavior, described
in Fig. 7. As they are in parallel processes, they occur independently and
autonomously, each aComponent has its perception of the environment and dif-
ferent parameters, and are trained with the same data set provided by aGener-
alization, that is, the training instance.

Fig. 7. AGeneralization training behavior algorithm

The competitive form of the agents appears in the sense of the search for
the best individual results, with the objective of remaining in the set of aCom-
ponents available for selection. Having executed the training algorithm in all
aComponents, aGeneralization asks aDynamicSelection to choose the classifiers
that will compose the ensemble, so aDynamicSelection executes the DynamicS-
electionByDWMV algorithm described in Fig. 8.
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Fig. 8. aDynamicSelection selection behavior algorithm

For each training run, the weights of the aComponents are adjusted in the
PC structure, the weights of the models in the PM structure and the training
instances are stored in the HI structure. ADecision then executes the decision
algorithm presented in Fig. 9.

Fig. 9. A decision behavior algorithm

The AGeneralization retrieves aDecision and updates the SMA according to
the algorithm described in Fig. 10.
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Fig. 10. Algorithm for updating SMA through aGeneralization

After the aComponents training stage is finished, the MASDES-DWMV
model is ready for execution. At that time, aMonitor is notified by aGeneral-
ization that the training has been completed and the model is now in execution
mode. Thereafter the addition and removal of aComponents is suspended.

4 Experiments

A total of 20 datasets were used in comparative experiments, of these, five come
from the Machine Learning Repository (UCI) repository [11], three from the
STATLOG project [15], eight from Knowledge Extraction based on Evolutionary
Learning [2] and four from the Ludmila Kuncheva Repository Collection of real
medical data [17].

The experiments were carried out following the same methodology mentioned
in the survey prepared by [10], to compare the results of the models analyzed by
the author, using the same criteria. This methodology uses 20 replications for
each dataset. With each replication, the datasets are randomly divided as follows:
50% for training, 25% for dynamic selection, and 25% for testing. Divisions are
made according to the probabilities of each class.

Table 2 presents the results obtained through the DES-RRC, META-DES,
META-DES.O, DES-KL, DES-P, and KNORA-U techniques mentioned in [10]
survey complemented by the results obtained by MASDES-DWMV model.

In Table 2, the 20 datasets are listed, and the hit percentage and standard
deviation for each model tested against the datasets are described. The result
with the highest percentage of accuracy among the models is highlighted in
bold. In the Position column the classification of the MASDES-DWMV model is
mentioned about the others for each dataset. The last row of Table 3 shows the
average of the models in all datasets and the first place quantities obtained by
the models. The graph shown in Fig. 11 shows the models’ performances about
the datasets.
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Table 2. Mean and standard deviation of dynamic selection techniques

Dataset Position MASDES-DWMV DES-RRC META-DES META-DES.O DES-KL DES-P KNORA-U

Adult 1 88,63 1,78 87,16 1,53 87,15 2,43 87,74 2,04 86,06 2,90 87,10 2,76 80,21 2,26

Banana 1 95,67 1,12 86,56 1,76 91,78 2,68 94,54 1,16 85,58 2,40 93,61 1,80 92,40 2,87

Breast Cancer (WDBC) 3 97,32 0,81 96,94 0,61 97,40 1,07 96,71 0,86 97,13 0,59 96,78 0,78 97,41 1,02

Ecoli 1 81,62 3,28 80,66 3,58 77,25 3,52 81,57 3,47 79,95 4,30 79,83 4,26 77,12 3,41

Liver Disorders 2 71,56 3,76 68,01 4,14 70,08 3,49 72,02 4,72 67,11 5,62 67,46 3,84 61,29 3,76

German Credit 1 76,98 1,88 75,83 2,36 75,55 1,31 76,58 1,99 73,88 2,15 74,72 3,50 73,16 1,80

Glass 3 66,19 2,89 66,04 4,23 66,87 2,99 66,46 4,22 63,32 4,27 63,13 5,30 62,05 2,88

Heart 2 84,89 3,78 83,99 3,64 84,80 3,36 86,44 3,38 82,83 4,13 83,27 3,68 84,15 4,05

Laryngeal1 5 86,11 3,85 87,21 3,79 79,67 3,78 87,42 2,98 86,54 4,25 86,35 3,82 82,38 4,45

Laryngeal3 4 94,78 2,23 97,61 0,06 96,78 0,87 73,67 0,75 72,67 2,37 73,34 2,81 96,71 1,89

Magic Gamma Telescope 1 86,54 1,73 86,20 1,84 84,35 3,27 86,02 2,20 83,56 1,22 83,54 1,34 82,99 1,25

Mammographic 3 84,96 1,78 85,00 1,32 84,82 1,55 80,72 2,56 84,12 2,26 84,98 1,86 82,91 2,27

Monk2 1 95,42 1,58 80,98 2,58 83,24 2,19 94,95 1,88 80,85 2,68 79,93 2,57 77,88 4,25

Phoneme 1 86,84 2,19 74,65 1,55 80,35 2,58 85,05 1,08 77,13 1,32 81,64 0,53 79,94 3,33

Pima 3 78,71 2,58 77,64 2,73 79,03 2,24 77,53 2,24 77,97 2,64 76,87 1,87 78,84 2,18

Sonar 5 78,94 1,87 80,77 5,09 80,55 5,39 81,63 3,90 78,15 6,28 79,49 6,66 77,34 1,94

Thyroid 4 95,98 1,83 72,74 1,87 72,65 2,17 96,99 2,14 97,04 1,09 96,98 1,12 72,36 1,25

Vehicle 1 83,59 1,84 83,34 1,81 72,75 1,70 82,87 1,65 82,99 1,74 82,85 1,97 83,12 1,70

Weaning 3 81,02 3,68 78,96 3,29 79,00 3,78 81,73 3,14 78,74 4,44 78,08 4,07 82,02 3,65

Wine 4 98,64 2,13 98,77 1,57 99,25 1,11 99,52 1,11 98,26 2,45 98,48 2,30 98,03 1,62

Average/First Place 85,72 8 82,45 1 82,17 3 84,51 5 81,69 1 82,42 0 81,12 2

Adapted from [10]

Fig. 11. The performances of the models about the datasets

A statistical analysis was performed to prove that the results obtained by
the MASDES-DWMV model are statistically different from the other results of
the other compared models, therefore, through the Welch t-test, the results were
compared in MASDES-DWMV pairs with the results of the other models, for
the 20 datasets, and the result is presented in Table 3.
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Table 3. Statistical analysis by welch t-test

Welch t-test DES-RRC META-DES META-DES.O DES-KL DES-P KNORA-U

Adult 1,00 0,98 0,95 1,00 0,98 1,00

Banana 1,00 1,00 1,00 1,00 1,00 1,00

Breast Cancer
(WDBC)

0,95 0,40 0,99 0,80 0,98 0,38

Ecoli 0,81 1,00 0,52 0,91 0,93 1,00

Liver Disorders 1,00 0,90 0,37 1,00 1,00 1,00

German Credit 0,95 1,00 0,74 1,00 0,99 1,00

Glass 0,55 0,23 0,41 0,99 0,98 1,00

Heart 0,78 0,53 0,90 0,95 0,91 0,72

Laryngeal1 0,18 1,00 0,12 0,37 0,42 1,00

Laryngeal3 0,01 0,05 1,00 1,00 1,00 0,00

Magic Gamma
Telescope

0,72 0,99 0,79 1,00 1,00 1,00

Mammographic 0,47 0,60 1,00 0,90 0,49 1,00

Monk2 1,00 1,00 0,80 1,00 1,00 1,00

Phoneme 1,00 1,00 1,00 1,00 1,00 1,00

Pima 0,89 0,34 0,93 0,81 0,99 0,43

Sonar 0,07 0,11 0,05 0,70 0,36 0,99

Thyroid 1,00 1,00 0,06 0,02 0,02 1,00

Vehicle 0,67 1,00 0,90 0,85 0,89 0,80

Weaning 0,97 0,95 0,26 0,96 0,99 0,20

Wine 0,41 0,13 0,06 0,70 0,59 0,84

Table 3 presents the value resulting from the comparison of results in pairs,
between the MASDES-DWMV model and the other models, for each of the 20
datasets. Based on these values, it can be concluded with 95% confidence that
the algorithms are statistically different in all bold comparisons, reaching 100%
of the tests for the Adult, Banana, and Phoneme datasets. The remaining 16
datasets had at least one test that was 95% reliable, and only one dataset, Wine,
all comparisons had values below 95%. Analyzing the Wine case, it was found
that it is the dataset with the smallest number of instances of the test dataset,
and also the dataset whose tests have the smallest performance difference among
the largest, 99.52% of META-DES.O, and the smallest, 98.03% of KNORA-U.

The prototype developed for model validation uses the Python 3.7 program-
ming language in the Spyder 3.3 editor. Both belong to the Anaconda 3 distri-
bution, which highlights the use of SciPy, scikit-learn, NumPy, Mlxtend, Pan-
das, matplotlib. It also uses the Python Agent Development framework (PADE)
framework [19], which implements the FIPA standard.
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5 Conclusion

In this paper, we present a dynamic ensemble selection model based on multia-
gent systems and dynamic weighted majority voting. The algorithms described
are used in the behavior of the agents in which there is an interface between
the generalization and dynamic selection steps. In the generalization stage, the
classifiers are executed, and the weights are made available, and in the dynamic
selection stage, the weights are updated, returning to the generalization stage to
be used for permanence analysis or exclusion of the classifier.

The experimental results obtained were based on 20 classification datasets,
from four different repositories (UCI, KELL, STATLOG and LKC) and com-
pared between seven state-of-the-art models of SDE. The results of the exper-
iments demonstrate that the proposed model obtained the best result in 8/20
analyzed datasets, that is, 40%, also obtaining the highest overall average of
success, 85.72%. However, new experiments must be made using other models
of classifiers, and in more use cases, thus being able to prove the results.

One of the characteristics noted in the proposed MASDES-DWMV model
is that it performs better in problems with more instances of training and exe-
cution among the datasets selected in this research, which indicates that there
is improvement in relation to the number of instances of the problem and the
behaviors of inclusion and exclusion of classifiers and further analysis based on
the DWMV algorithm.

New research can be done, in future works, changing the model for regression
problems, thus being able to also use the datasets present in the literature for
these classes of problems, and thus, validate the MASDES-DWMV model for
this purpose.

Another suggestion for future work would be to use models based on Deep
Learning as classification algorithms and make a comparison with MASDES-
DWMV and other models
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Abstract. Personal ties in most social networks are explicitly declared
by its participants, like on Facebook and LinkedIn. Nonetheless, the accu-
racy of self-declared relationships has been contested. Empirical stud-
ies show that behavioral data is much more accurate than self-reported
data, as it relies on objective evidence of social link formation. Evidence
collected from online interactions have been widely used to elicit social
linkage, while physical interactions are rarely exploited to uncover under-
lying social structure. In this paper, we use proximity data taken from
the Bluetooth detection of mobile devices and show that from the anal-
ysis of physical proximity, social relationships can be accurately inferred
considering time and order of encounters. We also show that moments
of time in which there was no proximity are as relevant for social net-
work elicitation as moments of physical proximity. The purpose of this
research work is to infer social ties based solely on behavioral proximity
data; our experiments substantiate the claim that we are able to infer
social structure with high accuracy exploiting proximity clues only.

Keywords: Social networks · Proximity · Pattern recognition ·
Bluetooth · Context

1 Introduction

In recent times, as the COVID-19 pandemic spread over the world, contagion
tracking became utterly important, so researchers and the technology giants
rushed to develop tracking apps for mobile phones [3]. These apps use Bluetooth
detection in order to infer proximity, due to the short-range nature of Bluetooth
communication, compared to cellular and even WiFi networks. Bluetooth has
been used as proximity “proxy” for more than a decade, for purposes other than
contagion tracking. In this paper we focus on the problem of eliciting social ties
using only Bluetooth proximity information.

The term “Social Network” became popular in recent years, mostly associated
to online services such as Facebook, LinkedIn, etc. [1] In a broader sense, social
networks are as old as human civilization: it is just the social tissue of relations
like who is a friend, enemy, family, leader of each other. Needless to say, an online
social network is only an inaccurate subset of the actual human network: self-
reported data is often unreliable, and in some cases even at odds with reality;
c© Springer Nature Switzerland AG 2020
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it is well known that in some organizations there are people who are frequently
asked for opinions, who are not the official advisors [6], and it is of great value to
those organizations to know to which degree the actual interactions correspond
to the formal organization chart.

Social relationships are often thought to be influenced by physical proximity
and the amount of time that two individuals allocate for social interactions [8].
Stronger relationships such as those shared by family members or close friends
are regularly associated to prolonged times of collocation that involve physical
proximity, while weak relationships are thought to reduce the amount of phys-
ical interaction. In other words, the type of social relationship that links two
individuals is described by the amount of time allocated for personal encoun-
ters. However, the absence of personal relationship does not necessarily imply
absence of physical proximity, and the other way around is also true: there are
situations in which two users co-locate without having a true relationship (for
instance, if they are both waiting for a bus). Therefore, we have to analyze
patterns of proximity that uncover the presence/absence of relationship.

In this paper we propose a method to infer social networks from Bluetooth
detection of proximity, and analyze the relationship between physical proximity
and social linkage. For doing so, we identify the social encoding extracted from
physical proximity that allow us to infer social linkage among individuals.

Our findings indicate that we are able to identify whether or not two indi-
viduals are related, and that temporal patterns in proximity are enough to infer
social linkage. Our analysis also indicates that identifying multiple types of rela-
tionships using only proximity clues still remains a very difficult problem for
which we did not find a satisfactory solution. Although the use of multiple kinds
of information might be devised, physical proximity and the temporal aspect of
it play a crucial role in identifying social relationships, but in order to infer a
specific type of social relationship proximity clues alone appear to be insufficient.

The aim of this work is to approximate the structure of the underlying
social network using only proximity related physical clues, and to investigate
the impact of physical clues to identify social relationships. The purpose of this
work does not include justification for certain types of relationships, nor inves-
tigation on finding the elements that rule certain types of relationships. We are
aware of the different dimensions that rule how social links are formed [6,8,10],
but our objective has been intentionally restricted to measure how much preci-
sion can be reached by exploiting physical clues only. Other studies described
in Sect. 2 examine the impact of virtual clues or a mixed set of sources of infor-
mation from both, the physical and virtual world, but our work is limited to
physical clues only, as no other research work has studied in detail how physical
clues serve as social indicators of relationship.

The paper is organized as follows. Section 2 presents some related work. In
Sect. 3 we give an overview of our approach. Then, in Sect. 4 we examine the
steps included in our approach, and the experimental results are presented in
Sect. 5. Finally, conclusions are presented in Sect. 6.
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2 Related Work

The main focus of this work is to understand whether or not we can infer the
social relationships based on physical proximity. Recent works in the field of
social computing can involve online communication, physical proximity, or both.

Huang et al. [10] analyze the extent to which distance shapes the structure
of interactions. They investigate the role of proximity in establishing online rela-
tions. The authors suggest that offline proximity is an important factor to bring
people together in virtual worlds. Other works [14], study the likelihood of cre-
ating friendship relationships when people are geographically closer (e.g. living
in the same city); they complement location data collected from user check-ins
from a social media website called Gowalla with the number of common friends
shared by two individuals. Their results conclude that individuals who are within
geographical proximity are more likely to establish physical interactions. Other
works support these conclusions. For example, Chin et al. conclude that physical
proximity plays an important role in making new friends and that encounters
with longer duration will result in an increased probability of a person adding
another as a friend [2].

Other works study the impact of physical proximity, not related to virtual
links, but in the creation of real world social links. They generalize the fact
that individuals who share common physical places are more likely to become
friends. Some studies results [19] point towards a strong association between
social linking and physical proximity by exploiting WiFi positioning technology
to detect proximity. Their approach extracts information including duration of
encounters and frequency, that are correlated with the strength of social links.
Another work [15] claims that Bluetooth detection does not correspond to social
interactions in some cases. As a consequence, the authors make use of Bluetooth
signal strength, which is used to add or remove links in a social network based on
a signal strength threshold to avoid false positives when registering encounters.
In our work, we diminish the impact of false encounters by considering temporal
patterns of encounters as opposed to single Bluetooth encounters.

Some researchers [2,14] conclude that virtual linkage is strongly correlated
to physical proximity. Other works conclude that people who are socially linked,
tend to live geographically close and as a consequence tend to interact more often
[15,19]. They talk about the strong relationship between physical proximity and
social linkage. But if this is the case, we should be able to infer the type of
relationship given proximity information between a pair of individuals. This is
where our contribution falls since, to our knowledge, no other work has executed
an analysis that studies relationships at the personal level just from proximity
data.

As we can see from the mentioned related works, it has been firmly established
that proximity does correlates with human relationship and networking, but
other authors do not intend to make an accurate prediction of human networking
just using proximity information, and this is exactly what we do in this paper.
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3 Methodology and Approach

For our research, we needed an information source (dataset) containing both
Bluetooth detection and also social ties information, such as friendship. We
found such a dataset at the well known Social Evolution dataset collected by
the MIT in 2008 [11]. This dataset contains many data categories that could
be useful for other research works, but we avoid here, such as phone calls log,
because, as we have mentioned above, our purpose is to examine how well can we
predict social ties using only the Bluetooth proximity information and nothing
else. We are also omitting the WiFi hot-spot information, which is related to
location and thus to proximity, because it is less precise than Bluetooth detection
(connection to the same WiFi hot-spot defines a distance range of around 20 m
between two cellphones, while Bluetooth detection means around 3 m between
the two devices).

The ground-truth for the social ties in this dataset (that is, if two given
people have a friendship link or not) is not directly given by the dataset, but
can be inferred –with some caveats– as we will see later.

So the steps included in our methodology are as follows (depicted in Fig. 1):

1. The first step, preprocessing, is the time series dataset construction and refine-
ment. This step is not limited to information gathering, and problems like
Bluetooth encounters asymmetry, as well as friendship asymmetry, are solved
at this point.

2. We visualized the encounters (as given by Bluetooth detection) as a sort of
heat-map that we called Social proximity maps. Though this step was not
in principle necessary for the next steps, it gave us very useful insights for
choosing the features we needed to extract from the dataset, which are the
next step.

3. A number of social encodings are features related to social connections can
be derived from the dataset. Social encodings capture different aspects of
social relationships such as frequency of encounters, among others, described
in Sect. 4.3.

4. Social encodings serve as the basis for training a social ties predictor from
Bluetooth detection recordings, which is the next phase. Social ties prediction
is done with a supervised Machine Learning approach that learns the different
social encodings and infers the underlying social structure.

5. Prediction performance evaluation is the last step, where we use typical
Machine Learning performance indicators such as accuracy, precision, recall,
F1 score, etc.

Details about each step in our approach will be explained in the following
sections.

4 Time Series Dataset Construction

The data used in this research work is part of the Social Evolution data set
collected from October 2008 to May 2009 [11]. It consists of physical proximity
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Fig. 1. Main steps in our approach

records, collected through Bluetooth-enabled devices, along with location, which
was approximated using WiFi sensors, and call-logs of 84 subjects. The ground-
truth information about the users’ relationships is also part of the dataset, which
additionally includes health habits, nutritional information and other items that
were not used in this study. The types of relationship reported in the dataset
include no-relationship, close friends, political discussant, at least two common
activities per week, shared all tagged Facebook photos, shared blog/twitter activi-
ties. In order to track the evolution of social relationships throughout time, the
surveys were conducted in time intervals of one month, but in this paper we do
not analyze the dynamic aspect of social ties, and to avoid changes in the social
network that could contaminate our results, we took just 33 days, ranging from
October to November 2008. The range of 33 we took counted for 8,065 sampling
points, with vectors of Bluetooth detection for each of the subjects of the study.

Everything in the original dataset which was not directly related to Bluetooth
detection or social ties ground-truth was discarded (like the phone calls logs),
as it does not serve the purpose of this work. We are not going to give here all
the details of the information included in the MIT dataset and rather refer the
interested reader to their reference [11].

4.1 Data Challenges

The dataset considered in this project shows several asymmetries: asymmetry in
reported social relationships and asymmetry in the number of encounters recorded
by the Bluetooth-enabled devices. Asymmetry in reported social relationships
occurs when two individuals report different types of relationship between each
other. This happens frequently, since friendship is subjective and depends on the
perspective of each individual [5]. Asymmetry observed in the encounters occurs
when an encounter between two individuals is observed by only one user. These
two kinds of asymmetries are often ignored in other research works.

In the dataset we are considering, only 2282 links out of the 3486 possible
links are symmetric, yielding about 65% of symmetry. This degree of asymmetry
could not be ignored, as it could damage the prediction performance of the clas-
sifiers we present in Sect. 5. A solution to the problem of asymmetry restricted
to the hierarchical relationships is given by Freeman [7], but this method does
not apply to non-hierarchical relationships. So, we adopt a simple approach to
deal with asymmetry by choosing the triangle of the adjacency matrix that is
the most balanced in terms of instances that represent the different types of
relationships.

Encounter asymmetry -which is the fact that one handset detects the other’s
signal, but not the other way around- is also a common issue that might be due
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to noise caused by hardware failure, environmental noise, or even the mobile
phones’ capabilities. A total of 2136 out of 3486 possible links (the combinations
of 84 users taken pairwise) are symmetric in terms of encounters, representing
about 61.3% of symmetry. We assume that false positives are not possible, thus
we consider an encounter if at least one Bluetooth device detected the other,
which is the “or” combination of the Bluetooth detection for each pair of users.

Yet another data challenge in our dataset refers to an unbalanced distribution
of relationships reported among the participants of the study. In particular, social
links of type “no-relationship” represent about 70% of the total number of social
relationships reported. Further, “close-friends” category was more than 20 times
smaller than any other kind of relationship. The distribution of relationship
classes is remarkably unbalanced and measures needed to be taken to avoid this
fact to damage prediction performance. In order to reduce the impact of the
unbalanced distribution of relationships, we used down-sampling by randomly
sampling from the data set to end up with classes having similar frequencies, at
least from the point of view of “no relationship” compared to any relationship.

4.2 Social Proximity Maps Visualization

A visualization of encounters between pairs of individuals, that we generated as
a sort of Bluetooth detection heat-maps maps, was very useful to identify pat-
terns of encounters. For example, Fig. 2a shows the encounter patterns between
individuals with ID 51 and 34 from the dataset described in Sect. 4. Red dots
represent instants of time in which no encounters were recorded, white dots show
times in which only one user recorded the other, and green dots represent times
in which there was a mutual encounter. Figure 2b shows a pair of individuals
linked by a type of relationships called “Socialize Twice per Week”, and we can
see that the number of encounters differs from close friends, shown in Fig. 2a. On
the other hand, users with ID 44 and 5, who reported “Political Discussant” rela-
tionship, reported mutual encounters for the most part, but show significantly
different patterns from people who have different type of relationship. Lastly,
users with ID 62 and 8 exhibit even less encounters, in addition to asymmetry
in the number of mutual encounter.

4.3 Social Encodings

We will call “social encodings” the features extracted from social interactions.
But how exactly to define social encodings (which is a form of feature engineering
[20]) so that they are useful for social network elicitation, is not an easy problem.
Further, to find out relevant features from the raw Bluetooth detection data (that
is, a matrix with 8,065 sampling points with 3,486 pairs of subjects) is a daunting
task. We have tried a number of social encodings, as we explain in the following.
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(a) Close friends (51 and 34) (b) Socialize (62 and 18)

(c) Politics (44 and 5) (d) Twitter (62 and 8)
i

Fig. 2. Proximity maps for different relationships (user numbers in parenthesis). (Color
figure online)

The social encodings we tried are the following:

1. A “brute force” approach would be to take each of the 8,065 data points
as one feature in a multidimensional space. Let us call full time series the
brute force raw encounter time series data; it considers a matrix with 3,486
rows and each row with 8,065 columns, where cells have a 1 for an encounter
(Bluetooth detection) and 0 otherwise. One interesting advantage of the full
time series is that it contains information both about encounters and lack of
encounters between two individuals; in most of the literature we found, the
entire focus of their efforts lies in discovering patterns of encounters, leaving
aside the information that can be extracted from lack of encounters.

2. Another social encoding we tried with good results (see below) was “encounter
+ time”, which considers time frames and number of encounters observed
within them [5,17], which is of course a radical dimensionality reduction
compared to the full time series. This social encoding includes 18 features:
total number of encounters, number of weekday encounters, number of week-
end encounters, number of encounters during morning (6:00–11:00), lunch
time (12:00–14:00), afternoon (15:00–19:00), evening (20:00–23:00) and early
morning (00:00–5:00) for both weekdays and weekend days.

3. Other social encodings we tried, less successfully, include the frequency of
encounters, total duration (total number of encounters recorded by Bluetooth
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devices), average duration of encounters between two individuals during the
period of study, cumulative weekly encounter patterns (overlapping the four
weeks into one), and weekly encounter patterns along with frequency and
duration approach. In the present paper we are only going to present the
results from the first two ones, which were more successful.

5 Experimental Results and Analysis

Following the process illustrated in Fig. 1, once the social encodings are cal-
culated, the corresponding dataset is fed for training to a classifier, which is
expected later on to predict the social ties of a given pair of individuals. The
classifiers we used include: Support Vector Machines (SVM) [12], K-Nearest-
Neighbor (KNN) [9], Penalized Discriminant Analysis (PDA) and Linear Dis-
criminant Analysis (LDA) [9], as they are the most commonly used ones and
we did not had a specific reason for using other ones instead. We ruled out neu-
ral networks and deep learning, as they usually need data in the order of the
millions, which was not the case for our datasets.

The performance of these classifiers was evaluated in terms of accuracy, pre-
cision, sensitivity and specificity. Performance estimation was validated using
K-fold cross validation with k = 5.

In the present paper, for length’s sake, we are only going to present the two
social encodings which gave the best performance.

First, we examine the results of classifiers trained with the full time series.
Due to computational limitations (we would need a supercomputer for pro-

cessing the full time series), we reduced the number of features (corresponding
to timestamps in the time series) to less than one tenth of the original 8,065
timestamps, but keeping most of the variance explanation (75% of it). We used
Principal Component Analysis (PCA) to reduce the impact of times that exhibit
low variability. We set a cumulative sum of variance threshold of 75%, that will
allow us to preserve the principal components that describe most of the vari-
ance from the original system of variables. Once the principal components are
extracted, we retain the original variables that contribute substantially to them
(that is, have coefficients greater than a threshold) in the principal components
extracted in the previous step. In this way, we were able to reduce the dimen-
sionality from 8,065 to 790 variables (times). Other forms of feature selection
can also be used [9], but as we see in the results below, the one we chose was
good enough.

Of course, to find out that some times in the sampled month are more sig-
nificant than others for the detection of social ties is itself an interesting result,
which needs to be explained (see Sect. 6).

Table 1 shows a high predictive power to infer relation vs non-relation (the
binary case) with comparable accuracy for most classification methods, except
SVM with sigmoid kernel, which achieved about 47% compared to 99% accu-
racy for the other statistical methods. Most of the classifiers perform similarly,
indicating that the sequences of patterns that consider both encounters and
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non-encounters are good predictors to identify whether or not two individuals
are related (friend vs non-friend). But the same table indicates a low predictive
power to identify more specific types of relationships.

Table 1. Full time series performance results.

Multiclass Binary

Acc. Prec. Sen. Spe. Acc. Prec. Sen. Spe.

KNN(k = 5) 0.251 0.306 0.251 0.924 0.982 0.982 0.982 0.990

KNN(k = 10) 0.242 0.324 0.243 0.906 0.995 0.995 0.995 0.999

KNN(k = 20) 0.239 0.222 0.239 0.885 0.999 0.999 0.999 1.000

SVM(rad.) 0.191 0.189 0.191 0.767 0.999 0.999 0.999 0.999

SVM(sig.) 0.194 0.195 0.195 0.747 0.472 0.470 0.472 0.497

PDA 0.316 0.195 0.316 0.845 0.999 0.999 0.999 0.999

Now we are going to examine the results of the encounters + time encod-
ing, where we have 18 variables that split time frames of encounters as follows:
total number of encounters, number of weekday encounters, number of week-
end encounters, number of encounters during morning (6:00–11:00), lunch time
(12:00–14:00), afternoon (15:00–19:00), evening (20:00–23:00) and early morning
(00:00–5:00) for both weekdays and weekend days.

As it is shown in Table 2, these features have the ability to extract informa-
tion about social linkage, bound to the presence/absence of relationship. Clas-
sification results vary widely among different classifiers, with SVM and PDA
providing the best classification results in the binary case; though there is some
loss compared to the full time series encoding, it is not too much considering
that the number of features goes down from 790 to 18. The multi-class case
gives similar results to other analyses, which result in poor performance. We
may conclude that our social encoding is good at inferring presence/absence of
relationship, but lacks the ability to infer complex relationships, as was the case
of the brute force encoding.

Table 3 shows a comparison between the social encoding with the best perfor-
mance found in this research work, and state-of-the-art methods. As it is shown,
the social encoding of Full Time Series approach yielded the best performance
in our analysis followed by Encounters + Time, thus, we compare the perfor-
mance achieved to that of state-of-the-art methods that aim to accomplish the
same goal, that is, infer social networks from objective data.

Although the analysis shows better performance for the method we propose,
we notice that the different approaches have different data sources. For example,
some works exploit non-physical clues such as voice calls, email, on-line data,
SMS, and surveys [5] and other works that use physical clues such as proximity
and location [5,17,18], either combine more than one source of information, or
use different data sets with different number of individuals in specific settings
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Table 2. Encounter + time results.

Multiclass Binary

Acc. Prec. Sen. Spe. Acc. Prec. Sen. Spe.

KNN(k = 5) 0.327 0.319 0.327 0.914 0.842 0.843 0.842 0.858

KNN(k = 10) 0.311 0.295 0.311 0.923 0.846 0.847 0.846 0.872

KNN(k = 20) 0.297 0.268 0.297 0.936 0.859 0.862 0.859 0.899

SVM(rad.) 0.235 0.254 0.235 0.716 0.973 0.973 0.973 0.981

SVM(sig.) 0.220 0.249 0.220 0.759 0.942 0.942 0.942 0.932

PDA 0.232 0.244 0.232 0.708 0.971 0.971 0.971 0.976

LDA 0.217 0.225 0.217 0.672 0.485 0.485 0.485 0.434

(e.g. work, school, trips). So, we need to be cautious when we interpret our
results in comparison with other works. Concluding which approach works best
is subject to a number of circumstances as it was mentioned, but we can conclude
that our approach shows good performance and that we were able to reduce the
number of sources of information required to infer social relationships to just
Bluetooth detection, which was the goal of this research.

Table 3. Comparison with state-of-the-art works.

Reference Data source(s) Accuracy

Ours Bluetooth (Full time series) 99%

Ours Bluetooth (Encounters + time) 97%

[5] Bluetooth, Cell Towers, Communication Events 95%

[4] Communication, Demographic, SMS, Voice, Bluetooth, WiFi 95%

[17] Location (Gowalla check-ins) 93.92%

[18] Call logs, Bluetooth, Location 83.1%

[16] Voice calls, Email, On-line Data, Surveys 82.4%

[13] SMS and Voice calls 68.6% avg.

6 Conclusions

We have analyzed the implications of several social encodings to predict the
presence/absence and the kind of relationship available in the Social Evolution
dataset. We may say that presence/absence of relationship can be accurately
predicted by Full Time Series indicating proximity at each time, with very good
performance for most of the classifiers considered. The general consistency of
results among classifiers suggests that the ability of the predictors proposed to
distinguish among classes is not linked to a particular classification procedure.
We also found that the commonly used Encounters + Time set of features pro-
vides good predictive power but linked to specific classifiers. Every other set of
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predictors considered in this work yielded prediction results of low or no value.
The absence of personal relationship does not necessarily imply absence of phys-
ical proximity, highlighting the challenges and thus the value of this study.

The main contribution of this work relies on exhibiting the power of physical
proximity clues in predicting social linkage. We have successfully shown that
Bluetooth-based proximity clues by themselves account sufficiently for the pres-
ence/absence of personal relationships. In doing so, we have considered a number
of procedures to validate results and a wide range of features related to physical
proximity clues, some of them not studied in previous works.

The specific type of relationship between two individuals is not predictable
with spatial-temporal features as considered in this work and might well not be
explainable restricting attention to this kind of data.

Further research might include the explanation of why some time periods are
substantially more important for the relationship prediction than others, as was
pointed out when we made a dimensionality reduction, from 8,065 time points
to just 790 relevant ones. We also want to explore the possibility that extending
the number of days of sampling with larger databases could better approximate
the relationship between two individuals or try deep learning approaches.

Acknowledgements. Authors gratefully acknowledge the support from the Mexican
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Abstract. Nowadays, energy consumption is acquiring growing attention for the
economic and environmental implications in our society due to the growing num-
ber of electronic home devices. From this perspective, the Internet of Things (IoT)
and Machine Learning have emerged as technologies that allow monitoring and
controlling devices installed in houses to detect behavioral patterns that iden-
tify feasible scenarios of energy saving. For this reason, intelligent configuration
approaches for home automation are of utmost importance. This paper proposes
a mobile application (called IntelihOgarT) that optimizes energy consumption
through Machine Learning and IoT, while improving, at the same time, comfort
at home. The proposed application makes use of Machine Learning algorithm
C4.5, which automatically takes decisions based on attributes of a training data
set. Furthermore, the case study presented validates the effectiveness of themobile
application, where efficient use of energy at home is a primary concern.

Keywords: Energy saving · Home automation · Internet of Things ·Machine
Learning

1 Introduction

IoT consists of interconnected physical devices and software components. These con-
nected things or objects exchange information to provide a service to the end-user [1].
Currently, there are large numbers of devices for daily use, such as smartphones, sen-
sors, actuators, smart televisions, cameras, among others. IoT is increasingly used for
the realization of intelligent home environments. IoT largely improves the solutions
inspired in the service-oriented principles to enhance the quality of service and security
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of the modern lifestyle of home residents [2]. Domotic comprises a set of methods and
technologies designed for home automation, including security, energy management,
welfare and communications schemes. Energy saving and comfort are essential in a
home automation system that becomes highly benefited when combined with IoT lead-
ing to an improvement in the well-being of users [3]. Additionally, energy efficiency is a
topic of enormous interest among the scientific community and society in general, since
in recent years a serious concern has emerged to alleviate the negative impact of energy
consumption in the environment [4].

IoT applications to Domotics face important challenges such as the lack of platforms
that allow suitable communication among devices, the availability of security protocols
that protect users’ private data along with automatic configuration tools through smart
environments that analyze behavioral patterns of users [5]. In [6], Machine Learning is
defined as the study of methods for constructing and improving software systems by
analyzing examples of their desired behavior rather than by directly programming them.
Consequently, Machine Learning methods are appropriate in application settings where
people are unable to provide precise specifications for the desired system behavior, but
where examples of this behavior are available [6].

In the literature appear reported research efforts focused on domotic and smart homes
following the IoT paradigm regarding energy efficiency. However, such efforts do not
consider intelligent customization of energy use and comfort for the benefit of the user.
This paper presents amobile application (called IntelihOgarT) that optimizes energy con-
sumption through Machine Learning and IoT, allowing, among other things, to improve
user comfort at home. The proposed application makes use of Machine Learning algo-
rithm C4.5, which allow predicting one or more discrete variables, based on attributes of
a data set. Besides, a case study is presented to validate the effectiveness of the mobile
application, where energy consumption was monitored.

This work is structured as follows: Sect. 2 presents a review of related research
works. Section 3 describes the architecture and functionality of IntelihOgarT. Section 4
presents a case study where IntelihOgarT’s was validated. Finally, Sect. 5 presents some
conclusions based on the results obtained and the future work.

2 Related Work

We currently live in an information age and the introduction and acceptance of new
communication paradigms such as IoT, have allowed the improvement of residential
automation schemes, which leads to the evolution of the interaction between users, their
devices and their functionalities. In this section, several works are discussed to settle the
context under which our project was developed. Filho et al. [7] proposed STORm (Smart
Solution for Decision Making in a Residential Environment), a solution that combines
fog computing and computational intelligence. The solution was able to recover, treat,
disseminate, detect and control the information generated by the sensors installed in the
residential scenario to apply it to the decision-making process. Silva et al. [8] proposed
a multi-criteria model and a framework to analyze the most appropriate solution for the
design of an IoT system. When tested the framework, the results presented showed that
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the proposed methodology helped in the selection of an IoT system, considering criteria
such as energy consumption, implementation time, difficulty of use, cost, among other
attributes.

Malina et al. [5] presented a security framework for the Message Queuing Transport
Telemetry (MQTT) protocol that allow to improve the security and privacy services of the
Internet of Things. Additionally, Castro-Antonio et al. [9] presented an approach based
on Robotics Operation Systems (ROS) that integrated different types of services into an
Intelligent House Services System (IHSS). The central idea of the systemwas to provide
services in smart homes without the need to have recognized the entire house through a
collection of sensors and cameras. Kasnesis et al. [10] proposed an integrated platform
that allows dynamic injections of automation rules based on semantic Web technologies
within a collective intelligent environment. Saba et al. [11] presented a contribution to
the modeling and simulation of multi-agent systems for a residence powered by a hybrid
renewable energy system, whose objective was to reduce energy consumption.

Frontoni et al. [12] developed a framework to allow the rapid development of com-
plex hardware and software systems, the integration of new device classes into existing
systems and the control and centralization of information. Besides, Chacon-Troya et al.
[13] explained the design of an intelligent residence application for the control and
monitoring of electricity quotas. A hybrid application that combines Web and native
technology was developed to estimate the costs of the devices of the residence. Buono
et al. [14] presented the use of a cheap and easy-to-apply Non-Intrusive LoadMonitoring
System (NILM) that shows, in mobile devices, historical and real-time energy consump-
tion and sends alerts if it is about to occur an energy overload. Lanfor and Perez [15]
implemented a security system that uses video streaming to monitor the environment.

Weixian et al. [16] presented a self-learning home management system that inte-
grated a series of subsystems in charge of classifying and learning from data generated
in smart homes through the use of computer and Machine Learning with the aim of
strengthening an energy alert system, as well as providing users price forecasting. In
[17], Elkhorchani and Grayaa proposed the architecture of a home energy management
system that employs wireless communication, renewable energy principles and a power
shedding algorithm. By implementing this system, they achieved the reduction of CO2
emissions as well as the reduction of energy rates. Matsui [18] proposed a system that
displays information according to the user’s indoor comfort preferences in order to sug-
gest ways to reduce electricity consumption. Fensel et al. [19] presented OpenFridge,
an IoT semantic platform that enable information and data analytics useful for building
services on top of typical home appliance data. Likewise, Baker et al. [20] developed
E2C2, a multi-cloud IoT service composition algorithm. This algorithm search and inte-
grates the least possible number of IoT services to fulfil user requirements, to create
an energy-aware composition plan. Aditionally, it is important to mention that in this
context, previous works (in which studies of optimization methods that make use of
nature-inspired metaheuristic algorithms have been developed) should be considered
in order to be used to obtain important contributions in the field of energy demand
predictions with the objective of promoting energy saving [21–24].
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As shown in this section, the related works expose issues related to the configuration,
security, energy saving and intercommunication of home automation systems. However,
only some of them are focused on improving comfort according to the analysis of res-
ident behavior. After reviewing these works, it was concluded that there are no intelli-
gent configuration schemes that maintain a balance between energy savings and comfort
through the analysis of the user’s interaction with domotic devices. Taking this into
account, IntelihOgarT is a solution, implemented through a mobile application, capable
of analyzing the historical interaction of residents with their devices. Useful behavioral
patterns are recognized from this analysis that makes possible to automate home con-
figurations and also to reduce energy consumption. For these reasons, IntelihOgarT is
an effective tool that extends and improves the functions of a home automation system.
The following section describes the architecture and functionality of IntelihOgarT.

3 IntelihOgarT: Architecture and Functionality

The need for an intelligent configuration for domotic devices that makes use of com-
putational learning arises from the lack of an infrastructure that automates repetitive
tasks. In particular that is missing is an automatic configuration scheme that analyzes
the historical data of users so that it can accurately predict the actions that would take
the user if he/she had manual control of the system. To attend this need, IntelihOgarT,
a mobile application capable of applying classification algorithms to the data used in a
home automation system was developed.

3.1 Architecture

The design of the IntelihOgarT architecture is built upon a home automation system,
which includes the necessary domotic technology for the control and monitoring of the
connected devices. The home automation system is composed of sensors and actuators
that act as face-to-face agents in the facilitieswhere the intelligent system is implemented,
collecting real-time information from the surrounding environment and controlling the
actuating devices. In turn, the home automation system comprises a set of Web services
that allows obtaining the data coming from the sensors, and performing the control
functions of the actuators.

The IntelihOgarT architecture includes a module for the acquisition and analysis of
information that, through the use ofWeb services, obtains the data from the sensors, val-
idates them, and ensures their integrity. After ensuring the quality of the incoming data,
they are redirected to a data mining submodule that analyzes its content and determines
its usefulness, preserving the historical records of the data produced that is used for the
modules of automatic configuration and presentation of historical and real-time data.
Besides, a GUI provides the means to the user to access the mobile application from
which the system information can be consulted, the domotic devices can be controlled
and the automatic configuration scheme can be managed. The IntelihOgarT’s architec-
ture consists of five modules: 1) Presentation of acquired information, 2) Presentation of
historical information, 3) Automatic configuration, 4) Manual control, and 5) Energy-
saving recommendations. The IntelihOgarT’s architecture is shown in Fig. 1, where the
modules and their relationship are depicted.
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Fig. 1. IntelihOgarT’s architecture.

On the other hand, the main functions of the architectural elements of the proposed
solution are described below.

• Physical domotic system: includes the necessary communication technology for
controlling and monitoring domotic devices. Upon this domotic system the intelligent
system is implemented.

– Sensors: are devices used to detect changes in data values coming from relevant
environmental variables (temperature, light, people, among others) for the home
automation system.

– Actuators: are devices that exert changes into the environment after receiving the
respective commands to do so.

• Web services set: contain methods to perform actions through a communication
interface between the physical domotic system and themobile application. They allow
for collecting data from the sensors and for preparing and sending instructions to the
actuators.

• Information acquisition and analysis module: stores, validates and filters the
information obtained from physical devices through the invocation of web services.

– Sensor data processing: consists of receiving data from the sensors which are
validated to ensure their consistency and integrity and of finally redirecting them
to the data mining sub-module.

– Data mining module: analyzes the information content of data, determines its
usefulness, and stores historical records of the collected data. These records are
grouped into three types of energy consumption categories (low, medium, high)
through the use of aKmeans approach in order to obtain the data for the presentation
of historical and real-time information to the user, and for directly feeding the
automatic configuration module.
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• User control: represents the application to which a user has access, and from which
he/she can consult information, either to control the devices or to let the system take
decisions for him.

– Acquired information presentation module: it is a real-time monitor to present
the information obtained from the sensors connected to the system.

– Historical information presentation module: it aims to present the information
previously processed and stored by the data mining module. The ordering and
structured visualization of the data history allows users to keep track of the use
they give to the system.

– Energy recommendations module: This module is responsible for processing
the data provided by the data mining module. Additionally, making use of pre-
diction algorithms, particularly Machine Learning C4.5 algorithm that generates
rules based on decision trees on input variables, the module provides energy-saving
recommendations considering the usage history of the domotic devices. However,
the user retains the final decision if such recommendations are accepted or not. The
C4.5 algorithm was selected for its ability to avoid overtraining or over classing
data. It addresses such issues through a one-step pruning process that can work with
discrete and continuous data, in addition to handling incomplete data problems [25].

– Automatic configuration module: in this module the users can establish comfort
settings according to their preferences, considering the energy saving recommen-
dations.

– Manual control module: is responsible for providing the user with a friendly
interface from which is possible to issue direct orders to the actuators connected to
the system. This module does not use prediction models.

3.2 Energy-Saving Recommendation Module

The energy-saving recommendations module of IntelihOgarT uses the Machine Learn-
ing algorithm C4.5 to generate the most suitable rules based on decision making trees
derived from the usage history of the devices. Once generated the rules, they are applied
to automatically configure the devices with no human intervention, for example, when
turning the lights on after entering a dark room. The application of classification algo-
rithms is very broad, as they can be used in areas ranging from economic and financial
frameworks to health and safety services, where they have even been highlighted as
tools that facilitate the diagnosis of diseases such as cancer [26] or tumor detection [27].
Likewise, C4.5 has established itself as a reliable algorithm and whose performance
surpasses other algorithms, such as CART and Random Forest [28]. In order to discover
energy consumption patterns and generate the automatic configuration with the rules is
necessary to obtain, store and analyze the data related to the actions that the user exe-
cutes in the IntelihOgarT daily. When a usage history is available for each device, the
predictive algorithm C4.5 uses the data to perform the configuration automatically. The
algorithm starts processing large sets of sensors readings that belong to known settings.
The sensor readings, described by a combination of numerical and nominal properties,
are examined to discover behavioral patterns, allowing the device settings to be reliably
discriminated. These behavioral patterns are then expressed as models, in the form of
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decision trees or sets of conditional rules, which are used to classify new readings [29]
and to improve the device settings. It is worth mentioning that the more the IntelihOgarT
is operated by the user, the more and better usage data will be obtained, allowing the
automatic configuration module to be trained more precisely that leads to more accurate
automatic configurations.

Figure 2 shows the manual configuration interfaces of the application (created for
the Android platform) for a room and an individual device. The frequent use by the user
allows IntelihOgarT to obtain data that serve for the analysis and subsequent prediction
of automatic configurations for each device.

Fig. 2. Interface for configuring a room.

Figure 3 shows the interface from which the entire house can be set in intelligent
mode according to the user’s behavioral patterns (for example, the hours the bedroom
lights are turned on or off, the temperature of the air conditioning at night, among
other settings). The automatic configuration module uses the C4.5 Machine Learning
algorithm to analyze data from home automation devices and establish usage patterns.
These patterns function as training values to predict future configurations without the
user needing to interact with IntelihOgarT.

Fig. 3. Interface for menu and house profiles.
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4 Case Study: Monitoring Energy Consumption in Residential
Home

In this section, a case study is presented to validate IntelihOgarT’s and consolidate it as
a tool that reduces energy consumption and comfort in a house. The case study scenario
is described as follows:

• A home automation system integrated into a house must be monitored to obtain data
from the devices connected to it and to ensure that the system can provide efficient
energy consumption and comfort to the residents. The system uses four types of
sensors: temperature, presence, artificial and natural light.

Figure 4 presents a visual representation of the scenario. As shown in the figure, the
real-time information of the house is obtained by the installed sensors. Every reading
coming from a sensor is accessed by IntelihOgarT through Web services to analyze
information and to automate the configuration settings of the connected domotic devices.
The user can interact with IntelihOgarT through an application installed on his/her
mobile device. To ensure good experience in such interaction, IntelihOgarT deploys an
interface showing notifications and information received from the connected devices.
The application also has the option to set manual control of them.

Fig. 4. Smart house monitoring scenario.

Four houses (located inMexico) were selected to validate the case study. Each house
was inhabited by three residents and had installed home automation devices to measure
energy consumption. The characteristics of the houses were predefined to make fair
comparisons among similar environments. Table 1 presents the common features of all
the houses.

It is important to mention that to compare the energy consumption of the houses with
and without the use of the IntelihOgarT´s intelligent configuration module, the quotas
received over two periods (of two-months each one) were taken into account.

• Users were asked to interact normally with their home automation devices during the
first bimonthly period (mid-November 2019 to mid-January 2020), controlling them
manually through our mobile application. This period was used to obtain specific data
on the energy consumption of the house, as well as to obtain the values necessary to
train the automatic configuration module. It is important to highlight that at the end
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Table 1. House characteristics and devices.

Room Devices

Living room Television, stereo, three lights, one air conditioner

Dining room Three lights

Kitchen One refrigerator, one blender, one microwave, one stove, two lights

Laundry One washer, two lights

Bathroom Two lights, one mini fan

Bedroom 1 One television, two lights, two lamps, one air conditioner

Bedroom 2 One television, two lights, two lamps

of this period it was possible to realize that users tend to leave appliances, like the
lights or the television, turned on in their rooms when they were no longer present.
The usage patterns of the devices obtained during the first period were combined with
the energy saving patterns that allow the smart home to be automated to improve the
comfort conditions of users without raising energy consumption rates.

• During the second bimonthly period (mid-January tomid-March 2020), residentswere
instructed to make use of IntelihOgarT’s intelligent configuration module and let the
system control the domotic devices as autonomously as possible. Energy consumption
information was also collected, and at the end of the period the amounts established in
the energy consumption receipts were compared (issued by CFE -Mexican electricity
company), as well as the data obtained from the sensors during each period.

• The comparison made between the first and second monitoring period is presented in
Table 2, which shows that the energy consumption decreased 12% on average.

Table 2. kWh consumption comparison

first bimonthly period (avg) Second bimonthly period
(avg)

kWh 549 485

It was confirmed that energy consumption is related to user behavior. However,
applying energy saving rules adjusted to the personalized home comfort scheme allows
users to improve their comfort experience without affecting their economy. It should be
remarked that, even though IntelihOgarT has an intelligent controlmodule, the user is the
one who decides whether to activate it or take manual control of the devices connected
to the system. Finally, it is important to mention that there are factors that affect energy
consumption at home, such as geographical location, the season of the year, the age or
health status of the inhabitants, among others.
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5 Conclusion and Future Work

People have always sought to improve the comfort of their homes. However, nowadays,
they also seek to optimize energy consumptionwithout affecting their comfort. Thanks to
technological paradigms such as IoT andMachine Learning, today is possible to develop
domotic systems that integrate energy saving recommendations in the house. Year after
year, residents include in their homes larger amounts of devices that already have IoT
technology, which improves the ability to obtain the energy consumption per day. On the
other hand, with Machine Learning is possible to analyze all the information obtained
through IoT to define device patterns of user behavior to establish house schemes that
adjust to particular preferences.

This paper proposed IntelihOgarT, a mobile application that performs recommen-
dations about the reduction of energy consumption through Machine Learning and IoT,
allowing to improve comfort at the same time. IntelihOgarT used Machine Learning
algorithm C4.5 to find a decision tree for the automatic configuration of the devices
that matches the user’s preferences. Finally, a case study was analyzed to validate the
effectiveness of the mobile application. However, the effectiveness of the application is
affected by factors such as the user’s habits of energy consumption, the season of the
year, or the geographical location.

As future work, we are considering incorporating into IntelihOgarT different config-
uration scenarios of domotic control, such as security scenarios and comfort for people
with disabilities. These scenarios will allow establishing the rules needed by the auto-
matic configuration module for correct real-time decision making. In this way, the user
can select the rules that best suit his/her needs, depending on his/her current situation.
Improving the availability of the mobile application for other platforms, extending the
number of devices that can be installed. In order to validate user satisfaction of the
platform regarding usability, improvement of energy saving and comfort at home, a
User-Centered Evaluation is intended to be carried out by applying the User-Centric
Evaluation Framework for Recommender Systems. In addition, to consolidate the effec-
tiveness of IntelihOgarT, a larger evaluation is planned with at least 10 houses, consider-
ing at least two different house types during longer energy monitoring periods (8 months
to a year). Finally, the addition of an invocation module for external service providers
(such as product or security suppliers) is also considered.
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Abstract. In this paper, we propose a vision-based autonomous robotics
navigation system, it uses a bio-inspired optical flow approach using the
Hermite transformanda fuzzy logic controller, the inputmembership func-
tions were tuned applying a distributed evolutionary learning based on
social wound treatment inspired in the Megaponera analis ant. The pro-
posed method was implemented in a virtual robotics system using the V-
REP software and in communication con MATLAB. The results show that
the optimization of the input fuzzy membership functions improves the
navigation behavior against an empirical tuning of them.

Keywords: Optical flow · Hermite transform · V-rep · Evolutionary
robotics · Metaheuristic optimization · Vision-based control navigation

1 Introduction

Robotics navigation and obstacle avoidance problems have been addressed using
deterministic and non-deterministic algorithms [1], where the robot must be
able to navigate taking decisions in unknown or partially known, dynamic envi-
ronments. For this, the robot takes observations through its perception system
that includes different sensors such as odometry, visual sensors, sonar system,
global positioning system (GPS) unit, and light detection and ranging system
(LIDAR). Nowadays, the visual sensor-based approaches have been popularized
due to the machine learning advances that use visual information, for example
in [2], the authors presented an autonomous obstacle avoidance control using a
perceptive-based optical flow method. In [3], it is presented a vision-based obsta-
cle avoidance algorithm for micro aerial vehicles using the optical flow in 3-D
textured environments, where they calculate the horizontal optical flow within
a window as input a proportional-derivative controller. In [4], was presented a
visual path tracking lateral control method using only one webcam, into a fuzzy
logic controller, the proposal was tested in virtual and real scenes.
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In general, the environments where the robot navigates are dynamic, that is
to say, there are static and dynamic objects that can collide with it. To address
this kind of scenarios, the robotic navigation system must adopt some strategy,
where two main strategies have been proposed, deliberative and reactive or a
mix of both. Thereby, the purest deliberative systems generate their trajectory
based on prior environment knowledge (planed navigation) [5]. Whereas that in
the reactive systems, the robot does not plan the trajectory a priori, instead, it
navigates reacting to the environment in real-time.

In the robotics navigation reactive systems, soft computing methods have
been applied to show that intelligent approaches allow autonomous navigating
and avoidance obstacles in dynamic environments [1]. In [6], the authors shown
that bio-inspired intelligent algorithms are a good option to intelligence robotics
navigation and autonomy. In [7], it is presented an autonomous control using a
hybrid software design and a fuzzy evolutionary artificial neural network.

In [8], it is presented a navigation system for autonomous robotic vehicles
using fuzzy control techniques and the application of computational vision, where
the proposed system was tested in poorly structured environment. On the other
hand, evolutionary robotics [9] considers that the robots must be adapted to
the conditions of the environment, that is, they must evolve. In this regards, in
[9], a distributed evolutionary learning method, based on a social metaheuristic
wound treatment optimization (WTO) proposal, for mobile robot navigation
was presented. In [10], it is presented an educational robotics platform, it uses
ant colony optimization, and the robot uses stereoscopic vision.

In this paper, we present a vision-based method for autonomous obstacle
avoidance. Our proposal uses the bio-inspired optical flow method of [2] to rep-
resent the relevant visual features in an image, in such a way, that the optical
flow highlights the obstacles in the scene, and a fuzzy logic controller takes the
decisions to avoidance of the objects. The input fuzzy membership functions
were tuned using a WTO method as was reported in [9], which is inspired on the
social wound treatment in an ant species namely Megaponera analis located in
the sub-Saharan Africa. To test the proposed vision-based autonomous naviga-
tion method, we used a virtual robotics environment, allowing us testing, tuning,
and improving the proposed method.

Rest of the paper is organized as follow: in Sect. 3, we present the virtual
robotics system. Section 3 presents the bio-inspired optical flow method used. In
Sect. 4, we show the proposed vision-based autonomous navigation method with
evolutionary learning. Experiment results of control to obstacle avoidance are
given in Sect. 5. Finally, the conclusions are given in Sect. 6.

2 Virtual Robotics System Implementation

To test and evaluate the proposed autonomous navigation method, we used V-
REP to define virtual scenarios, and MATLAB to implement the control system.
V-REP is a general-purpose robotic simulator, which incorporates an integrated
development environment including sensors, mechanisms, scenarios, furniture,
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and whole robot systems, where the last ones can be modeled and simulated
allowing fast prototyping, controller testing, and product presentation. Besides,
MATLAB a programming platform used to analyze data, develop algorithms
and create models, allowing to implement complex mathematical models.

We used V-REP to simulate real environments conditions and the physics
of the robots, which allow us to test the proposed controller to avoid objects,
accelerating the design and tuning phases. In this sense, we used the Pioneer P3-
DX model as testing robot, which includes two independent wheels that control
the motion of the robot through the velocity of them, also, we place a vision
sensor on the top of the robot to acquire RGB images used in the vision-based
control. Figure 1 shows the settings of the simulated robot, where the vision
sensor is highlighted in a dotted yellow circle.

On the other hand, MATLAB was used to communicate the fuzzy controller
with the virtual robot in V-REP. For simulation, we set up the robot tested in
different environments, the simulation rate was configured to 200 ms running in
a Dell Inspiron 7000 Intel Core i7 up to 1.8 GHz, with 16 GB in RAM and an
Intel UHD Graphics 620 graphics card.

3 Bio-inspired Optical Flow Estimation Method

Several methods have been proposed to calculate the optical flow in an image
sequence, the great majority of the methods are based on the differential method
proposed by Horn and Schunck [11]. In this work, we used the bio-inspired optical
flow method using the Hermite transform proposed by Moya et al. [2]. It uses
the Hermite Cartesian coefficients [12] to define the intensity constraint found in
Horn and Schunck approach, furthermore, it uses the Steered Hermite coefficients
[12] to overcomes the intensity changes and a new term sensitive to orientated
structures such as edges and corners. Equation (1) shows the optical flow used
in the proposed vision-based autonomous navigation method.

Fig. 1. Virtual robot showing its sensors and actuators. (Color figure online)
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where L(X) is a digital image with X = (x, y)� representing the spatial location
of each pixel, t is the temporal variable, and (u, v)� are the horizontal and
vertical displacement components.

The energy functional of Eq. (1) uses the Hermite coefficients to represent
the data term, where Ln,θ,(k+1)(X) are the Steered Hermite coefficients with
an order increment in the k direction, terms of the form Zkt

represent tempo-
ral partial derivatives of the Cartesian Hermite coefficients (L00t(X),Ln,θt

(X)).
The tuning parameters of the proposed functional are defined by N as the max-
imum order of the Hermite expansion, α and γ as the smoothed parameter and
intensity invariant weight, respectively, and C(X) as a term sensitive to oriented
structures which is controlled by the weight parameter β.

The Cartesian and the Steered Hermite coefficients are obtained from the
Hermite transform [12], a special case of polynomial transform inspired in the
human vision system (HVS), it performs an image decomposition applying local
processing and using a Gaussian derivative model of the receptive fields [12,13].
The Cartesian coefficients are obtained by convolving an image L(X) with the
separable Hermite filter functions Dm,n−m(X) = Dm(x)Dn−m(y) as is shown in
Eq. (2):

Lm,n−m(X) =
∫ ∞

−∞
L(X)Dm,n−m(X)dX , (2)

where Lm,n−m are the Cartesian Hermite coefficients of decomposition order m
and n − m, in x and y direction respectively, and the filter functions are deter-
mined by selecting a Gaussian analysis window, with variance σ2 and unitary
energy for v(X)2, which define a family of associated orthogonal polynomials.
Equation (3) shows the Hermite filter Dk of order k for k = 0, 1, 2, . . . , ∞:
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represents the generalized Hermite polynomial defined by Eq. (4)
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On the other hand, the Steered Hermite transform is a compact represen-
tation of the Hermite coefficients, the Steered Hermite coefficients (Ln,θ(x, y))
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are obtained by rotating the Cartesian coefficients towards an estimated local
orientation as is shown in Eq. (5):

Ln,θ(X) =
n∑

k=0

(
Lk,n−k(X)

)(
gk,n−k(θ)

)
, (5)

where gm,n−m(θ) are the angular functions, of order n, that expresses the direc-
tional selectivity of the filter for the angle θ (e.g., the gradient direction), as it
is showed in Eq. (6):

gm,n−m(θ) =
√( n

m

)(
cosm (θ)

)(
sinn−m (θ)

)
. (6)

Finally, C(X) is used to reward the optical flow estimation on highly oriented
structures such as edges and corners. In [2], the authors proposed two approaches
to define C(X), in the first approach, the first-order steered Hermite coefficients
was used to find the borders of the obstacles, while in the second method a
perceptive mask, using the Hermite transform, was proposed to identify the
relevant perceptive regions. As was reported, both approaches gave good results
in collisions and trajectories trace, however, in this work the Steered Hermite
transform approach was selected so as not to make more operations as required
in the perceptive mask approach. Equation (7) shows the reward term where
ε � 1.

CSHT (X) =
([

L1,θ(X, t + 1) − L1,θ(X)
]2 + ε

)1/2

. (7)

4 Vision-Based Obstacle Avoidance Control with
Evolutionary Learning

In [2], the authors proposed an obstacle avoidance fuzzy controller using the
optical flow estimation of Eq. (1) and including an oriented reward term (Eq. 7).
In this work, we redefine the fuzzy sets and the fuzzy rules to improve the
obstacle avoidance control.

In Fig. 2, we show the input and output fuzzy membership functions of the
proposed controller. It consists of three inputs with two membership functions
and two outputs with four membership functions.

The input fuzzy membership functions correspond to the optic flow density
acquired for the vision sensor, Fig. 3 shows an example of the optical flow esti-
mated using the energy functional of Eq. (1), where the visual field was divided
into three horizontal regions equally spaced, all with the height of the image. Fol-
lowing, the average of the optical flow magnitude (

√
(u2 + v2)) of each section

was calculated and normalized respecting to the maximum average, thereby,
we obtain the optical flow densities flowleft, flowcenter and flowright. In the
proposed fuzzy inference system, each one the densities is fuzzified through the
input membership functions thin (T) and dense (D), where the range of the flow
densities varies from zero as minimum value (zero dense) up to 1 as maximum
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Fig. 2. The input membership functions represent the optical flow density, and the
output membership functions are the velocities of the wheels of the robot.

Fig. 3. Example of the optical flow densities obtained.

value (very dense). As it is observed in Fig. 3, the input membership functions
are entirely defined for the parameters a, b, c, d, i.e., the lower limit, the initial
and final transitions, and the upper limit of the trapezoidal functions, respec-
tively. These parameters are obtained by a distributed metaheuristic optimiza-
tion method as is shown in Sect. 4.1.

Regarding the output fuzzy membership functions, they were defined to con-
trol the velocities and direction of rotation of the robot wheels by means of the
output variables vleft and vright, the fuzzy controller has two output member-
ship functions associated to each linear velocity of the wheels with partitions high
negative (HN), medium negative (MN), medium positive (MP) and high positive
(HP). The output values for both velocities varies from −1 (higher negative
velocity) to +1 (higher positive velocity).

Finally, the set of fuzzy rules, as knowledge base, is show in Table 1. In this
work, we used a Mamdani-type inference process as fuzzy engine.

4.1 Distributed Metaheuristic Optimization Method

To completely define the input membership functions of Fig. 2, it is necessary
to assign values to the parameters (a, b, c, d), it can be performed empirically or
through an optimization process. In this regard, this work proposes to tune
the input membership functions using a distributed metaheuristic optimiza-
tion method namely wound treatment optimization (WTO) [9]. This method
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Table 1. Fuzzy rules implemented in the fuzzy controller.

flowleft flowcenter flowright vleft vright

T T T HP HP

T T D MP HP

T D T HP MP

T D D MP HP

D T T HP MP

D T D HP HP

D D T HP MP

D D D MN HN

is inspired on the social wound treatment in an ant species namely Megaponera
analis located in the sub-Saharan Africa. These ants hunt termites, and many of
them are injured during rides. After hunting, healthy ants carry out the injured
ones, and then they are treated. This animal behavior inspires WTO.

For this work, consider a decentralized system with N homogeneous robots,
representing the ants, that communicate among them. The goal of this decen-
tralized system is to find the optimal parameters (params) that setup the fuzzy
controller of each robot in order to learn the task of avoiding obstacles and move
freely around the environment. Currently, params = {a, b, c, d} refers to the
parameters that define the input membership functions (Fig. 2).

Then, each robot performs as an ant in the WTO method. At each iteration,
the robot i ∈ N (roboti) performs an attempt of T steps and then it obtains
the optical flow densities (flowleft, f lowcenter, f lowright)

�
i of its visual field,

which give information about distance and motion between the closest obstacles
and itself. After the attempt completion, the robot is able to compute a fitness
function value f as defined in Eq. (8); where, WS is the free workspace of the
robot, penalty > 0 is a large integer number that penalizes the performance if
the robot is outside WS or bumped into an obstacle, |vi| = |0.5(vleft + vright)|
is the robot velocity, and t is the step time in the attempt.

f(roboti) =

{∑T
t=0 di(t) + 1

|vi(t)| roboti ∈ WS

penalty roboti �∈ WS
(8)

Each time the robot completes an attempt, it restart the initial step time
t to make a new one. Also, it communicates its own f(roboti) value and its
values paramsi to the other robots. Once all the robots received the f values,
each robot ranked itself as healthy, average or heavy-injured robot. If roboti
is average, then it updates its own parameters paramsi using the parameters
of a random robot considered healthy and the best robot so far, as shown in
Eq. (9), where xi is the current paramsi (candidate solution), gbest is the best
set of parameters found so far by the robots, xhealthy is randomly picked up
from a subset of healthy individuals (the best ranked), hrate is called the help
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rate, and r1 and r2 are random values in the range [0, 1]. If roboti is heavy,
the parameters paramsi are replaced with the parameters of a random robot
considered healthy. After the global algorithm stops, most of the robots will
perform well avoiding obstacles and moving freely, and the best parameters will
broadcast to all the robots. For a detailed description of the WTO used method,
see [9].

xi,j(t + 1) =hrate × xi,j(t) + r1i,j × (xhealthy,j(t) − xi,j(t))

+ r2i,j × (gbest,j(t) − xi,j(t)) .
(9)

5 Testing and Results

In this section, we show the tests performed to evaluate the proposed vision-
based obstacle avoidance control. First, we present the testing scenarios using the
V-REP environment. Second, we show the results of the parameter optimization
using the WTO method. Finally, we compared the performance of the obstacle
avoidance control using both the optimized and not optimized parameters.

5.1 Virtual V-REP Scenarios for Testing

In Fig. 4a, we show the V-REP scenario where the distributed WTO method
was performed, for this, five robots N = 5 were placed to found the best input
membership parameters, this number was selected arbitrarily, trying to have a
balance between the computational resources used and allowing to simulate the
social wound treatment. Here, each robot was implemented with a vision-based
obstacle avoidance control as was defined in Sect. 4.

To test the vision-based autonomous navigation control we define three dif-
ferent scenarios in the V-REP environment, which are shown in Fig. 4. The
complexity of these scenarios starts from the simplest to the more complex: a
wall of cylinders at different distances (Fig. 4b), a curve path limited by cylinders
(Fig. 4c), and a maze-type path formed by textured surface cylinders (Fig. 4d).

5.2 Parameter Optimization Using the WTO Method

We place five robots in the V-REP scenario of Fig. 4a, for this, we manually
defined the meta-parameters of the WTO method as follows: T = 10, 000,
penalty = 1, 000, 000, phealthy,= 0.2, pheavy = 0.5, palive = 0.1, hrate = 0.7,
BL = 0 and BU = 1.

After of 10, 000 injury function evaluations the simulation was stopped and
we obtain the best parameters. In this sense, we obtained the best injury func-
tion evaluation fbest = 47.2732 and the best solution (best ant) paramsbest =
{0, 0.4921, 0.7910, 1}. In Fig. 5(a), we show the evolution of the injury function
evaluation (f), and Fig. 5(b) shows the input fuzzy membership functions with
the optimized parameters after the applied the WTO method.
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Fig. 4. (a) Scenario for testing the WOT method. (b-d) V-REP scenarios to test the
vision-based autonomous navigation control.

Fig. 5. (a) Evolution of the injury function evaluation. (b) Optimized input member-
ship functions of the fuzzy controller.

5.3 Performance Evaluation of the Vision-Based Obstacle
Avoidance Control

Finally, we present the performance of the vision-based obstacle avoidance con-
trol. For this, two metrics were used to evaluate the performance of the control:
the collisions number and the execution time, also, we used the trajectory traced
by the robot to visually evaluate the performance of both controllers, the opti-
mized and not optimized. These metrics, together with the visual trajectories,
were evaluated on three scenarios of Fig. 4, where three attempts were carried
out per scenario.

First, we evaluate the proposed method using a set of not optimized param-
eters, which was defined empirically by dividing the range of flow density ([0, 1])
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into equal parts, i.e., {0, 0.25, 0.75, 1}. Second, we used the optimized parameters
shown in Fig. 5(b), with values paramsbest = {0, 0.4921, 0.7910, 1}.

To compare the performance of both sets of parameters (not optimized and
optimized), Tables 2 and 3 shows the number of collisions and the execution time
for the three scenarios and the three attempts. From the results, for scenarios
1 and 2, we observed that both sets of parameters present zero collisions, but
the optimized set of parameters (WTO) shows the minor time of execution to
finish the scenarios. For the more complex scenario, scenario 3, we observed
that the robot, with the not optimized parameters, did not finish the scenario
for any attempt, and therefore, both the collision number and the execution
time, presents an infinity number (inf ). On the other hand, the robot with the
optimized parameters finished successfully scenario 3 in all attempts. It should
be noted that in attempt 3, only two collisions occurred to find the exit.

Table 2. Number of collisions and execution time (not optimized parameters).

Attempt Scene1 Scene2 Scene3

Collisions Time (s) Collisions Time (s) Collisions Time (s)

1 0 112 0 283 Inf Inf

2 0 100 0 262 Inf Inf

3 0 104 0 237 Inf Inf

Average 0 105.33 0 260.67 Inf Inf

Table 3. Number of collisions and execution time (WTO).

Attempt Scene1 Scene2 Scene3

Collisions Time (s) Collisions Time (s) Collisions Time (s)

1 0 81 0 100 29 264

2 0 70 0 90 57 180

3 0 70 0 82 2 262

Average 0 73.67 0 90.67 29.33 235.33

With regard to visual trajectories, Fig. 6 shows the best results for the tra-
jectories traced by the robot using the not optimized and optimized parameters
(WTO). Here, each row corresponds to one scenario, and the first column shows
the results for the not optimized parameters and the second and third column
(scenario 3) for the optimized parameters. For scenario 3, we present two dif-
ferent trajectories taken for the robot with the optimized parameters. We can
observe that in scenarios 1 and 2, the results using the optimized parameters
present a more smooth trajectory comparing with the not optimized parameters,
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nevertheless, for scenario 3, in addition to successfully finishing the scenario, the
robot using the optimized parameters found two different exits from the route,
whereas the robot using the not optimized parameters was not able to finish the
route in any attempt.

)b()a(

)d()c(

)g()f()e(

Fig. 6. Examples of the trajectories traced by the robot using the two sets of param-
eters. (a, c, e) not optimized parameters. (b, d, f, g) optimized parameters (WTO).

6 Conclusions

We present a vision-based autonomous robotics navigation approach, which uses
a monocular camera instead of other approaches that use a vision-stereo strat-
egy. Besides, we adopted a bio-inspired optical flow strategy into a fuzzy logic
controller to objects avoidance. The optical flow method rewards the motion esti-
mation at high oriented structures. On the other hand, the input fuzzy member-
ship functions were tuned applying a distributed evolutionary learning method
based on social wound treatment, inspired in the Megaponera analis ant. The
results show that the tuned robotics navigation system by WTO overcomes to
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that with the empirical parameters, allowing to robot obstacle avoidance and to
finish successfully more complex scenarios.

As future work, we are considering to analyze the performance of the opti-
mization of parameters using the WTO approach while varying the number of
robots and the effect of the meta-parameters. Also, we will test the proposed
vision-based navigation method in more complex scenarios (e.g., mazes). On the
other hand, we will incorporate a vision-based distance estimation to improve
the navigation performance. Besides, we will incorporate the proposed method
in a physical robot to demonstrate as the transfer the knowledge to real robots,
allows decreasing the tuning time-consuming of the controller.

Acknowledgements. Ernesto Moya-Albor, Hiram Ponce, Jorge Brieva and Rodrigo
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Panamericana (Campus Mexico City) for all support in this work. Sandra L. Coronel
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Abstract. Mobile robots integrate a combination of physical robotic
elements for locomotion and artificial intelligence algorithms to move
and explore the environment. They have the ability to react and make
decisions based on the perception they receive from the environment to
fulfill the assigned navigation tasks. A crucial issue in mobile robots is
to address the energy consumption in the robot design strategy for pro-
longed autonomous operation. Therefore, the battery charge level is an
input variable that is commonly monitored and evaluated at all times,
in this type of robots, in order to influence the decision-making with the
least user intervention, during the navigation phase. Hence, the robot is
capable to complete its tasks successfully. To achieve this, a navigation
approach based on a fuzzy Q-Learning architecture for decision-making
in combination with a module of artificial potential fields for path plan-
ning is introduced. The exhibited behavior of a six-legged robot obtained
under this approach, demonstrates the robot’s ability of moving from a
starting point to a destination point, considering the need to go to the
charging station or to remain static, if necessary.

Keywords: Mobile robot · Navigation · Path planning · Fuzzy
Q-learning · Reinforcement learning · Fuzzy inference system ·
Artificial potential fields

1 Introduction

Navigation tasks performed by mobile robots involve any action that allows the
robot to move from its current position to a destination point [5]. To accomplish
these tasks, the navigation approach is commonly based on the use of artificial
intelligence (AI) for obstacle avoidance maneuvers. Therefore, it improves the
path planning and reduces power consumption, with the resulting increase in the
robot’s autonomy level. Autonomous mobile robots are an exciting technology
getting a great deal of attention due to their adoption in many areas such as
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space exploration, search and rescue tasks, inspection and maintenance opera-
tions, in agricultural, domestic, security, and defense tasks, among many others
[2]. To deal with the complex decision making problems faced during navigation
obstacle avoidance, a variety of AI approaches are employed, such as fuzzy infer-
ence systems (FIS) [8,12,19], potential fields methods [4,10,18], neural networks
[6,14], and reinforcement learning [1,3,11,17].

For navigation tasks, different methods have been applied, where path plan-
ning and obstacle avoidance are sub-tasks that are solved during navigation,
under the assumption that the environment corresponds to static scenarios that
have obstacles and destinations that do not change over time. At one hand,
from a reactive point of view, at [8] they propose to use a rule-based method to
detect obstacles with ultrasonic sensors to control the movements of a differential
robot while moving in an environment with a target and static obstacles. While
in [10], a dynamic path planning scheme is introduced where a modified version
of the artificial potential field method is used, demonstrating its performance on
a group of robots, in this case, the scenario implies three different targets; one
for each robot. A function is added to consider the other robots in the group
as obstacles. On the other hand, the authors on [3] propose to use the Fuzzy
Q-Learning method to make a six-legged robot learn to move in an environment
with obstacles, where they implement a function so that the learning rate and
the discount factor change during each time step. Their proposed system has
27 rules and allows the robot to learn to move to the left or right or to move
forward. In all these cases, authors only consider the information coming from
the distance sensors. However, they do not consider the electrical discharge of
the battery that occurs during robot operation. In [16], they determine that the
robot makes a path planning where there is a starting point, five nodes that
the robot has to visit, and last node corresponds to a service station where the
robot can replenish its battery. In the same direction, in [13] they propose an
algorithm for an electric vehicle to generate an optimal strategy to go to a charg-
ing station, using a reinforced deep learning algorithm, considering the traffic
conditions, the cost of the charge, and the time spent at the charging station.
Hence, the algorithm may decide to decrease the number of visits to the charging
station.

In this work, a system that allows a mobile robot to have the ability to make
decisions autonomously is proposed, based on the continuous measurement of its
battery charge level, to decide which actions to execute to reach its destination
or a battery charging station. The main parts of the system consist of a module
for decision making, utilizing a Fuzzy Q-Learning architecture and a module for
path planning, employing the artificial potential field method. These modules
are implemented in a six-legged robot increasing its stability and functional
autonomy margin as it is capable of going to the charging station to refuel
energy if necessary or waiting in a certain place for a new trajectory order.

The paper is organized as follows. Section 2 describes the basis of fuzzy Q-
Learning and artificial potential field methods, Sect. 3 describes the hardware
used in this work, Sect. 4 describes the architecture proposed for the naviga-
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tion system, Sect. 5 shows simulations conducted and the experimental results
obtained during the development of this work. Finally, in Sect. 7, conclusions are
presented.

2 Background

This section describes the methods used for mobile robot navigation. First, Fuzzy
Q-Learning method used for decision-making is exposed, then the path planning
method is described.

2.1 Fuzzy Q-Learning

Fuzzy Q-Learning (FQL) method can be view as an extension of Fuzzy Inference
Systems (FIS), where fuzzy rules define the state of a learning agent. When the
rule entries are converted into fuzzy values, the system enters in a rule which is
the agent current state; each rule has a numerical value associated, called the
strength of the rule, represented by αi, where i is the number of the rule, this
value helps to define the degree that the agent is in a state. This allows the
agent to choose an action from the set of actions A, the jth possible action in
rule i is called a[i, j] and its corresponding q-value q[i, j]. With this, the FIS is
constructed in the following way:

If x is Si then a[i, 1] with q[i, 1] or ... or a[i, J ] with q[i, J ]

At the end, the learning agent must find the best solution for each rule, i.e.,
the action with the best q-value. This value is on a table that contains i × j q-
values, the dimensions of the table correspond to the number of rules per number
of actions.

Actions are selected with an exploration-exploration policy, which is based
on the quality of a state-action pair, corresponding to a numerical q-value. For
this work the exploration-exploitation probability is given by ε = 10

10+T , where T
corresponds to the step number. To calculate the inferred action and the q-value
we use a(x) and Q(x, a) functions in (1), where x is the state or rule, a is the
inferred action, i is the current state of agent, io is the inferred action index, αi

is the strength of the rule and N is a positive number, N ∈ N
+, which is the

total number of the rules.

a(x) =
∑N

i=1 αi × a(i, io)
∑N

i=1 αi(x)
, Q(x, a) =

∑N
i=1 αi × q(i, io)
∑N

i=1 αi(x)
(1)

The state-action value is obtained with function V (x, a) in (2), where i∗

corresponds to optimal action index, i.e., the action index with the highest q-
value and x is the current state.

V (x, a) =
∑N

i=1 αi(x) × q(i, i∗)
∑N

i=1 αi(x)
(2)
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The derivative of the Q-function is defined as in Eq. (3), where r corresponds
to the reward and γ is the discount factor:

ΔQ = r + γV (x, a) − Q(x, a) (3)

An eligibility value is also obtained, which is used during q-value updating,
with Eq. (4) where i is the current state, j is the selected action, io is the inferred
action, γ is the discount factor 0 ≤ γ ≤ 1, λ is the decay parameter whose value
is between 0 and 1, i is the number of the rule, and j is the selected action.

e[i, j] =

{
λγe[i, j] + αi(x)∑N

i=1 αi(x)
if j = io

λγe[i, j] other case
(4)

Finally, Eq. (5) updates q-value, where ε is a small number, ε ∈ (0, 1], which
affect the learning rate and e[i, j] is the eligibility value.

Δq[i, i] = ε × ΔQ × e[i, j] (5)

2.2 The Artificial Potential Field Method

Khatib [7] introduced the artificial potential field method for robots in 1986.
This method is based on the use of attractive and repulsive forces to reach a
goal and avoid obstacles. These forces can be calculated using the functions in
(6) and (7) for attractive and repulsive forces respectively.

Fattr(q, g) = −ξp(q, g) (6)

where ξ is the attractive factor, p(q, g) is the euclidean distance between robot
and goal, q is robot position and g is goal position.

Frep(q) =

⎧
⎪⎪⎨

⎪⎪⎩

η( 1
p(qi,qoj )

− 1
poj

)
p2(qi,qoj )

p(qi,qoj )
, if d < poj

η(− 1
poj

) if d = poj

0, if other case

(7)

where η is the repulsive factor, p(qi, qoj
) is the distance between robot and the

obstacle j, poj
is obstacle radius threshold and d is the distance between robot

and obstacle. Finally, the resultant force is the sum of attractive and repulsive
forces.

3 Hardware

The King Spider robot platform from ROBOTIS [9,15], was chosen as the robot
platform for this work, which consists of 18 servo Dynamixel, AX-12A, which
are connected in a network to establish communication with them through a
serial port and the processing unit.
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A Raspberry Pi board is used as an embedded computer with the Rasbian
Buster operating system. For obstacle detection, the ultrasonic sensor HC-SR04
is used while for battery level measurement the ADAFRUIT energy monitor
INA260 is used. The robot is equipped with an 11.1 V battery, with battery
capacity of 4250 mAh.

Fig. 1. Electrical connections

4 Navigation Proposed

In this section, the navigation methods proposed for the King Spider robot
are explained. First, FQL architecture developed for decision-making, and then
the path planning method is described. Figure 2 shows a flow diagram with
the proposed method using an action selection with FQL to reach the robot
destination.

Fig. 2. Navigation flow diagram
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4.1 Decision-Making Module

Fig. 3. FQL architecture for decision making

Figure 3, shows the proposed architecture for the decision-making module, using
FQL. Crisp inputs correspond to battery level, distance to the destination, and
distance to the charging station. For the first input, four fuzzy sets are defined
labeled as full, low, very low, and empty battery level; the second and third
inputs are applied to three the fuzzy sets labeled as far, near, and very close.
There are a total of 36 fuzzy rules defined and three possible actions that are
associated with a numerical q-value, the system selects an action according to
the exploring-exploitation policy described in Sect. 2.1.

(a) Battery level (b) Distance to destination (c) Distance to charging-
station

Fig. 4. Membership functions



478 E. López-Lozada et al.

Figure 4 shows the membership functions used for each entry. The Fig. 4a
on the left corresponds to the battery level membership function, Fig. 4b corre-
sponds to the distance to the destination, and Fig. 4c corresponds to the distance
membership function to the battery charging station.

Fig. 5. Output functions

The possible outputs are defined by singleton type membership functions in
Fig. 5, a’s correspond to the actions that can be executed by robot where “go to
the destination” is a1 with index 0, “go to the charging station” is a2 with index
1 and “remain static” is a3 with index 2. While the reward function is given by
the expression (8), the discount factor and the learning rate are equal to 0.5 and
0.01 respectively.

r(t) =

⎧
⎪⎪⎨

⎪⎪⎩

+10 if robot is close to destination
+5 if robot is close to the charging station
−20 if robot is far of destinations and battery level is very low
1 other case

(8)

4.2 Path Planning Module

Path planning module uses the artificial potential fields method using the equa-
tions presented in Sect. 2.2 where the attractive factor is equal to 2.3, while the
repulsive factor set in 61.5. The values of the resulting forces are used for the
path generation, in which the robot will follow the path where the resultant
force is higher. Table 1 shows an example of the route generated. First, it is
necessary to calculate the resultant force in each grid space, the obstacles, in
black, take values lower than −100, the target position is zero, and the shaded
squares correspond to the generated path. The movements the robot can make
were limited to left, right, forwards and backwards.
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Table 1. Example of path with 20 obstacles using artificial potential fields

-21.7 -19.3 -16.9 -14.6 -12.2 -9.9 -130.6 -5.4 -126.4 -125.4
-21.6 -19.2 -16.8 -14.4 -12.0 -9.6 -7.2 -4.8 -2.4 0
-21.7 -19.3 -16.9 -14.6 -12.2 -132.9 -7.6 -128.4 -3.4 -2.4
-22.1 -19.8 -17.5 -15.2 -135.9 -10.7 -8.7 -6.8 -128.4 -4.8
-145.8 -20.5 -18.3 -16.1 -13.9 -21.0 -133.2 -8.7 -7.6 -7.2
-23.6 -144.5 -19.3 -17.3 -15.4 -136.6 -135.0 -10.7 -132.9 -9.6
-24.7 -22.6 -143.6 -141.7 -16.9 -15.4 -13.9 -12.9 -12.2 -135.0
-25.9 -147.0 -22.1 -20.4 -18.7 -17.3 -16.1 -138.2 -14.6 -14.14
-27.4 -25.5 -23.8 -145.1 -20.6 -19.3 -141.3 -17.5 -16.9 -16.8
-28.9 -27.2 -25.5 -24.0 -22.6 -21.5 -20.5 -19.8 -19.3 -19.2

5 Simulations and Experimental Results

This section shows the obtained results from the navigation tests, conducted
with the King Spider robot. The following figures depict system behavior during
simulations and tests. In every case, the scenarios have a grid of dimensions 10
× 10, and the learning agent, which represents the robot, always starts in the
left below corner at the (0, 0) coordinates. The learning agent is free to move for-
wards, downwards, to the right or to the left, depending on the resultant forces.
Based on the navigation flow diagram, see Fig. 2, a path generation example is
shown next. The trajectory execution starts with a two path generation as is
depicted in Fig. 6, where Fig. 6a is the path to the destination and Fig. 6b is the
path to the charging battery station. In both figures, the rectangles represent the
obstacles, the star is the destination point, the pentagon is the charging station
and the line, connected with dots, is the entire generated path by the potential
field module.
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(a) Path to the predefined destination.
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(b) Path to the charging station.

Planned path Starting point Destination Charging station

Fig. 6. Generated paths to destinations
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(a) (b)

Fig. 7. System behavior during training

To ensure that the agent learns to select the right actions that lead to the
completion of its task, the system was trained until the learning agent reaches its
destination during 1000 epochs. The system learning behavior during training
is shown in Fig. 7a with a graph of the number of steps versus the number of
epochs is shown. The y axis means the number of the steps the learning agent
requires to reach the destination point during every epoch, represented on the x
axis, and in Fig. 7b shows the accumulated reward behavior in each epoch. With
these two graphs, it can be observed that during the early training epochs, the
behavior is unstable, i.e., the worst case took 50 steps to reach the destination
point. Furthermore, in about 20 epochs, the system started to reach stability, as
the necessary number of steps as well as the accumulated reward to get to the
destination point remained constant. At the end of the training, it took 26 steps
for the task completion. That is to say, the system learned to select adequate
actions that lead to the full task completion in 26 time steps.
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(a) The worst case in epoch 8.
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(b) Behavior in epoch 1,000.

Fig. 8. Battery behavior during training

Additionally, in Fig. 8 is possible to see the resulting battery behavior dur-
ing training, in Fig. 8a the worst-case battery charge duration is depicted with
a remaining charge level less than 20% of the total charge at the end of the
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simulation. In Fig. 8b, the battery remaining charge level finished within 60%.
This last case corresponds when the agent finishes its task in 26 steps. On the
other side, Fig. 9 shows the actions selected and the states where the system fell
during the training in the last training epoch.
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Fig. 9. Actions and states behavior during training

At the end of the simulations, learning agent took a path depending on the
actions selected by the decision making module. Figure 10 shows two paths
selected, Fig. 10a during the worst-case and Fig. 10b during the last training
epoch. It can be seen than in Fig. 10a, the agent was undecided to go the
charging station or to the destination point, and for several steps it exchanged
between the possible destinations without really advancing to any of them until,
at the end, it decided to proceed to the destination point. In contrast, figure
Fig. 10b shows that the agent chose a direct route to the destination and it did
not have such an intermittent selection between the possible destinations.
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(a) The worst case in epoch 8.
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(b) Behavior in epoch 1,000.
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Fig. 10. Path followed during training
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Fig. 11. King Spider robot

For the experimental testing, the King Spider robot, in Fig. 11, was employed
with the main electronics components depicted in Fig. 1, where the energy mon-
itor INA260 is the essential component to determine the actions selected by the
system, due that it provides the system with the battery charge level measure-
ments. For the implementation, the robot was provided with two files containing
the destination and charging station positions, two scripts for sensors measure-
ments and another file with the Q-table obtained during the training phase.
Sensor scripts execution was implemented on the program used for simulations.
Every file was embedded and executed on the Raspberry Pi board.

(a) Scenario (b) Path followed

Fig. 12. Testing scenario

The robot was tested by using three different scenarios where the working
environment selected for the testings is a 2.1 × 2.8 m space. In Fig. 12a, one of
the scenarios used for system testing is shown, while in Fig. 12b a computed path
followed by the robot is shown. During testing, an erratic behavior was observed
when the battery charge was below 50%, since in some cases the servomotors were
not properly energized, consequently torque was insufficient to move the robot
correctly. However, when the system started at full battery charge, the robot
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managed to accomplish its full trajectory to the destination point, without any
issues. Finally, Fig. 13 shows a set of scenes with with the displacement of the
robot on the scenario of the figure Fig. 12.

Fig. 13. Robot behavior in experimental testing scenario

6 Discussions

This work presented a navigation system for mobile robots based on an FQL
architecture, that allows a robot to take decisions autonomously based on its
battery charge level while it moves from a starting point to a destination point.
By using FQL, the system learns through trial-error with a reinforcement learn-
ing paradigm, where the reward function definition took an important role in
system learning process. There were tested different functions until function (8)
was chosen. Among all the advantages that were found when selecting this archi-
tecture, the possibility that the expert can define the number of states that the
system can fall in is distinguished as well as the number of rules by which the
FIS is composed. If a classical Q-learning is used, the number of states could be
extended to the interval of measurements of the battery voltage, i.e., 100 states
for a integer percentage voltage level perception, or a even more states, if a milli-
volt scale is afforded by the charge measurement sensor device. While among the
disadvantages, the system could not necessarily choose the shortest path at all
times. This behaviour was observed during the simulations as in some steps the
learning agent selected to remain in a stand-by mode while determining which
destination to go. However, with the acquired learning, it finally managed to
select the right actions that allowed it to complete its task.

7 Conclusions

The navigation approach proposed in this work, based on a fuzzy Q-Learning
architecture in combination with artificial potential fields allows a robot to learn
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and execute actions autonomously while moving to its destination point, accord-
ing to the monitored battery level charge. The obtained results are satisfactory
under the given tests scenarios. Furthermore, this system can be expanded to
accomplish a wide number of mobile robotic complex tasks, through learning
according to the interactions with new environments and reward functions. Dur-
ing the conducted experiments with the robot, some technical issues were faced,
concerning mainly with the materials used to fabricate the limbs as well as with
the floor texture, provoking that the robot limbs did not have a correct grip with
the ground and sometimes sliding. Consequently, this generated some movement
errors. Besides, for these experiments the movements of the robot were limited
to moving forward, backward, left, or right. In the future, it would be sought
to have a control with more degrees of freedom for movement, in addition to
operating on less structured terrains. Among other improvements that must be
considered in the hardware design is the use of a more number of sensors which
can be extended to the robot legs to pick information that allows avoiding some
undesired situations, i.e., when the legs touch a wall; a situation that the current
system proposal does not detect.
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References

1. Arvind, C.S., Senthilnath, J.: Autonomous vehicle for obstacle detection and avoid-
ance using reinforcement learning. In: Das, K.N., Bansal, J.C., Deep, K., Nagar,
A.K., Pathipooranam, P., Naidu, R.C. (eds.) Soft Computing for Problem Solving.
AISC, vol. 1048, pp. 55–66. Springer, Singapore (2020). https://doi.org/10.1007/
978-981-15-0035-0 5

2. Zhao, Y.-X., Hao, R.-X.: Navigation and navigation algorithms. In: Yang, X.-S.,
Zhao, Y.-X. (eds.) Nature-Inspired Computation in Navigation and Routing Prob-
lems. STNC, pp. 19–56. Springer, Singapore (2020). https://doi.org/10.1007/978-
981-15-1842-3 2

3. Hong, J., Tang, K., Chen, C.: Obstacle avoidance of hexapod robots using fuzzy q-
learning. In: 2017 IEEE Symposium Series on Computational Intelligence (SSCI),
pp. 1–6 (2017). https://doi.org/10.1109/SSCI.2017.8280907

4. Rostami, S.M.H., Sangaiah, A.K., Wang, J., Liu, X.: Obstacle avoidance of mobile
robots using modified artificial potential field algorithm. EURASIP J. Wirel. Com-
mun. Netw. 2019(1), 1–19 (2019). https://doi.org/10.1186/s13638-019-1396-2
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