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Preface

The International Conference on Intelligent Computing (ICIC) was started to provide
an annual forum dedicated to the emerging and challenging topics in artificial intelli-
gence, machine learning, pattern recognition, bioinformatics, and computational biol-
ogy. It aims to bring together researchers and practitioners from both academia and
industry to share ideas, problems, and solutions related to the multifaceted aspects of
intelligent computing.

ICIC 2020, held in Bari, Italy, during October 2–5, 2020, constituted the 16th
edition of this conference series. It built upon the success of ICIC 2019 (Nanchang,
China), ICIC 2018 (Wuhan, China), ICIC 2017 (Liverpool, UK), ICIC 2016 (Lanzhou,
China), ICIC 2015 (Fuzhou, China), ICIC 2014 (Taiyuan, China), ICIC 2013
(Nanning, China), ICIC 2012 (Huangshan, China), ICIC 2011 (Zhengzhou, China),
ICIC 2010 (Changsha, China), ICIC 2009 (Ulsan, South Korea), ICIC 2008 (Shanghai,
China), ICIC 2007 (Qingdao, China), ICIC 2006 (Kunming, China), and ICIC 2005
(Hefei, China).

This year, the conference concentrated mainly on the theories and methodologies as
well as the emerging applications of intelligent computing. Its aim was to unify the
picture of contemporary intelligent computing techniques as an integral concept that
highlights the trends in advanced computational intelligence and bridges theoretical
research with applications. Therefore, the theme for this conference was “Advanced
Intelligent Computing Technology and Applications.” Papers that focused on this
theme were solicited, addressing theories, methodologies, and applications in science
and technology.

ICIC 2020 received 457 submissions from 21 countries and regions. All papers went
through a rigorous peer-review procedure and each paper received at least three review
reports. Based on the review reports, the Program Committee finally selected 162
high-quality papers for presentation at ICIC 2020, included in three volumes of pro-
ceedings published by Springer: two volumes of Lecture Notes in Computer Science
(LNCS), and one volume of Lecture Notes in Artificial Intelligence (LNAI).

This volume of LNCS includes 54 papers.
The organizers of ICIC 2020, including Tongji University, China, and Polytechnic

University of Bari, Italy, made an enormous effort to ensure the success of the con-
ference. We hereby would like to thank the members of the Program Committee and
the referees for their collective effort in reviewing and soliciting the papers. We would
like to thank Alfred Hofmann, executive editor from Springer, for his frank and helpful
advice and guidance throughout as well as his continuous support in publishing the
proceedings. In particular, we would like to thank all the authors for contributing their
papers. Without the high-quality submissions from the authors, the success of the



conference would not have been possible. Finally, we are especially grateful to the
International Neural Network Society and the National Science Foundation of China
for their sponsorship.

August 2020 De-Shuang Huang
Vitoantonio Bevilacqua

Abir Hussain
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Entry Deterrence Game Under Ambiguity

Lan Sun(&)

School of Economics and Management, Yunnan Normal University,
Kunming 650500, People’s Republic of China

l.sun@ynnu.edu.cn

Abstract. In this paper, we introduce ambiguity into an entry deterrence game
between a better-informed established firm and a less informed potential entrant,
in which the potential entrant has multiple priors on the true state of aggregate
demand. In this model, the established firm is also uncertain about the state but
is informed of the distribution of the state. We characterize the conditions under
which limit pricing emerges in equilibria, and thus ambiguity decreases the
probability of entry. Welfare analysis shows that limit pricing is more harmful in
a market with higher expected demand than in a market with lower expected
demand.

Keywords: Entry deterrence game � Asymmetric information � Ambiguity

1 Introduction

Games with incomplete information typically involve the situation in which the players
are uncertain about some important parameters of the game, such as the payoff func-
tions, the strategies available to various players, or the information other players have
about the game. The normal form of such games is well studied. Extensive-form games
with incomplete information in which one informed player, who possesses private
information, sends a signal to a second party, who thereupon takes an action have been
also widely considered as signalling games (Spence 1973, Cho and Kreps, 1987, etc.).
However, in most of the literature, it is assumed that the probability distributions
entertained by the different players are mutually “consistent”, in the sense that they can
be regarded as conditional probability distributions derived from a certain “basic
probability distribution” or “common prior” over the parameters unknown to the
various players.

In this paper, we introduce a different concept of the asymmetric information
structure in an entry deterrence game between one more informed player and one less
informed player. The established firm is more informed since it has already made
investment commitment. Either it has knowledge of the true state of the market (the
aggregate demand, costs, for example), or at least, it has confidence in the probability
distribution of the state. While the potential entrant has little information and hence
little confidence regarding to the true state of the market, it may have a set of proba-
bility measures over the state space. These two different situations with respect to
uncertainty are distinguished by Knight (2012). The situation in which the uncertainty
can be governed by a unique probability measure is called “measurable uncertainty” or
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“risk”. In contrast, we use “Knightian uncertainty” or “ambiguity” to refer to situations
in which individuals cannot or do not assign subjective probabilities to uncertain
events. The Ellsberg Paradox (Ellsberg 1961) has shown that this distinction is
behaviourally meaningful since people treat ambiguous bets differently from risky bets.
Importantly, the lack of confidence reflected by choices in the Ellsberg Paradox cannot
be rationalized by any probabilistic belief; see Ellsberg (1961). In the literature, the-
oretical models of individual preferences for decisions under ambiguity include
Maxmin Expected Utility (MEU) (Gilboa and Schmeidler, 1989), smooth ambiguity
preference (Klibanoff et al., 2005), and variational representation of preferences
(Maccheroni, et al., 2006).

In a seminal study of limiting pricing and entry deterrence models with incomplete
information, Milgrom and Roberts (1982) formulated a two-period two-firm model in
which the firms know the realizations of their own unit costs but those of their
opponent. However, the joint distribution of the costs is common knowledge. In their
setting, both firms face “measurable uncertainty” regarding their opponent’s costs.
They studied the impact of the information asymmetries on the entry probability
compared with the complete information case. We introduce “Knightian uncertainty” in
a simplified version of the Milgrom-Roberts model and discuss two cases of infor-
mation asymmetry between the established firm and the potential entrant.

We formulate a two-period game in which the payoffs of the two players depend on
an aggregate demand function with two possible alternatives. In this model, both of the
firms face uncertainty, but firm 1 is under risk, while firm 2 is under ambiguity. Since
we employ a linear demand function, choosing quantity as firm 1’s strategy in the first
period is equivalent to choosing price. In this model, firm 1 chooses a price to charge in
the first period, and it will learn the realization of the uncertain demand in the first
period. Firm 2 updates its set of priors after observing the price charged by firm 1 in the
first period and decides whether to enter the market. If firm 2 enters, it also makes an
investment commitment and learns the real prior immediately; then the two firms
engage in Cournot competition. Otherwise, firm 1 remains its monopoly. From the
information structure, we can see that firm 1 has an informational advantage in both
pre- and post-entry markets.

A welfare analysis reveals that the changes in expected consumer surplus due to
limit pricing are increasing in the expected aggregate demand under certain standard
conditions. However, limit pricing decreases the expected industry surplus and total
welfare. Further, it is more harmful in a market with higher expected demand than in a
market with lower expected demand.

The remainder of this chapter is organized as follows. Section 2 describes a model
in which both firms are uncertain about the demand function, but there is asymmetric
information with respect to uncertainty. The established firm is under risk, but the
entrant is under ambiguity. This section characterizes one message-monotone equi-
librium and discusses the impact of ambiguity. Section 3 discusses the impact of
information asymmetry on welfare. Finally, Sect. 4 presents the conclusion.

4 L. Sun



2 Entry Deterrence Game with Asymmetric Information
on Uncertainty

2.1 Description of the Asymmetric Information Structure

Consider a market for a homogeneous good in which there are an established firm,
denoted firm 1, and a potential entrant, firm 2. The inverse demand function for the
industry output is P ¼ a� bQ. The parameter a is assumed to be one of the two
possible values aH and aL, with 0\ aL \ aH . Thus a ¼ aH reflects a higher aggregate
demand state than a ¼ aL. A two-period model of entry deterrence and entry under
incomplete information proceeds as follows: At stage 0, nature selects the value of a
according to a distribution P a ¼ aHð Þ ¼ 1� P a ¼ aLð Þ ¼ x 2 0; 1½ � and fixes a
through the next two periods. Firm 1 is informed the probability distribution of a, that
is, firm 1 knows the value of x ¼ x0. But firm 2 only has knowledge that
x 2 x;�x½ � � 0; 1½ �. We assume that x0 2 x;�x½ � for consistency. The asymmetric infor-
mation situation is common knowledge but not the information itself.

At stage 1, firm 1 has to choose a price to charge for the production. Observing the
price charged by firm 1, firm 2 decides to enter the market or not.

At stage 2, if firm 2 decides to enter the market and makes commitment on the
investment with a fixed cost K, it also can learn the value of a and the two firms
proceed Cournot competition in this stage. Otherwise, if firm 2 doesn’t enter, firm 1
will enjoy the monopoly profit.

We assume that the firms are risk neutral and ambiguity averse. The unit cost ci,
i ¼ 1; 2 is constant, and the description of the game are common knowledge.

2.2 Strategies and Payoffs

In order to simplify the payoff functions, we take the method by Milgrom and Roberts
(1982) to normalize the profit to firm 1 in the second period to be zero if entry occurs.
Otherwise firm 1 gets a reward which equals to the difference between the monopoly
profit and the Cournot profit if entry doesn’t occur. We assume that firm 2 can learn the
distribution of a immediately as soon as it decides to enter the market and makes
investment commitment with a fixed cost K. Firm 1 learnt the true state of a by
observing its demand in the first period. Under this framework, firm 1 has information
advantage both in the pre-entry market and in the post-entry market.

We analyze the post-entry Cournot duopoly market first, which is a typical one shot
game with incomplete information on one side. In this sub-game, firm 1’s pure strategy
is to choose an output level conditional on a, Q1 �ð Þ : aH ; aLf g ! Rþ , to maximize it’s
profit:

max
Q1

a� b Q1 þQ2ð Þ � c1½ �Q1:

Entry Deterrence Game Under Ambiguity 5



Given the quantity of production of firm 2, Q2, the reaction curve of firm 1 is:

Q1 Q2; að Þ ¼ a� bQ2 � c1
2b

:

Firm 2’s pure strategy is to choose an output level Q2 conditional on x,
Q2 �ð Þ : 0; 1½ � ! Rþ , to maximize its expected profit:

max
Q2

Ea a� b Q1 að ÞþQ2ð Þ � c2½ �Q2

¼ max
Q2

ae xð Þ � b Qe
1 xð ÞþQ2

� �� c2
� �

Q2;

where ae xð Þ ¼ xaH þ 1� xð ÞaL and Qe
1 xð Þ ¼ xQ1 aHð Þþ 1� xð ÞQ1 aLð Þ. Then the

reaction curve of firm 2 is:

Q2 Q1; xð Þ ¼ ae xð Þ � bQe
1 xð Þ � c2

2b
:

We can get the Equilibrium Cournot quantities from Eq. (4.5) and (4.6):

Q2 xð Þ ¼ ae xð Þþ c1 � 2c2
3b

;

Q1 að Þ ¼ 3a� ae xð Þ � 4c1 þ 2c2
6b

; for a 2 aH ; aL
� �

:

According to the aggregate demand function, we can obtain the ex post equilibrium
price which firm 1 can anticipate ex ante:

P að Þ ¼ 3a� ae xð Þþ 2c1 þ 2c2
6

; for a 2 aH ; aL
� �

:

Now we can compute the Cournot profit of firm 1 conditional on a:

P1C a; xð Þ ¼ P að Þ � c1½ �Q1 að Þ

¼ ð3a� ae xð Þ � 4c1 þ 2c2Þ2
36b

;

and the expected Cournot profit of firm 2:

Pe
2C xð Þ ¼ Ea P að Þ � c2½ �Q2 xð Þ

¼ ðae xð Þþ c1 � 2c2Þ2
9b

:

As long as we pin down the Cournot competition game in the second period, we
can analyze the strategies and payoffs of the two firms in the two periods. As we
illustrated in the game description, firm 1’s strategy in the first period influences its
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total payoff, and it also serves as a signal transferred to firm 2 to influence firm 2’s
decision in the second period. We restrict attention to pure strategy equilibria. Denote
the pure strategy of firm 1 as:

s : 0; 1½ � ! Rþ ;

then s xð Þ is the price chosen by firm 1 in the first period conditional on the probability
distribution of a. Denote the pure strategy of firm 2 as:

t : Rþ ! 0; 1f g:

If firm 2 decides to stay out of the market observing s, then t sð Þ ¼ 0. Otherwise, if
firm 2 decides to enter the market, then t sð Þ ¼ 1. Given these strategies, we can write
down the total expected payoffs of the two firms. Let Pe

1 s; x; tð Þ and Pe
2 t; x; sð Þ be the

total expected profits of firm 1 and firm 2 respectively. Then

Pe
1 s; x; tð Þ ¼ P0e

1 s; xð Þþ d1R
e xð Þ 1� tð Þ

¼ P0e
1 s; xð Þþ d1Ex PM að Þ �P1C a; xð Þ½ � 1� tð Þ;

and

Pe
2 t; x; sð Þ ¼ d2t sð Þ Pe

2C xð Þ � K
� �

;

where di is the discount factor of firm i; i ¼ 1; 2, P0e
1 s; xð Þ is firm 1’s expected profit in

the first period if it chooses price s, and Re xð Þ is firm 1’s expected reward profit if it
succeeds in deterring firm 2 which is equal to the expected monopoly profit Ea PM að Þ½ �
minus the expected Cournot profit Ea P1C a; xð Þ½ �. If firm 1 decides to reveal itself in the
first period, then knowing the probability distribution of a, firm 1 chooses a monopoly
price to maximize its expected profit:

max
s

E
s� c1ð Þ a� sð Þ

b

� 	
:

Solving this optimization problem,

seM xð Þ ¼ ae xð Þþ c1
2

;

then we can get the expected monopoly profit.

Ea PM að Þ½ � ¼ Pe
1M xð Þ ¼ ½ae xð Þ � c1�2

4b
:

To make things interesting, we assume that firm 1’s expected monopoly profit is
greater than its expected Cournot profit, that is, Pe

1M xð Þ[Pe
1C xð Þ.
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2.3 Equilibrium Analysis

Again, we adopt the Maxmin Expected Utility to represent the ambiguity aversion of
firm 2 with multiple priors. Assume that firm 1 plays some strategy �s : 0; 1½ � ! Rþ ,
then any P (price) in the range of �s, firm 2 updates its set of priors by x 2 �s�1 Pð Þ. Firm
2’s best response is “enter” if and only if the minimum expected value of the post-entry
profit, infx2�s�1 Pð Þ Pe

2C xð Þ � K
� �

, is positive. Formally, we give the definition of Nash
equilibrium as follows:

Definition 1.
A strategy profile s�; t�ð Þ is a Nash equilibrium of the entry deterrence game if it
satisfies the following conditions:

(i) for any x 2 0; 1½ � and any s : 0; 1½ � ! Rþ

P0e
1 s�; xð Þþ d1R

e xð Þ 1� t� s�ð Þð Þ�
P0e

1 s; xð Þþ d1R
e xð Þ 1� t� sð Þð Þ:

(ii) for any 0; 1f g, for all P 2 Rþ , such that 9x 2 0; 1½ �, s� xð Þ ¼ P,

inf
x2 x:s� xð Þ¼Pf g

t� Pð Þ Pe
2C xð Þ � K

� �� inf
x2 x:s� xð Þ¼Pf g

t Pð Þ Pe
2C xð Þ � K

� �
:

For simplicity, we analyze the equilibrium under the following assumptions:
Assumption 1.

ið Þ: P2
C aL
� �� K\0 andP2

C aH
� �� K[ 0:

iið Þ: aL � 2c2 þ c1 [ 0:

Assumption 2. Firm 2’s optimal choice is staying out of the market under it’s original
information.

Assumption 1(i) just simply means that firm 2 won’t enter the market if it is
informed that a ¼ aL and it will enter the market if a ¼ aH . Assumption 1(2) implies
that if firm 2 enters the market, then it produces positive quantity in the Cournot market
even at the low state of demand.

Assumption 3. x;�x½ � ¼ 0; 1½ �, c2 � c1 and d1 ¼ 1.
In the equilibrium analysis, we focus on message-monotone equilibrium.

Definition 2
In a message-monotone equilibrium in the entry deterrence game, the strategy of firm 1,
s xð Þ, is weakly increasing in x.

8 L. Sun



The continuity of the duopoly Cournot payoff function together with assumption 1
imply that there exists a belief x̂ 2 0; 1ð Þ such that firm 2 is indifferent between “enter”
and “not enter”. With a simple calculation, we can get the indifferent point which is:

x̂ ¼
ffiffiffiffiffiffiffiffiffi
9bK

p � aL þ c1 � 2c2ð Þ
aH � aL

:

Since we assume that Pe
M xð Þ[Pe

1C a; xð Þ for all x 2 0; 1½ �, which implies that firm
1 has incentive to deter the entrant by sacrificing the profit in the first period due to
charging a lower price. And it’s getting more and more costly to deter the entrant as x
increases. Under assumption d1 ¼ 1, the indifference point of firm 1, ~x, satisfies the
following condition:

ðae x̂ð Þ � c1Þ2
4

¼ ðae ~xð Þ � 2c1 þ c2Þ2
9

:

Given these two critical points x̂ and ~x together with assumptions A1–A3, we can
get the following property of a Nash equilibrium:

Proposition 1
In this entry deterrence model, under A1–A3, a Nash equilibrium s�; t�ð Þ is a message-
monotone equilibrium.

The proof is given in Appendix A.
An increasing x indicates a higher expected aggregate demand. With message-

monotone strategies, firm 1 sends a more attractive message to firm 2 by choosing a
non-decreasing price when the expected aggregate demand increases. On the other
hand, observing a higher price, firm 2 can induce a higher expected demand. Therefore,
firm 2’s strategy is also non-decreasing with respect to the price it observed. The
following theorem characterizes such a message-monotone equilibrium.

Theorem 1
Under the assumptions A1–A3, there exists a message-monotone equilibrium s�; t�ð Þ in
the entry deterrence game in two different cases:

(i) if ~x� x̂, then there exists a separating equilibrium s�; t�ð Þ:

s� xð Þ ¼ seM xð Þ 8x 2 0; 1½ �;

t� sð Þ ¼ 0; if s � seM x̂ð Þ
1; otherwise

�
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(ii) if ~x� x̂, then there exists a semi-separating equilibrium s�; t�ð Þ:

s� xð Þ ¼ seM xð Þ if x 2 0; x̂½ Þ [ min ~x; 1f g; 1ð �
seM x̂ð Þ if x 2 x̂;min ~x; 1f g½ �;

�

t� sð Þ ¼ 0; if s� seM x̂ð Þ
1; otherwise

�

Proof (see the appendix B)

Remark: In the first case, for any level of expected demand, it’s so costly to deter the
entrant that the reward is not enough to compensate the lost if firm 1 conducts limit
pricing in the first period, therefore, limit pricing doesn’t emerge in this situation. In the
second case, in contrast, when the expected demand is low enough such that the entrant
is not interested in entering the market, firm 1 doesn’t need to conduct limit pricing. Or
the expected demand is high enough that the signal sent by firm 1 is high enough such
that the entrant will enter the market observing the signal, then it’s not necessary for
firm 1 to conduct limit pricing. But when the expected demand is between the two
thresholds, limit pricing emerges.

3 Welfare Analysis

3.1 The Impact of Ambiguity on Expected Welfare

In this sector, we discuss the impact of ambiguity comparing with the situation where
firm 2 is also informed the probability distribution of a. If there doesn’t exist infor-
mation asymmetries between firm 1 and firm 2, then firm 1 can’t deter firm 2 by
conducting limit pricing because firm 2 doesn’t need to induce any information from
the behavior of firm 1 in the first period. Firm 2 will choose to enter the market when
x[ x̂ and stay out the market otherwise. Therefore, limit pricing doesn’t emerge and
firm 1 just charges the expected monopoly price in the first period for any x 2 0; 1½ �. In
order to discuss the impact of ambiguity on expected welfare, we just need to analyze
the impact of limit pricing on the expected welfare.

To focus on the impact of limit pricing, we assume that x̂\~x� 1. Consumer’s
surplus: In the previous section, we have shown that the price decreases from the
expected monopoly price PM xð Þ ¼ seM xð Þ to the limit price PM x̂ð Þ ¼ seM x̂ð Þ when x 2
x̂;~x½ � in the first period, and

PM x̂ð Þ � PM xð Þ ¼ ae x̂ð Þ � ae xð Þ
2

\0:

Due to limit pricing, the entrant is deterred in the second period, the monopoly
price is greater than the Cournot price:

10 L. Sun



PM að Þ � PC að Þ ¼ aþ c1
2

� 3a� ae xð Þþ 2c1 þ 2c2
6

¼ ae xð Þþ c1 � 2c2
6

[ 0:

Therefore, the consumer’s surplus increases in the first period and decreases in the
second period. The change of total consumer’s surplus is ambiguous. However, we still
can analyze the changes of consumer’s surplus with respect to the state of the market.
We can clearly see that the price decreases in the first period faster than it increases in
the second period as x increases, i.e.

@ PM x̂ð Þ � PM xð Þð Þ
@x

����
����[ @ PM að Þ � PC að Þð Þ

@x
:

Therefore, we expect that the consumer’s surplus increases in x. Formally, The net
consumer’s surplus from without limit pricing to limit pricing is:

DSC ¼ �
Z PM xð Þ

PM xð Þ

a� p
b

dp�
Z PM að Þ

PC að Þ

a� p
b

dp

@DE SCð Þ
@x

¼ aH � aL

2
E

a� PM xð Þ
b

� 	
� 1
3
E

a� PC að Þ
b

� 	� 	

¼ aH � aL

2
Ex QM½ � � 1

3
Ex QC½ �

 �

¼ aH � aL

2
Qe

M xð Þ � 1
3
Qe

C xð Þ
 �

We can see that the expected consumer’s surplus is increasing in x as long as the
expected aggregate monopoly production Ex QM½ � at x is greater than one third of the
expected aggregate Cournot production Ex QC½ �.

Firm’s surplus: Firm’s surplus is equal to firm’s profit. The net firm’s surplus from
without limit pricing to limit pricing is:

E DSF
� � ¼ Pe

1M x̂ð ÞþPe
1M að Þ � Pe

1M xð ÞþP1C að ÞþPe
2C xð Þ� �

¼ f PM x̂ð Þ � c1ð ÞQM x̂ð ÞÞþ PM að Þ � c1ð ÞQM að Þg
� PM xð Þ � c1ð ÞQM xð Þþ PC að Þ � c1ð ÞQ1C þ PC að Þ � c2ð ÞQ2Cf g

¼ ðPM x̂ð Þ � c1Þ2
4b

þ ðPM að Þ � c1Þ2
4b

� ðPM xð Þ � c1Þ2
4b

þ ðPC að Þ � c1Þ2
b

þ PC að Þ � c2ð Þ ae xð Þþ c1 � 2c2ð Þ
3b

( )

¼ ðae x̂ð Þ � c1Þ2
4b

� ðae xð Þ � 2c1 þ c2Þ2
9b

þ ðae xð Þ � 2c2 þ c1Þ2
9b

 !
:
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The net industry’ surplus equals to the difference between the expected monopoly
profit at x̂ and the total expected Cournot profits at x. Since x[ x̂, the net industry’s
surplus is negative if c2 is not very large. We conclude that deterring an moderate cost
entrant by limit pricing harms the industry. Moreover,

@E DSF½ �
@x

¼ � 2 aH � aLð Þ ae xð Þ � c1 � c2ð Þ
9b

¼ � 2 aH � aLð ÞQe
C xð Þ

3
\0;

where Qe
C xð Þ is the expected total Cournot production at x if firm 2 enters the market in

the second period. This result shows that the limit pricing harms the industry more in a
market with higher expected demand than a lower one.

Total welfare: The total welfare is the sum of the consumer’s surplus and the firm’s
surplus. Therefore,

DTW ¼ DSC þDSF ;

and

@E DTW½ �
@x

¼ � aH � aLð Þ
6

3Qe
M xð Þ � 5Qe

C xð Þ� �
[ 0 if 3Qe

M xð Þ � 5Qe
C xð Þ\0

\0 if 3Qe
M xð Þ � 5Qe

C xð Þ[ 0:

�

Limit pricing decreases the total social welfare more in a higher expected demand
market than in a lower one when the expected Cournot output is less than 60% of the
expected monopoly output.

In a general framework, if firm 2 has a set of priors x 2 x;�x½ �, the impact of
ambiguity on expected welfare occurs only when an increase of ambiguity changes the
strategy of firm 1 from non-limit pricing to limit pricing, or vice versa. As we can see
from the equilibrium analysis, limit pricing doesn’t occur as long as the realization of x
is in the region x; x̂½ � [ x;�x½ �. Therefore, the ambiguity doesn’t influence the strategy of
firm 1 or the welfare when x 2 x; x̂½ � [ ~x;�x½ �. Ambiguity decreases the total expected
welfare when x 2 x̂;~x½ � comparing with symmetric information situation. However, the
change of the degree of ambiguity influences the welfare only when firm 2’s set of
priors changes such that x moves from one side of x̂ to the other. We present an
example in the next section to illustrate the results.

3.2 An Example

In this section, we provide a numerical example to compute the equilibrium strategies
in the entry deterrence game with asymmetric information on uncertainty. Suppose that
aH ¼ 10, aL ¼ 5, b ¼ 1, d1 ¼ d2 ¼ 1, c1 ¼ c2 ¼ 1, K ¼ 3:5. The probability distri-
bution of a is P a ¼ aHð Þ ¼ 1� P a ¼ aLð Þ ¼ x 2 0; 1½ �. The set of priors of firm 2 on
the distribution of a is 0; 1½ �. One can compute that the indifferent point of firm 2 is
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x̂ ¼ 0:322, and the indifferent point of firm 1 is ~x ¼ 0:884. The expected monopoly

price charged by firm 1 at x ¼ x̂ is: seM x̂ð Þ ¼ ae x̂ð Þþ c1
2 ¼ 3:805. At equilibrium, the

message-monotone strategy of firm 1 is:

s� xð Þ ¼ 3:805 if x 2 0:322; 0:884½ Þ
5xþ 6

2 if x 2 0; 0:322½ Þ [ 0:884; 1½ �;
�

and the strategy of firm 2 is

t� sð Þ ¼ 0 if s� 3:805
1 if s[ 3:805:

�

In this example firm 1 can take the advantage of the information asymmetries by
using pooling strategy to deter the entrant if the probability of the higher aggregate
demand is not too low or too high. In this example, we can see (Fig. 1) that both the
expected consumer’s surplus and the expected industry’s surplus decrease due to the
limit pricing, and limit pricing also decreases the expected total welfare. The expected
net consumer’s surplus is increasing in x but the expected total welfare is decreasing in x,
which means that the established firm has to sacrifice more profits in the first period in
order to deter the entrant in a market with higher expected demand. This result suggests
that an antitrust policy is more important in a market with higher expected demand.

4 Conclusions

In this chapter we re-examine the entry deterrence game in which two firms have
asymmetric information (Milgrom and Roberts 1982) but under different information
structures. We formulate a model with asymmetric information. The entrant faces
ambiguity about the true state, in the sense that it has multiple priors on the true state.
While the established firm is informed of the distribution of the true state. The

Fig. 1. The changes of welfare due to limit pricing
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informational advantage encourages the established firm to send an unattractive signal
to the entrant by engaging in limit pricing in the first period and deters the entrant under
certain circumstances. Compared with symmetric information, ambiguity decreases the
probability of entry under certain conditions, but it is also possible for it to have no
influence on the probability of entry. A numerical example reveals that both the
expected consumer surplus and the expected industry surplus are decreased due to limit
pricing, and thus total welfare is decreased. Deterring a moderate-cost entrant harms
social welfare to a greater extent in a market with higher expected demand than in one
with lower expected demand. However, in our analysis, we assume, for simplicity, that
firm 1 is also informed of firm 2’s set of priors. An extension of the analysis in which
firm 2 also has private information on its set of priors is not trivial and the results would
be different.

Acknowledgement. This work is Granted by Doctoral Research Program of Yunnan Normal
University (No. XJBS2018122014).

Appendix

A. Proof of Proposition 1
Proof. In this proposition, we intent to prove that at equilibrium, for 8x1; x2 2 0; 1½ �, if
x1 \ x2, then s�1 ¼ s� x1ð Þ� s� x2ð Þ ¼ s�2. For the case that x̂\~x, there are four possi-
bilities that can occur at equilibrium:

(i). t� s�1
� � ¼ t� s�2

� � ¼ 0;
(ii). t� s�1

� � ¼ 0; and t� s�2
� � ¼ 1;

(iii). t� s�1
� � ¼ 1; and t� s�2

� � ¼ 1.
(iv). t� s�1

� � ¼ 1; and t� s�2
� � ¼ 0;

In each case, we can show that a violation of the monotonicity leads to a deviation
from the equilibrium. Let A1 ¼ x : s� xð Þ ¼ s�1

� �
and A2 ¼ x : s� xð Þ ¼ s�2

� �
be the

strategies of firm 1 at the particular equilibrium. By contradiction, assume that s�1 [ s�2.
For case (i), let x�1 ¼ inf x : s� xð Þ ¼ s�1

� �
and x�2 ¼ inf x : s� xð Þ ¼ s�2

� �
. Due to the

strictly increasing of Pe
2C xð Þ in x, firm 2 takes x�1 and x�2 as the worst case by MaxMin

utility. If firm 2 doesn’t enter the market at x�1 and x�2, then the optimal response of firm
1 will be

s�1 ¼
ae x�1
� �þ c1
2b

; and s�2 ¼
ae x�2
� �þ c1
2b

:

If s�1 [ s�2, then x�2 \ x�1 � x1 \ x2. Then the type x2 of firm 1 would deviate to s�1.
By deviation, x2 2 A1, and still we have x�1 ¼ infA1, which doesn’t influence the
decision of firm 2. The x2 type of firm 1 can get higher profit in the first period and the
same monopoly profit in the second period.
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For case (ii), we have similar argument. If s�1 [ s�2, and firm 2 enters the market
observing s�2, then type x2 of firm 1 would deviate to get higher profit in the first period
and deter the entry by choosing s�1.

For case (iii), since both s�1 and s�2 can’t deter the entry, type x2 of firm 1 would
deviate to get higher profit in the first period by choosing s�1.

For case (iv), Firstly, we show x�1 ¼ x1. If x�1 \ x1, then s�1 \
ae x1ð Þþ c1

2b . Since s�1
induces entry, x1 type of firm 1’s profit is Pe

1M x�1
� �

. However, the worst case by
choosing s1 is inducing entry and the profit is Pe

1M x1ð Þ, and Pe
1M x�1
� �

\Pe
1M x1ð Þ. The

x1 type of firm 1 would deviate to s1 ¼ ae x1ð Þþ c1
2b . So x�1 ¼ x1. Now let’s show that if

s�1 [ s�2, one type of firm 1 would deviate. At equilibrium, x�2 \ x1 \ x2 and the profits
of firm 1 given by:

Pe
1 s�1; x1
� � ¼ Pe

M x1ð Þ
Pe

1 s�2; x2
� � ¼ Pe

M x�2
� �þRe x2ð Þ

If Pe
1 s�1; x1
� �

[ Pe
1 s�2; x2
� �

, then x2 type of firm 1 would deviate. Choosing a
higher price s�1 induces entry but it can get higher profit.

If Pe
1 s�1; x1
� �

\Pe
1 s�2; x2
� �

, The condition for existence of a pooling equilibrium
implies that

Pe
M x�2
� �þRe x2ð Þ �Pe

1 x2ð Þ\Pe
M x�2
� �þRe x1ð Þ �Pe

1 x1ð Þ:

Since s�2 is the optimal choice for x2 type of firm 1,

Pe
M x�2
� �þRe x2ð Þ �Pe

1 x2ð Þ � 0:

We obtain

Pe
M x�2
� �þRe x1ð Þ �Pe

1 x1ð Þ [ 0;

which implies that x1 type of firm 1 would deviate to get higher payoff by choosing a
lower price s�2.

B. Proof of Theorem 1
Proof. To prove this theorem, we just follow the definition of Nash Equilibrium (Def.

2.1). Given the strategy of firm 1, observing s\ ae x̂ð Þ�c1ð Þ
2 , firm 2 induces that x\ x̂.

Firm 2 chooses to stay out of the market with maxmin preference. So t� is an optimal
response to s�. On the other hand, Given the strategy of firm 2, t�, firm 1’s optimal
strategy is to maximize its total expected profit. Let d1 ¼ 1, then the total expected
profits of firm 1 is:

Pe
1 s; xð Þ ¼ P0e

1 s; xð ÞþRe xð Þ if s � ae x̂ð Þþ c1
2b

P0e
1 s; xð Þ if s [ ae x̂ð Þþ c1

2b ;

(
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We can show that the difference of the profits of firm 1 between deterring and not
deterring the entrant is decreasing in x if d1 ¼ 1:

d Pe
1 x̂; xð Þ �Pe

1M xð Þ� �
dx

¼ � 2 aH � aLð Þ ae xð Þ � 2c1 þ c2ð Þ
9b

\0:

And we have shown that firm 1 is indifferent at x ¼ ~x. So firm 1 prefers deterring to
accommodating the entrant when x\~x. When ~x\ x̂, for any x 2 0; 1½ �, firm 1 will
choose the monopoly price in the first period because it is too costly to deter the
entrant. But when ~x [ x̂, firm 1 has incentive to deter the entrant by pooling strategies
for x 2 x̂;~x½ � and what it can do the best is to choose the monoply price at x ¼ x̂. Given
the strategy of firm 2, for any x 2 0; 1½ �, firm 1 doesn’t want to deviate.
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Abstract. Quantifying or labeling biological sample types based on single-cell
gene expression patterns is the key to deepening understanding of complex
diseases or tissues. Usually the clustering method is the main computing tool for
this purpose. In particular, due to the noise and high dimensional limitations of
scRNA-seq data, it poses great challenges to clustering. To overcome this
challenges, researchers have developed many protocols for detecting cell clus-
ters from scRNA-seq data. However, there are still deficiencies. In this paper, we
propose a novel unsupervised clustering framework SDPUCF, which integrates
several effective single-cell data preprocessing procedures including filtering,
normalization and dimension transformation, to eliminate the noise impact
caused by sequencing technology limitations and biological factors. Moreover,
the clustering results are two-dimensionalized. Finally, we identify cell clusters
on the scRNA-seq data, and use the adjusted RAND index (ARI) to measure the
accuracy of clustering and compare it with other classic clustering methods. The
results are encouraging, it shows that SDPUCF has a competitive advantage
compared with existing methods.

Keywords: Single cell � Clustering � Normalization

1 Introduction

The emergence of high-throughput single-cell sequencing technology has changed the
study of transcriptomics, allowing whole-genome expression analysis at single-cell
resolution to reveal the heterogeneity of cell composition, which brings new insights
into complex biological phenomena opportunity. Single cell sequencing technology is
based on single-cellomics research, and large-scale single-cell data is measured, which
can more fully reflect the more comprehensive gene expression of multicellular
organisms. This makes it the primary choice for studying exciting biological processes
such as gene expression variability between cells or tissues and early embryonic
development, discovering novel medical insights and key clinical issues for effective
clinical applications [1, 2, 3].

Generally, clustering is a common analysis method for single-cell data, which is
used to help find the heterogeneity of cells or tissues, and also facilitates downstream
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related analysis [4, 5]. A large number of calculation methods for clustering cell types
based on cell transcriptome maps have been proposed. For example, the classical SC3
method [6], firstly, the distance matrix of cells was found through three similar cal-
culation formulas, and then PCA and Laplace were used to realize the feature trans-
formation. Then, the k-means method is reused to cluster several different types of
projections to build consensus matrix. Finally, the consensus matrix is used for hier-
archical clustering. Seurat [7] is a friendly interaction mode, which uses PCA for
feature selection on highly variable genes to obtain statistically significant principal
components, and uses t-SNE [8] to project it to Two-dimensional space. Finally, a
density clustering algorithm is used to identify cell clusters. SNN-Cliq [9] is a graph-
based clustering method that uses clique detection to cluster cells with scRNA-seq data.
Since factions are usually rare in sparse graphs, SNN-Cliq will detect dense but not
fully connected quasi-clique in SNN graphs. RcaReduce [10] is a method based on
hierarchical clustering, which also uses PCA to reduce the dimension of gene
expression matrix, and then continues to use K-means to obtain the mean and
covariance matrix of different clusters, and iterate to meet the conditional principal
components.

Single-cell RNA-Seq data cluster analysis often faces complex data calculation
problems. Since single-cell RNA-Seq data usually has tens of thousands of dimensions,
this leads to huge computational complexity and huge overhead of clustering problems.
For this widely used dimensionality reduction method, there are PCA and t-SNE
nonlinear dimensionality reduction method, such as the above mentioned method SC3
[6], Seurat [7], RcaReduce [10] also incorporates such dimensionality reduction
methods. At the same time, due to the influence of biological experiments and
sequencing technologies, the clustering method has poor clustering effect on scRNA-
seq data. It is usually to filter some non-expressed genes or cells to eliminate the effect
of noise. The filtering step will greatly remove the meaningless data and reduce the data
scale to a certain extent. However, most of the existing problems have complicated
calculations and sensitive parameter settings. Therefore, in order to overcome the above
difficulties, we propose a novel unsupervised clustering framework, which can use
scRNA-seq data to detect and visualize cell level heterogeneity and reveal a variety of
interesting biological knowledge.

2 Materials and Method

2.1 Dataset Description

Yan [11]: This data is downloaded from the GEO website under the login number
GSE36552. This data is from Yan et al., Which obtained the transcriptome information
of 124 individual cells from pre-implantation embryos and human embryonic stem
cells [1–4]. This data set includes each mouse embryo cell Developmental transcrip-
tome information: oocyte cell samples (n = 3), zygote cell samples (n = 3), 2-cell cell
samples (n = 6), 4-cell cell samples (n = 12), 8-cell samples (n = 2), Morula cell
samples (n = 26) and late blastocyst at hatching stage cell samples (n = 30).
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Biase [12]: The second data is downloaded from the GEO website through the login
number GSE57249. This data is transcriptome information of 56 mouse samples
obtained by Biase et al. through smart-seq protocol. This data set included transcrip-
tome information for each developmental stage of mouse embryonic cells: zygote
(n = 9), 2-cell-stage (n = 20), 4-cell-stage (n = 20), and blast stage (n = 7).

Goolam [13]: The last Goolam data is also from mouse embryonic stem cells and
can be downloaded from https://www.ebi.ac.uk/arrayexpress/experiments/E-MTAB-
3321/. This data was obtained by Scialdone et al. Through Smart-seq protocol, which
are 2-cell-stage (n = 16), 4-cell-stage (n = 64), and 8-cell-stage (n = 32), 16-cell-stage
(n = 6), blast-stage (n = 6).

2.2 Method Overview

The overview of the proposed framework is presented in Fig. 1, where whole pipeline
is divided into three overlapping steps.

As we all know, in recent years, single-cell data, researchers have gradually dis-
covered that an important step of cluster analysis based on single-cell data is the pre-
processing of the data, including filtering, normalization, feature transformation [6, 7].
We will get a meaningful data to prepare for subsequent analysis.

For most clustering methods, similarity measurement is a very important step. For
example, hierarchical clustering and density clustering. However, studies have shown
that commonly used similarity measures (such as Euclidean distance or cosine mea-
sure) will become less reliable as the dimensionality increases. The reason is that data
becomes sparse in high-dimensional space, so the similarity between objects measured

Fig. 1. Schematic of the framework.
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by these indicators is usually low. Many clustering methods based on these measures
are not effective enough for single-cell high-dimensional data with few objects. Here
we use the clustering method is density peak clustering [14], this method is efficient
and simple, using decision graphs, you can easily find the cluster center, but it does not
perform well for high-dimensional data clustering. Therefore, consider using a density
clustering based on the concept of shared nearest neighbors to realize single-cell data
analysis. More specifically, there are literatures that show that in high dimensions [15],
SNN metrics are more robust than related main metrics and lead to more stable per-
formance. The similarity between two data points is captured by the connectivity of
two nodes in the vicinity. Moreover, SNN technology has been successfully applied to
some clustering problems [16]. Therefore, we define a new similarity based on the
ranking of the shared neighborhood of two data points.

2.3 Data Preprocessing

In our proposed method, the pre-processing consists of four important steps.
Step1: Initial filtering.
There is a lot of noise in single-cell data sequencing techniques and biological

properties, especially for clustering methods. Because the method is to classify similar
cells into one group by calculating the similarity of expression levels between cells, the
accuracy of clustering will be severely reduced by the large number of genes that are
not meaningful for clustering. In order to effectively discover the heterogeneity of
single-cell expression data, we filtered out rare and ubiquitous genes, and identified the
most variable genes in the entire single-cell data set.

Step2: Normalization of scRNA-seq Data.
The transcriptome data has a technical deviation due to the sampling effect. In

many normalization methods for batch gene expression, the above problems are solved
by scaling the count data [7]. However, these methods are not suitable for scRNA-seq
data, so in recent years, researchers have developed some normalization methods for
scRNA-seq [8, 17]. In this paper, we use the Linnorm Rpackage [18] with default
parameter Settings to normalize the data.

Step3: Reduce technical noise using PCA.
Prior to this, the data obtained in the preprocessing step was normalized, and then a

few principal component information onto which the data was projected was selected to
eliminate some of the technical noise of single-cell data in the data [19]. Although cell-
type-specific expression patterns show strong genetic correlations, technical noise does
not show any important correlation structures.

Step4: Reduce the dimension using t-SNE
In this step, we use the non-linear dimensionality reduction method t-SNE, which is

commonly used in single-cell data, to reduce high-dimensional data to low-dimensional
subspaces to achieve the purpose of reducing data size. The main parameter affecting
the t-SNE method is perplexity, which is a smooth measure of the number of effective
neighbors. Here, we set the default value of the confusion to 10 and use t-SNE to
reduce the scRNA expression data obtained in the previous step to two dimensions.
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2.4 SNN-Based Density Peaks Clustering

DPC is a new clustering algorithm based on density and distance. It is widely cited in
various fields. This algorithm is based on the assumption that the cluster center densty
is surrounded by lower local density neighbors, and the distance between the cluster
center point and the high density point is large. By calculating two important indicators
describing each data point, its local density qi the distance between each data point
and the highdensity point di, the heuristic method of the decision graph is used to
identify the cluster center [20]. After the cluster center is selected, each remaining
point will be assigned to the cluster where its nearest highdensity nerghbor is located.
The points are assigned to the designated cluster centers round by round, which makes
the method fast and scalable for a variety of data sets. The local density di of data
object qi and the cutoff distance are given by Eq. 1:

qi ¼
P

i6¼j v dij � dcutoff
� �

; v ¼ 1; x\0
0; x� o

�
ð1Þ

Where, dij represents the distance between data points i and j, distcutoff represents
the cut-off distance, the meaning of v. Formula is to find the number of data points
whose distance from the first data point is less than the cutoff distance, and use it as
The i-th data point is really dense. At this time, the distance between the data point i
and the data point with higher local density can be defined by Eq. 2:

di ¼ minðdijÞ; if 9 j:s:t:qi [ qj
maxðdiÞ; i 6¼ j

�
ð2Þ

However, the density peak clustering algorithm directly calculates the distance and
density between points, ignoring the influence of neighbors around the data points, and
may cluster some complex data sets, and the results are not ideal. For example, single-
cell data, cells do not exist independently, they interact with each other to a certain
extent. Therefore, in order to make clustering more robust and objective, we used a
density peak clustering algorithm based on shared nearest neighbors to cluster single-
cell RNA sequence data [21]. This method introduces SNN similarity to consider the
effect of nearest neighbor and shared neighbor information on local density. The
available representation of SNN similarity is Eq. 3:

Sim i; jð Þ ¼ SNN i; jð Þj j � 1
1

SNN i;jð Þj j
P

P2SNN i;jð Þ dip þ djp
� � ð3Þ

Where, SNN i; jð Þ ¼ C ið Þ \C jð Þ, which represents the common neighbor set of the
shared neighbors of data points i and j, C ið Þ and C jð Þ represent the K number of points i
and j, respectively set of nearest neighbors. d means that the local density qi, which is
the set of k points with the highest similarity to point i. The right part is the reciprocal
of the average distance between data point i and data j to all their shared neighbors,
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which represents the density around the two points within a certain range. The left part
of the equation represents the number of shared neighbors of data point i and data point
j. By simultaneously checking the shared neighbors and the density of two points, SNN
similarity can improve the applicability of the clustering effect. For the SNN-DPC
method, the calculation of qi can be expressed by the Eq. 4:

qi ¼
X
j2L ið Þ

Sim i; jð Þ ð4Þ

Where, L ið Þ ¼ x1; x2; . . .; xkf g represents the set of k points, which with the highest
similarity to data point I. Then the calculation of dj can be expressed by the Eq. 5:

ð5Þ

By drawing the calculated statistics (qi; di) on the decision chart, you can intu-
itively find the selection of potential cell types, where highdensty potential abnormal
points are regarded as the center of the cluster. When the potential cluster center is
identified, the remaining points are assigned to the nearest cluster center according to
the nearest neighbor with higher density. After identifying the clusters, we can see in
the decision map that the discovered cell types are visualized as different colors, show
as Fig. 2.

2.5 Evaluation of Clustering Performance

Clustering algorithms often use an adjusted Rand index (ARI) to quantify how well our
clustering results match another given set of labels. ARI ranges from 0 to 1. Given a set
of n samples in the data and two clusterings of these samples, the overlap between the
two groupings can be summarized in a contingency table, where each entry nij rep-
resents the number of samples in common between i-th group of the first clustering and
the j-th group of the second clustering, and. The adjusted Rand index is defined as:

ARI ¼
P

ij
nij
2

� �
� P

i
ai
2

� �P
j

bi
2

� �� �
=

n
2

� �

1
2

P
i

ai
2

� �
þ P

j
bi
2

� �� �
� P

i
ai
2

� �P
j

bi
2

� �� �
=

n
2

� � ð6Þ

Where ai and bj are the sums of rows and columns of the contingency table
respectively.
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3 Results

3.1 Visualization of Clustering Results

Usually for scRNA-seq data, we try to describe the transcriptome data of each cell in
the low-dimensional space without distortion, and have an intuitive interpretation of the
data. Therefore, our method uses t-SNE to two-dimensionalize the clustering results.

Human Embryo Devel Cells. When detecting the center of the cluster, outliers with a
higher density are regarded as potential cluster centers, which are visually displayed on
the decision map. In particular, the selection of the k value of the data points will
directly affect the clustering results of SDPUCF. Experience shows that the value of k
performs well between 5–30. Through experiments, for Yan data, we set the value of k
to 16. As shown in Fig. 2(b).

The 7 different colored abnormal points in Fig. 2(a) represent the cluster centers of 7
clusters, and the remaining points are data points to be allocated. Our method suc-
cessfully detected yan data as oocyte, zygote, 2-cell, 4-cell, 8-cell, and late blastocyst at
hatching stage. Seven types of cells were identified.

Fig. 2. Visual clustering results of Yan dataset
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Mouse Embryo Devel Cells. Through experiments, for biase data, k value in the range
of 5–15, can achieve the optimal clustering performance, we set the value of k to 7, as
shown in Fig. 3(b). In Fig. 3(a), four outliers with different colors are identified, rep-
resenting four cluster centers. In Fig. 3(c), we successfully completed the method of
bias data detection, that is, zygote, 2 cells, 4 cells, blast identified four types of cell.

For the Goolam data (figure omitted), we set the value of k to 17, and finally
marked five outliers with different colors to identify five types of cell clusters, namely
the zygote, 2-cell, 4-cell, blast cell.

3.2 Compare with State-of-the-Art Approach

Analysis of Time Complexity. Most of the data we use in this article are small data sets,
so the comparison with the running time of other methods is omitted. Here we analyze
the time complexity analysis of several comparative methods to briefly discuss the
computational performance of each algorithm.
PcaReduce [10] is an agglomerative hierarchical clustering approach with PCA which
provides clustering results in a hierarchical. As a simple pipeline, SINCERA [22] uses
hierarchical clustering and concentrated PearsonaĂŹ age correlation, and the average

Fig. 3. Visual clustering results of Biase dataset
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link method to identify cell types. SC3 [6] also applies the hierarchical clustering
method to the consensus matrix obtained by combining the clustering results of k-
means in the ensemble. The above several methods are based on agglomerative hier-
archical clustering to reveal the relationship between cells/genes, but agglomerated
hierarchical clustering has a higher time complexity, which is O(N3). Seurat [7] is
based on Louvain algorithm to discover cell types. Louvain is a community detection
algorithm that uses a greedy method to assign nodes to communities and update the
network to obtain more coarse-grained representations. The time complexity of Lou-
vain is O(NlogN). The time complexity of the SUDPC algorithm is (O(k + m)N2), m is
the number of cluster centers, k is the number of neighbors, and both k and m are
relatively small in the experiment. Therefore, they will not affect the running time to a
large extent.In summary, Seurat has the lowest time complexity among all comparison
methods, while SUDPC has a slightly higher time complexity. Although the calculation
performance of our algorithm is affected by other parameters to a certain extent.
However, our clustering results are better than Seurat [7], as shown in Fig. 4, which
makes up for the lack of computational performance of the method.

Analysis of Clustering Results. Here, we compare our proposed method with the most
advanced four single-cell clustering methods. Including SC3 [6], Seurat [7], pcaReduce
[10], SINCERA [21]. And use the ARI index to measure the performance of each
clustering method show in Fig. 4.

It shows that for Biase data, our proposed method has a higher ARI score than
SINCERA, which is 0.95. For Yan data, SDPUCF’s ARI score is 0.85, while other
clustering methods score far below 0.8. Even in the clustering in the class experiments,
the clustering results generally fail the Goolam data. SDPUCF can also successfully
identify 5 cell clusters, and the ARI score is 0.64. This reflects the superiority of
SUDPC clustering performance.

Fig. 4. The bar graph shows the display of ARI scores of five clustering methods on three
single-cell sets.
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4 Conclusion

In this paper, we propose a new unsupervised clustering framework to discover the
heterogeneity of single-cell data. Our method integrates important procedures including
filtering, normalization, feature selection, clustering, and visualization. It realizes
effective pre-processing of high-dimensional, high-noise single-cell data, reduces the
impact of sequencing technology and biological factors, and reduces the calculation
complexity of the method. The nonlinear dimensionality reduction method is used to
project the result into a low-dimensional space, which intuitively displays the identified
cell clusters. Through experiments on the single-cell data set, using ARI to compare the
experimental results with the most advanced single-cell clustering methods published,
we have shown good clustering performance of our method to identify cell types.
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Abstract. Brain storm optimizer (BSO), a new swarm intelligence paradigm
inspired from the human brainstorming process, have received a surge of
attentions. However, the original BSO easily suffers from the premature con-
vergence due to its ineffective solution generation operation. In this paper, a
two-stage learning strategy is proposed to accelerate the efficiency of the
solution generation operation in BSO, thereby enhancing the convergence speed
as well as the diversity of population. At the first stage, a learning automaton
strategy is conducted to select an appropriate learning exemplar to guide the
updating of each solution (i.e., idea). This strategy learns from the feedback
information from the environment to enhance the exploration and exploitation.
At the second stage, a comprehensive learning strategy is used to generate a set
of directional learning exemplars, using utilize useful search experiences during
the search. The experimental results on a set of CEC2017 benchmarks validate
the effectiveness of the proposed strategy. Then, the resultant algorithm called
ACLBSO is applied to resolving the quantitative association rule mining
problem. Simulation results show that ACLBSO is a satisfactory optimizer to
deal with the complex association rule mining problems.

Keywords: Brain storm optimization � Comprehensive learning � Swarm
intelligence � ACLBSO � Association rule mining

1 Introduction

Brain storm optimization (BSO) is a young yet promising Swarm intelligence paradigm
[1], which is based on the simulation of the brainstorming process of human beings
solving complex tasks [2]. In BSO, a population of ideas, i.e., solutions in the opti-
mization, are evolved via the convergent operation and divergent operation in a
cooperative manner. At the convergent stage, the population is divided into a number
of clusters. The best individual in each cluster is regarded as a cluster center. At the
divergent stage, a number of ideas termed as Sold ideas are generated by using cluster
information including one inter-cluster idea and two intra-cluster ideas, and then a
Gaussian-based random search is imposed on each Sold to generate a new idea Snew.
In a sense, the convergent operation provides cluster information, which is used to
guide the exploration and exploitation search in the divergent operation. Note that, the
clustering information can reveal the problem’s landscapes in an extent, since the
clusters can be viewed as a set of local-optima regions and the information of good
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ideas can be propagated from one cluster to another cluster [3]. However, such clus-
tering information has not been exploited thoroughly, making the algorithm suffer from
premature convergence. The reasons are as follows:

First, the construction of Sold (as shown in Eq. (2) in Sect. 2-A) is rather simple,
just depending on a linear summation of ideas from one or two clusters, which neglects
the effect of bad dimensions in the cluster information. Each parent idea used to
generate Sold has some good dimensions as well as some bad dimensions, and
unfortunately these bad dimensions may have a greater impact on Sold than the good
ones. This may cause the evolution stagnation or degeneration of individuals, which
makes BSO easily trapped into local optima. Second, the search equation of generating
a new idea Snew (as shown in Eq. (3) in Sect. 2-A) in BSO is a blind disturbance
operator, only offering random noise on each dimension of Sold, thus it lacks of an
directional guidance, being poor at exploitation.

Many studies [4–6] have demonstrated that learning automata (LA) and compre-
hensive learning (CL) are effective improvement strategies for SI algorithms to enhance
the search ability of exploration and exploitation, and have been adopted in some
algorithms, such as PSO [7–9], GA [10], DE [11], ABC [12].

In this paper, a two-stage learning strategy based on comprehensive learning and
learning automata is proposed to accelerate the efficiency of the solution generation
operation in BSO. In this way, the convergence speed and diversity of population can
be enhanced. At first, comprehensive learning is used to generate a set of directional
learning exemplars, by using utilize useful search experiences during the search. Then,
learning automation is performed to determine appropriate exemplar to guide the
updating of each solution. In this process, the feedback information from the envi-
ronment is learnt to enhance the exploration and exploitation. The main contributions
of the work include:

– A two-stage learning strategy is proposed to accelerate the efficiency of the solution
generation operation in BSO. In this way, the exploration and exploitation search
can be enhanced in a learning manner. The effectiveness and efficiency of the
proposed strategy are validated experimentally on a set of benchmarks.

– The resultant algorithm is applied to ARM problem. Simulation results on a set of
real-world ARM test instances show the effectiveness of the proposed approach.

The rest of this paper is organized as follows. Section 2 reviews the related work.
Section 3 describes the proposed strategy and the resultant algorithm in detail. Sec-
tion 4 gives the benchmark test. Section 5 presents the application of the proposed
algorithm on ARM problems. Section 6 outlines the conclusion.

2 Related Work

2.1 Brain Storm Optimization Algorithm

BSO was proposed by Shi [2] in 2011, inspired from the brainstorming process in
human beings solving complex task. In BSO, each idea represents a solution of
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problem, a population of ideas are first initialized randomly. Afterwards, the main
procedures are as follows:

1) Idea clustering. All ideas are clustered into a number of clusters using K-means. The
best idea in each cluster is selected as the cluster center.

2) Cluster center disruption. A cluster center Ck
j ¼ Ck

j1;C
k
j2; � � � ;Ck

jD

h i
is randomly

selected, and it is updated by a new idea Q = [q1,q2,…,qD] with a probability of Pr1,
as

Ck
jd ¼

qd ; ifrand\Pr1

Ck
jd ; elsewise

�
; d 2 1; 2; � � � ;Df g ð1Þ

3) Idea updating: Each parent idea Skold ¼ Sk1; S
k
2; � � � ; SkD

� �
is constructed based on one

or two clusters with a predetermined possibility.
a) Sold is generated based on one cluster. The preset possibility pch is computed by

pch ¼ f ckjð ÞPM

m¼1
F ckmð Þ ð2Þ

where F �ð Þ is the fitness function, ckj and ckm are the selected centers of the clusters j and
m, respectively.

Then, for an idea Wk ¼ Wk
1;W

k
2; � � � ;Wk

D

� �
, which is selected randomly from cluster

j, solution Skold ¼ Skold1; S
k
old2; � � � ; SkoldD

� �
is constructed by

Skold ¼
Ck
jd; ifrand\Pr2

Wk
d ; elsewise

�
; d 2 1; 2; � � � ;Df g ð3Þ

where Ck
jd is the dth dimension of the cluster center Ck

j , and Wk
d is the dth dimension of

Wk, and Pr2 is a preset probability, which is proportional to the size of cluster j.

b) Sold is generated based on two clusters. Two clusters j and h are selected ran-
domly from M clusters by the possibility pc defined in Eq. (1). Then, Skold ¼
Sk1; S

k
2; � � � ; SkD

� �
is generated using a linear summation approach, which is

Skold ¼
rdckjd þ 1� rdð Þckhd; if rand\Pr3

rdWk
d þ 1� rdð Þuk

d; elsewise

�
; d 2 1; 2; � � � ;Df g ð4Þ

Where Ck
j ¼ Ck

j1;C
k
j2; � � � ;Ck

jD

h i
and Ck

h ¼ Ck
j1;C

k
j2; � � � ;Ck

jD

h i
are two centers of the

clusters j and h, respectively, Ck
jd and Ck

hd are the dth dimensions of Ck
j and Ck

h,

respectively, Wk ¼ Wk
1;W

k
2; � � � ;Wk

D

� �
and /k ¼ /k

1;/
k
2; � � � ;/k

D

� �
are two different
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parent ideas selected randomly from the clusters i and h, respectively, Wk
jd and /k

hd are

the dth dimensions of Wk
j and /k

h, respectively, and rd is a random value uniformly
distributed in [0, 1].

4) Idea updating: Random disturbances are added on Sold to form a new idea Snew
(i.e.,Skþ 1

i ), as following:

Skþ 1
newd ¼ Skþ 1

oldd þ ngd l; rð Þ ð5Þ

where Skþ 1
newd is the dth dimension of a new idea Snew, Skold is the dth dimension of Sold , gd

is a Gaussian random function with a mean l and variance r, n kð Þ is a step size for gd .
Then, the newly generated ideas are compared with the old ideas and the better ones

survive into the next generation.

2.2 Learning Automata (LA)

Learning automaton (LA) is an adaptive decision-making machine, also as an effective
reinforcement learning method, aiming to select the current action based on past
experiences from the random environment. Figure 1 shows how the automaton inter-
acts with its corresponding environment and receives reward and penalty signals.
Detailed formulations of LA are provided in [13].

2.3 Comprehensive Learning Strategy

Algorithm 1 shows the main procedure of comprehensive learning (CL) [9]. In com-
prehensive leaning (CL), individuals are allowed to have chance to learn from the
search experience from the best individual in the population and the information of the
best dimension of other individuals. In this way, individuals are able to learn from the
useful experiences from best individual, itself and other ordinary individuals. In this
process, a learning probability Pc is used to determine the probability of learning from
the individual i self, which is:

Pci ¼ 0:05þ 0:45
exp 10 i�1ð Þ

pop�1ð Þ�1
exp 10ð Þ�1

ð6Þ

where pop is the size of population, and i is the index of current individual. A smaller
Pc value indicates a smaller probability of learning from the dimension of the indi-
vidual itself.

Fig. 1. The interaction between learning automata and environment
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3 The Proposed Algorithm

3.1 Dynamic Learning Probability Pc for Each Idea

In the original comprehensive learning process, as shown in Eq. (6), the probabilities
are fixed according to the idea’s index during the search. This may be inefficient to deal
with the dynamics of the population. Intuitively, Pci needs to be adaptive to the quality
of the idea, rather than the index of idea. Therefore, it is essential that Pci needs to be
set to be large for an idea with better fitness.

Algorithm1 Comprehensive learning 
Input:P(Refer set), popu(current population),k (current index of idea)
          D (the dimension of the idea)
Ouput: LE (learning example of current idea)
1.d=1;
2.While d≤D
3.     If rand()<Pci

4.              Randomly choose two ideas p1,p2 in P; 
5.         If fitness(p1)>fitness(p2)
                
6.          Else
                
7.          end if
8.      Else
9.          
10.    End if
11.      d=d+1
12.End while
13 if  LE==popuk

14.     Drand=rand()*D
15.     Prand=rand()*Size(popu)
16.    
17. end-if
18.Return LE

Algorithm 2 Fitness-based grouping
Input:m(the number of cluster), popu(current population)
1.Rank ideas according to fitness in descending order
2.for each idea i  in popu do
3.      g=(i-1)%m+1
4.     Add idea i to group g
5      calculate the value of the Pc
6.end for
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3.2 LA to Construct the Learning Example

In original BSO algorithm, the idea updating operator of Eq. (5) is a random search
operator, only generating a random disturbance on each dimension of Xold. the
Gaussian random function is used to perform a random local search around Xold.
However, the optimal search directions of dimensions of Xold are usually different from
each other. Due to the lack of necessary direction guidance, Eq. (5) is inefficient at
exploitation. To solve the above issue, we use the comprehensive learning to generate
ideas’ direction vector LE. Accordingly, the updating equation is designed as follow:

Xd
old ¼ Xd

old þ randdi LEd
fi dð Þ � Xd

old

� �
ð7Þ

where fi = [fi(1), fi(2), …, fi(D)] defines which ideas’ learning example the idea i
should follow. LEd

fi dð Þ is the corresponding dimension of any ideas in the population.

Therefore, the selection of refer set P (Algorithm 1) is particularly important. The
selection of different refer sets directly affects the process of algorithm exploitation and
exploration.

Figure 2 shows two situations. If the cluster center idea Cbest and the global best
idea Gbest are on opposite sides of the idea’s current position X (as shown in Fig. 2a),
the Cbest and Gbest may make idea X oscillate. However, if we just focus on the
Gbest’s information, the idea X will be dragged in a local optimum region, as in
Fig. 2a. When Cbest and Gbest are on the same side of the X’s current position
(Fig. 2b), the idea X may be led to a local optimum region. the idea X may be able to
move in the opposite direction towards the global optimum region by learning from a
neighbor idea X_N, as in Fig. 2b. In these situations, each idea (or individual) may
need a different learning exemplar to correct the direction of current evolution, which is
more flexible to search for multiple local optima. Therefore, we propose a learning-
based strategy for BSO. In this strategy, a learning automaton (LA) is mounted on each
individual, and a set of LAs optimizes the process of generation of ideas learning
examples. Especially the LA makes interactions with the environment and receives
their reinforcement signal from individuals.

3.3 Main Framework

By integrating the above strategies, Algorithm 3 presents the main framework of
ACLBSO. In ACLBSO. The population is clustered by using an objective-fitness-based
grouping. Meanwhile, Changing the learning probability Pci dynamically depends on
idea’s own fitness can help better ideas keep their own features and properties and help
the worse ideas have more chance to learn other idea with better fitness (Line 4) and then
distinguish ordinary ideas from cluster central ideas. (Line 5). At the first stage, a
learning automaton (LA) is mounted on each idea (Line 7), we use learning automata to
choose the way to exploration or exploration. At the second stage, we use the com-
prehensive learning method to construct learning exemplar (Lines 9–10), in order to
keep the better search ability and diversity of population. For exploitation, we use the
information of cluster centers to construct learning example, to improve convergence
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speed. For exploration, to avoid being prone to local optimum. we use original ideas’
dimension information to construct learning example to improve the diversity.

1: Randomly initialize population P0

2: While k < Max_FEs do
3: Evaluate all individuals in Pk

4: The clustering process and calculate Pci using Algorithm 2
5:nor_popu= P0(centers==0);
6:for each idea i_idea in P0 do
7:          Select an action of LAi

8:           Switch(action)
9:               Case 1:indi_direction= Algorithm 1 is activated (centers, P0,i)
10:              Case 2:indi_direction= Algorithm 1 is activated (nor_popu, P0,i)
11:          If rand()<Pone-cluster then
12:             Select a cluster 
13:             choose cluster center or normal individual to generate new

individual  named nIdea
         else

15:             Select two cluster 
16:             choose cluster center or normal individual to generate new 

individual named nIdea
17:         end if
18:         nIdea=nidea+rand()*(indi_direction-nidea) +ξ*N(0,1)
19:         if fitness(nidea)<fitness(i_idea)
20:             i_idea =nidea;
21:             update LA;
22:         end
23:End for
24:Update population
25: End While

Algorithm 3 Main procedures of ACLBSO

Fig. 2. The Example in a multimodal function
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4 Benchmark Test

4.1 Parameter Settings and Test Functions

To validate the performance of ACLBSO, we test it on a set of 15 benchmark functions
from CEC2017 test suits including unimodal function F1, multimodal functions F4, F5,
F6, F7, F8, F9, F10, hybrid functions F12, F14, F16, F18, and composition functions
F24, F27, F30. Parameters of the involved test functions follow the settings suggested
in [18]. All algorithms use the same population size n and the same number of cluster
m, where n is set to 100 and m is set to 5. All the algorithms run 30 times on each
benchmark function with dimensions 30. The maximum number of function evalua-
tions is set to 300,000. The ACLBSO is compared against several state-of-the-art
BSOs, including BSO [2], PPBSO [14], MBSO [15], SBSO [16] and BSOLS [17].
Their parameters follow the default settings in their original references [2, 14–17].

4.2 Parameter Settings and Test Functions

Table 1 reports the mean and SD results obtained by BSO, PPBSO, MBSO, SBSO,
BSOLS and ACLBSO on the test instances with 30 dimensions. From the table, it can
be clearly observed that ACLBSO obtains the best overall performance, especially on
the multimodal functions such as F4, F5, F6, F7, F8, F9, F10. ACLBSO obtains first
ranks on all the 30-D test instances. The superior performance of ACLBSO may be due
to the two-stage learning strategy, which reasonably uses the useful dimensional
information of other ideas to help the algorithm avoid falling into the local optimal. For
unimodal function F1, ACLBSO performs several orders of magnitude better than
compared algorithms. This is mainly because that the information of the cluster center
ideas is helpful to speed up the mining ability. On the hybrid and composite functions
F12, F14, F16, F18, whose variables are randomly divided into several subcomponents,
ACLBSO always ranked first or second. These observations show that the proposed
two-stage learning strategy indeed improves the performance of ACLBSO on complex
single objective optimization.

Table 1. Results of ACLBSO, origin BSO and other BSO variants algorithm with 30D

Function ACLBSO BSO PPBSO MBSO SBSO BSOLS

F1 Mean 9.02E+03 5.88E+07 1.41E+07 2.44E+07 2.77E+10 4.32E+08

Std 3.29E+03 5.88E+07 1.41E +07 2.34E+06 3.47E+09 2.29E +08
Rank 1 4 2 3 6 5

F4 Mean 4.89E+02 6.03E+02 4.98E+02 4.92E+02 1.51E+03 5.54E +02
Std 1.78E+00 5.31E+00 2.31E+01 7.81E+00 2.88E+02 5.44E+01
Rank 1 5 3 2 6 4

F5 Mean 5.69E+02 5.88E+07 1.41E+07 2.44E+07 2.77E+10 4.32E +08
Std 3.29E+03 5.88E+07 1.41E+07 2.34E +06 3.47E+09 2.29E+08

Rank 1 4 2 3 6 5

(continued)
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5 Real-Word Application: Association Rule Mining

5.1 Association Rule Mining

Association rules(AR) are used to represent and identify dependencies between items
in a dataset [22]. They are expressions of the type X ! Y, where X and Y are sets of
items, and X\Y = Ø. There are many previous studies of mining association rules that

Table 1. (continued)

Function ACLBSO BSO PPBSO MBSO SBSO BSOLS

F6 Mean 6.01E+02 6.55E+02 6.50E+02 6.34E +02 6.48E+02 6.50E+02
Std 1.13E−01 9.94E−01 5.52E+00 3.23E+00 4.91E−01 2.53E+00

Rank 1 6 5 2 3 4
F7 Mean 7.72E+02 1.32E+03 1.23E+03 1.01E+03 1.23E +03 1.20E+03

Std 6.72E+00 2.52E+01 2.05E +01 9.57E+00 4.13E+01 1.33E+02

Rank 1 6 4 2 5 3
F8 Mean 8.80E+02 9.78E+02 1.02E+03 9.40E +02 9.61E+02 9.95E+02

Std 1.49E+01 9.45E+00 3.23E +01 8.31E−01 5.47E+00 1.44E+01
Rank 1 4 6 2 3 5

F9 Mean 9.01E+02 3.93E+03 4.31E+03 6.70E +03 4.11E+03 4.86E+03

Std 7.82E−01 5.19E+02 1.48E +02 5.25E+02 3.37E+02 7.90E+02
Rank 1 2 4 6 3 5

F10 Mean 2.99E+03 6.03E+03 5.62E+03 4.86E+03 4.26E+03 6.26E+03
Std 1.00E+02 5.40E+02 6.29E+02 2.22E+02 6.04E +01 7.61E +01
Rank 1 5 4 3 2 6

F12 Mean 5.08E+07 4.65E+07 6.99E+07 1.48E+08 1.75E+09 7.06E+07
Std 1.45E+07 1.79E+07 2.87E+07 6.25E +07 1.49E+09 2.72E+07

Rank 2 1 3 5 6 4
F14 Mean 3.52E+04 3.79E+04 1.87E +03 2.12E+05 8.57E +04 5.24E+04

Std 1.05E +03 2.10E+04 6.24E+01 2.59E+04 3.21E+04 4.82E+04

Rank 2 3 1 6 5 4
F16 Mean 2.40E+03 2.63E +03 3.19E+03 3.70E+03 2.84E+03 3.30E+03

Std 6.71E+00 1.21E+02 1.31E +02 1.49E+02 2.79E+02 5.24E+01

Rank 1 2 4 6 3 5
F18 Mean 3.64E+05 1.60E+06 4.57E+05 3.53E+06 1.17E+06 7.20E +05

Std 8.18E+04 5.55E+05 2.38E+04 1.73E+06 8.00E+05 3.68E+05
Rank 1 5 2 6 4 3

F23 Mean 2.99E+03 4.41E+03 3.45E+03 3.03E+03 4.40E+03 4.76E +03

Std 5.68E+01 1.13E+01 2.05E+01 8.20E+01 4.59E +02 3.94E +02
Rank 1 5 3 2 4 6

F27 Mean 3.59E+03 5.04E+03 3.20E +03 3.21E +03 5.16E+03 5.26E+03
Std 5.17E+01 5.43E+02 1.54E−05 7.83E+00 2.60E+00 2.94E +02
Rank 3 4 1 2 5 6

F30 Mean 1.52E+06 1.42E+06 1.02E+04 6.90E+06 3.69E+06 9.77E+05
Std 7.05E+05 2.81E+05 3.13E+03 1.27E+06 1.63E+06 5.96E+05

Rank 4 3 1 6 5 2
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mainly focus on datasets with binary or discrete values [19–21]. However, there are
usually quantitative data in real-world applications, and accordingly the quantitative
association rules (QAR) have become a challenging task to be tackled [24].

5.2 Association Rule Mining

There are four objective functions which should be optimized in model of QAR [23],
namely support(fsup) [22], confidence(fconf) [22], CF(fcf) [25], and Combined Mea-
sure(fm).

Combined Measure (fm)
In this paper, the overall optimal solution for QAR is represented by a linear combi-
nation of the four objective functions:

fm ¼ P3
i¼1

wifi
fimax

;w1 þw2 þw3 ¼ 1;wi [ 0 ð8Þ

where fi is the objective function for the ith requirement normalized to its maximum
value fimax. The normalization is necessary because these four objectives represent
non-homogeneous quantities and are very different in values.

The real-world dataset used here is the called Stock Prince dataset, which is
available in the repository KEEL-dataset [26]. This dataset consists of 10 real attributes
and 950 examples. In this experiment, the comprehensive learning PSO algorithm, i.e.,
CLPSO, and two basic SI algorithms, i.e., BSO and PSO, are adopted for ARM
optimization to compare with the proposed ACLBSO algorithm.

5.3 Result

All involved algorithms are first tested on the three objective functions (fsup, fconf, and
fcf), respectively. Then, the test of the combined objective function fm is implemented.
The weighted coefficients used in this instance are set as w1 = 0.4, w2 = 0.3, and
w3 = 0.3, which can be regulated according to the demand of different users. The
results consisting of the best, worst, mean and standard deviation of the optimal
solutions over 20 sample runs are listed in Table 2. The average measure values (i.e.,
fsup, fconf, fcf and fm) of the top 10 association rules generated by each algorithm are
shown in Table 3. it is apparent that ACLBSO presents an obvious improvement over
its counterparts CLPSO, BSO and PSO for support (fsup) and confidence (fconf) and
combined measure (fm). It can be seen that the comprehensive learning strategy can
improve the accuracy of confidence. Both ACLBSO and CLPSO that use compre-
hensive learning can obtain the most optimal result (0) on CF, which prevents mis-
leading rules that are not detected by confidence.
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6 Conclusion

This paper proposes a two-stage learning strategy for BSO to enhance its effectiveness
and efficiency and then develops an enhanced BSO variant called ACLBSO. This two-
stage learning strategy is based on the principle of reinforcement learning, aiming to
learn from the feedback information from the environment to enhance the exploration
and exploitation. At the first stage, the learning automaton is utilized to choose the way
to exploration or exploration for guide the updating of each solution. At the second
stage, a comprehensive learning strategy is used to generate a set of directional learning
exemplars.

Experiments have been conducted on a set of the CEC2017 benchmark functions
where ACLBSO is compared with several art-of-the-state BSO algorithms. Experi-
mental results demonstrate that the ACLBSO is a powerful optimizer, doing better than
other BSO algorithms in terms of the accuracy and convergence on multimodal and
unimodal test problems, and it also obtains satisfactory results on more complex hybrid
and composition functions.

Experiments have been conducted on a real-world application of association rule
mining, and comparison results have shown that ACLBSO indeed obtains significant
improvements over BSO and its variants. the proposed approach using ACLBSO
exhibits a significant potential to deal with the QAR problems, in terms of solution
accuracy and computation efficiency. In the future, BSO algorithms should be added to
try association rules and other application problems.

Acknowledgment. This work was supported in part by National Natural Science Foundation of
China under Grant No. 61773103 and Huawei HIRP project under No. HO2019085002.

Table 2. The measure values obtained by each algorithm on the dataset

Obj fm fsup fconf Fcf

Max Min Mean Std Max Min Mean Std Max Min Mean Std Max Min Mean Std

PSO 1.947 1.646 1.765 0.159 0.335 0.001 0.136 0.176 1.11 0.981 0.993 0.010 1 0.967 0.989 0.018

CLPSO 1.988 1.730 1.848 0.130 0.689 0.601 0.507 0.159 1 1 1 0 0 0 0 0

BSO 1.855 1.038 1.511 0.423 0.597 0.015 0.332 0.294 1 0.535 0.845 0.268 0.488 0 0.162 0.282

ACLBSO 1.986 1.858 1.920 0.063 0.728 0.388 0.662 0.063 1 1 1 0 0 0 0 0

Table 3. The average measure values of the top 10 association rules generated by each
algorithm on the dataset

Obj fm fsup fconf Fcf

Max Min Mean Std Max Min Mean Std Max Min Mean Std Max Min Mean Std

PSO 1.535 0.465 1.198 0.709 0.315 0.010 0.122 0.167 0.925 0.195 0.590 0.368 0.089 −0.50 0.305 0.723

CLPSO 1.428 1.262 1.341 0.083 0.270 0.297 0.246 0.037 0.9 0.805 0.838 0.053 0 −0.05 −0.01 0.034

BSO 1.618 0.485 1.116 0.577 0.360 0.033 0.193 0.163 1 0.170 0.658 0.434 0 −0.37 −0.15 0.194

ACLBSO 1.882 1.381 1.474 0.081 0.379 0.177 0.340 0.041 0.903 0.826 0.871 0.039 0.033 0 0.011 0.019
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Abstract. Bacterial foraging optimization (BFO), inspired from the foraging
process of bacterium called E.coli, has been applied successfully to a variety of
real world optimization problems. However, BFO easily encounters the issue of
poor convergence when dealing with complex landscapes of optimization
problems due to its inherent fixed chemotactic strategy. Aiming at the above
issue, an adaptive bacterial foraging optimizer is presented in this paper, which
is able to obtain a good balance between exploration and exploitation during the
search. In this approach, the chemotactic step-length is adjusted dynamically,
that is a larger chemotactic step is for global search and a smaller chemotactic
step is conducive to local search. Moreover, the outstanding swarming pattern is
incorporated to perform information sharing in population during the evolution,
aiming to maintain diversity and convergence. Simulation results on a set of
benchmark functions validate the effectiveness of the proposed algorithm.

Keywords: Bacteria foraging optimization � Adaptive chemotactic step �
Swarm intelligence

1 Introduction

As an important computation paradigm in artificial intelligence, swarm intelligence
algorithms, which are usually based on bio-inspired computation paradigms, have
received a surge of attentions recently. The promising examples include Genetic
Algorithm (GA) [1], Artificial Bee Colony (ABC) [2, 3], Particle Swarm Optimization
(PSO) [4], Brain Storm Optimization (BSO) [5], Ant Colony Optimization [6], etc.
Such biologically inspired algorithms are frequently used to optimize many-objective
problems [7]. Among them, bacterial foraging optimization (BFO) algorithm [8] was
firstly proposed by Passino in 2002 [9], based on the principle of foraging behaviors of
E.coli bacteria. The bacterial swarm is essentially a complex adaptive system, where
the foraging behaviors show the features of self-organization and self-adaptation. These
interesting patterns inspire to develop an optimization paradigm based on bacterial
foraging behaviors. Up to now, many improved BFO algorithms have been proposed
such as citations [10–14]. BFO algorithm has been applied to many real-world prob-
lems, such as harmonic signal estimation [15], PID controller design [16], optimal
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power flow [17] and optimal power system stabilizers design [18], load forecasting
[19], stock market prediction [20], optimum economic dispatch [21].

BFO algorithm solves single-objective the problem, which is different from multi-
objective algorithm [22]. When dealing with complex optimization problems, however,
BFO suffers from low convergence speed and being trapped into local optima easily.
According, this paradigm can’t obtain convincing results in a certain range of opti-
mization problems, due to a chemotactic step-length is always set as a constant no
matter which phase the optimization is. For this weakness, a modified adaptive bac-
terial foraging optimization (MABFO) algorithm is devised by incorporating a modi-
fied adaptive chemotactic strategy including adaptive step-length and adaptive
tumbling in this paper.

The remainder of this paper is organized as follows: Sect. 2 provides a brief
introduction to BFO. Section 3 introduces the proposed MABFO. The simulation
results of evaluating MABFO on nine benchmark functions and discussions are shown
in Sect. 4. The conclusion is drawn in Sect. 5.

2 Bacterial Foraging Optimization

In principle, bacteria tend to gather towards the nutrient-rich areas in the living envi-
ronment. In such dynamical environment, the most adapted bacteria survive into the
next generation and have a change to reproduce via natural selection, passing on their
genetic traits to their offspring. At the same time, those that can’t survive are elimi-
nated. Some bacteria may migrate to other places, leading to extinction and migration
operations in real bacterial population. In the search process, bacteria in population
share information via cell-to-cell communication. This foraging activity can inspire the
researchers to use it as optimization process.

The classical BFO algorithm comprises four processes, namely, chemotaxis,
swarming, reproduction and elimination-dispersal. The following is brief description of
these four processes.

2.1 Chemotaxis

This process simulates swimming behavior and tumbling behavior behavior of E.coli
bacteria via flagella. The movement ways of bacteria include two types: swimming and
tumbling. Biologically, bacteria can move in the above two ways alternatively, that is,
swimming in the same direction or possibly tumbling for a period of time. Suppose
hiðj; k; lÞ represents the position of ith bacterial after the jth chemotaxis operation, kth
reproduction operation and lth extinction and migration operation. C ið Þ represents the
swimming step-length of the ith individual in random selected direction, \/ðjÞ rep-
resents a vector of random direction. The mathematical expression of bacterial
chemotaxis phase is defined as follows:

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞþCðiÞ\/ðjÞ ð1Þ
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2.2 Swarming

In this process, a cell-to-cell communication is simulated by releasing different signals.
As all bacterium are on the move, they release signals to attract other bacteria swim-
ming toward it. At the same time, each bacterium releases a rejection signal to warn
other bacteria maintaining a safe distance in face of harmful substances. Bacterial
foraging optimization algorithm simulates the social behavior of information sharing
and cooperation among bacteria. In the search process, bacteria should not only
remember their own information, but also consider the information of their companions
to transmit to each other. The numerical sequence expression of the influence value of
swarming can be formulated as follows:

Jccðh;Pðj; k; lÞÞ ¼
Xs

i¼1

Jiccðh; hiðj; k; lÞÞ

¼
Xs

i¼1

½hrepelent expð�wrepelent

Xp

m¼1

ðhm � himÞ2Þ�

þ
Xs

i¼1

½�dattract expð�wattract

Xp

m¼1

ðhm � himÞ2Þ�

ð2Þ

where s is the total number of bacteria. p is the number of optimized parameters for
each bacterium, that is, the position of individuals in the popultion. dattract, wattract,
hrepelent, wrepelent are different coefficients.

2.3 Reproduction

The evolution and development of bacteria follow principle of ‘The survival of the
fittest in natural selection’. After the chemotaxis process, some selections are obviously
failed, and the individuals with weak foraging ability are eliminated. The individuals
with strong foraging ability maintain stability of population quantity and improve
quality of population through reproduction.

Health status of each bacterium is represented by sum of adaptive values of each
chemotactic step-length in its life cycle:

Jihealth ¼
XNc
j¼1

Jði; j; k; lÞ ð3Þ

In order to avoid the disappearance of good feasible solutions in the search process, this
strategy eliminates the inferior ones and retain the excellent ones. All bacteria are
ordered according to the fitness function. Half of these bacteria with poor fitness will be
eliminated, and the remaining bacteria will replicate, so as to keep the number of
bacterial population unchanged.
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2.4 Elimination-Dispersal

E.coli bacterium may trap into local optimum. In order to improve the global search
ability, the bacteria will die or migrate after Nre reproduction operation. With the
probability of Ped , bacteria are dispersed to any location within the optimized region.
This elimination-dispersal operation can reduce the possibility of bacteria falling into
local optimal solution. The number of elimination-dispersal operation is denoted as
Ned .

3 Modified Adaptive Bacterial Foraging Optimization

During the search process of BFO, the search region size of population at different
phases is shown in Fig. 1 and Fig. 2. Figure 1 shows distribution of population at the
initial phase, and Fig. 2 demonstrates distribution of population at the later period. As
the algorithm runs, the search region becomes smaller. If a chemotactic step-length is
too small, the convergence speed will be slow. On the contrary, it may occur oscillation
phenomenon, as shown in Fig. 3, causing the bacteria to trap into local optimum easily.
Therefore, it is difficult to balance exploration and exploitation with a fixed chemotactic
step-length, which affects both the accuracy and speed of algorithm search. To sum-
marize, a proper chemotactic step-length is critical to the performance of BFO.

The size of chemotactic step-length is dynamically adjusted in the reproduction
process, which ensures the bacteria moving towards the global optimum quickly at the
beginning of whole search process, and converging to the global optimum accurately in
the end. In this way, it could balance exploration and exploitation of BFO.

Based on the above-mentioned analysis about changing chemotactic step-length,
we proposed an adaptive step-length based on dynamic search region in which at each

Fig. 1. Population distribution-1 Fig. 2. Population distribution-2
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reproduction and elimination-dispersal process of algorithm. The novel adaptive
chemotactic step-length formula is shown as follows:

Ciðk; lÞ ¼ k � R
Ti

Tmax
f

Rf ¼ Rðk;lÞ
Rð1;1Þ

Rðk; lÞ ¼ 1
n �

Pn
i¼1

jxi � xbestj

8>>>><
>>>>:

ð4Þ

where k is a constant controlling the step-leng that the beginning of whole search
process. xi is position of the ith bacterium xbest is the best position in current population.
Ti is total number of motion steps of ith bacterium in current reproduction phase. Tmax

is the ideally maximal number of motion steps in a reproduction phase. If Ti is larger,
the area ith bacterium searches is more likely to get the optimal value. Thus, a large
value Ci is needed to increase ability of exploitation. On the contrary, the value of Ci

for ith bacterium is less than other bacteria. This strategy is inspired by non-uniform
mutation [23]. This means that step-length of each bacterium in population may be
different at the same time, which greatly increases the local search ability of population.

Moreover, MABFO also introduced a mechanism that new position of each bac-
terium is calculated according to Eq. (5), which makes all bacteria moving towards the
global optimum as far as possible at the beginning of the iteration and maintaining
sufficient diversity. In this way, it can obtain expected convergence and diversity in the
whole search process.

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞþCðiÞ\/ði; jÞ
\/ði; jÞ ¼ ð1� Rf Þ � \/rand þRf � Di

Di ¼ xbest � xi

8<
: ð5Þ

where \/ði; jÞ is direction of movement (swimming or tumbling) of ith bacterium in
the jth chemotaxis. \/rand is a random direction.

The pseudocode of MABFO is given in Table 1. pop represents the number of
bacteria. Ns represents the maximum number of swimming, Nc represents the maxi-
mum number of chemotaxis, Nre represents the maximum number of reproduction, Ned

represents the maximum number of elimination and dispersal, Ped represents the

A 0 B

C(k,l)>|AB|

X

F(X)

Fig. 3. Oscillation phenomenon of solution
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maximum number of elimination-dispersal. The main process include: first, the ini-
tialization procedure generates pop initial solutions. It performs chemotactic process
after initialization. Then it executes reproduction process. Finally, it carries out
elimination-dispersal process. The computational complexity of MABFO isn’t signif-
icantly different compared with classic BFO, because the size of chemotactic step-
length is only dynamically adjusted in the reproduction process.

4 Simulation Studies and Discussions

4.1 The Benchmark Function

To evaluate the performance of MABFO, nine benchmark functions selected from
citation [24] as follows (Table 2):

Table 1. Pseudocode of MABFO.
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The test suite includes nine benchmark functions in this paper, encompassing uni-
modal, simple multi-modal, hybrid and composition problems. Function F1 is uni-
modal function. Functions F2–F3, which are more complex optimization problems, are
simple multi-modal functions. Functions F4–F6 are hybrid functions, and functions
F7–F9 are composition functions. Both hybrid function and composition functions
consist of a variety of basic functions, where the number of local minimum increases
exponentially with the problem dimension. So they are considered to be the most
difficult class of optimization problems. More detailed function definition is given in
citation [24].

4.2 Parameter Settings

The performance of the proposed MABFO is evaluated on the benchmark functions in
comparison with PPBSO [25], ABFO [13] and BFO [8]. Here, the total number of
iterations for each algorithm is set as 2000. Additionally, as for other specific
parameters of each algorithm, as shown in Table 3:

It can be known from the description in Sect. 3, k is important for the performance
for the proposed algorithm. We should choose an appropriate value of k to further
improve the performance of the algorithm. Table 4 shows the stimulation results of
nine functions with different values of k. There are the largest number of functions that
can get the most accurate value when coefficient (k) is set as 1.0.

Table 2. Test function formula.

Functions Formula

Shifted and Rotated Zakharov Function F1ðxÞ ¼ f3ðMðx� o3ÞÞþ 300
Shifted and Rotated Expanded Scaffer’s
Function

F2ðxÞ ¼ f20ðMð0:5ðx�o6Þ
100 ÞÞþ 600

Shifted and Rotated Lunacek Bi_Rastrig-
in Function

F3ðxÞ ¼ f7ðMð600ðx�o7Þ
100 ÞÞþ 700

Hybrid Function 1 (N = 3) F4ðxÞ ¼ f3ðM1z1Þþ f4ðM2z2Þþ f5ðM3z3Þþ 1100
Hybrid Function 5 (N = 4) F5ðxÞ ¼ f1ðM1z1Þþ f18ðM2z2Þþ f5ðM3z3Þ

þ f4ðM3z3Þþ 1500

Hybrid Function 6 (N = 5) F6ðxÞ ¼ f16ðM1z1Þþ f13ðM2z2Þþ f19ðM3z3Þ
þ f10ðM2z2Þþ f5ðM3z3Þþ 1700

Composition Function 3 (N = 4)
F7ðxÞ ¼

PN
i¼1

fxi � ½kigiðxÞþ biasi�gþ 2300

Composition Function 6 (N = 5)
F8ðxÞ ¼

PN
i¼1

fxi � ½kigiðxÞþ biasi�gþ 2600

Composition Function 10 (N = 3)
F9ðxÞ ¼

PN
i¼1

fxi � ½kigiðxÞþ biasi�gþ 2900
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4.3 Simulation Results

The merits and characteristics of MABFO are discussed in comparison with PPBSO,
ABFO and BFO as follows. Table 5 demonstrates simulation results obtained by
MABFO, PPBSO, ABFO and BFO applied on the nine benchmark functions respec-
tively. The simulation results for these benchmark functions are shown in Fig. 1, 2, 3
and 4 which describe the convergence process of MABFO, PPBSO, ABFO and BFO
respectively.

Precision of Optimization: The proposed MABFO algorithm is evaluated on the 10-
dimension and 30-dimension benchmark functions in comparison with PPBSO, ABFO
and BFO respectively. Each algorithm runs 20 times to give a mean value of the best
solutions and a standard deviation.

Table 3. Parameter settings.

Algorithm Parameter

MABFO k ¼ 1:0; C min ¼ 0:01; Ns ¼ 4; Nc ¼ 250; Nre ¼ 4; Ned ¼ 2; Ped ¼ 0:25
PPBSO m ¼ 30;Ncmax ¼ 200;K ¼ 3; p5a ¼ 0:2; p6b ¼ 0:8; p6b3 ¼ 0:4; p6c ¼ 0:5;

wpredator ¼ 0:05; pprey ¼ 0:1

ABFO C min ¼ 0:01; C max ¼ 0:1; a ¼ 4; n ¼ 4; Ns ¼ 4; Nc ¼ 250;

Nre ¼ 4; Ned ¼ 2; Ped ¼ 0:25

BFO Ns ¼ 4; Nc ¼ 250; Nre ¼ 4; Ned ¼ 2; Ped ¼ 0:25

Table 4. Results with different values of coefficient k on test functions

Functions k ¼ 0:5 k ¼ 0:6 k ¼ 0:7 k ¼ 0:8 k ¼ 0:9 k ¼ 1:0

F1 10D 3.02e + 02 3.02e + 02 3.03e + 02 3.05e + 02 3.04e + 02 3.06e + 02

30D 3.62e + 04 3.36e + 04 2.93e + 04 2.38e + 04 2.23e + 04 1.79e + 04
F2 10D 6.14e + 02 6.13e + 02 6.11e + 02 6.10e + 02 6.08e + 02 6.07e + 02

30D 6.49e + 02 6.48e + 02 6.49e + 02 6.46e + 02 6.48e + 02 6.45e + 02
F3 10D 7.34e + 02 7.29e + 02 7.28e + 02 7.30e + 02 7.28e + 02 7.30e + 02

30D 1.16e + 03 1.11e + 03 1.06e + 03 1.06e + 03 1.04e + 03 1.03e + 03

F4 10D 1.11e + 03 1.12e + 03 1.11e + 03 1.11e + 03 1.11e + 03 1.11e + 03
30D 1.39e + 03 1.36e + 03 1.34e + 03 1.37e + 03 1.34e + 03 1.35e + 03

F5 10D 1.53e + 03 1.53e + 03 1.53e + 03 1.54e + 03 1.53e + 03 1.54e + 03

30D 1.94e + 04 2.02e + 04 2.59e + 04 1.83e + 04 2.56e + 04 2.86e + 04

F6 10D 1.75e + 03 1.74e + 03 1.74e + 03 1.74e + 03 1.74e + 03 1.75e + 03

30D 2.19e + 03 2.16e + 03 2.17e + 03 2.10e + 03 2.13e + 03 2.10e + 03
F7 10D 2.79e + 03 2.77e + 03 2.78e + 03 2.68e + 03 2.69e + 03 2.74e + 03

30D 4.57e + 03 4.41e + 03 4.42e + 03 4.39e + 03 4.25e + 03 4.32e + 03

F8 10D 2.97e + 03 2.86e + 03 2.89e + 03 2.86e + 03 2.95e + 03 2.85e + 03
30D 2.88e + 03 3.17e + 03 2.90e + 03 2.90e + 03 2.91e + 03 2.92e + 03

F9 10D 3.18e + 03 3.17e + 03 3.17e + 03 3.17e + 03 3.17e + 03 3.16e + 03
30D 3.88e + 03 3.83e + 03 3.91e + 03 3.72e + 03 3.72e + 03 3.75e + 03
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From Table 5, it can be seen clearly that the average convergence value of the
proposed MABFO algorithm ranks first for 13 times in total among the nine functions,
and has small deviation at the same time. This demonstrates that the search accuracy of
MABFO algorithm is better than the other three algorithms. This is because that the

Table 5. The performance comparison of MABFO, PPBSO, ABFO and BFO.

Functions MABFO PPBSO ABFO BFO

F1 10D Mean
SD

3.0584e + 02
2.6261e + 00

3.0000e + 02
4.5829e − 14

1.3749e + 03
4.0948e + 02

8.1190e + 03
3.7756e + 03

30D Mean
SD

1.7774e + 04
5.9123e + 03

8.8504e + 03
9.3753e + 03

1.2257e + 05
1.5786e + 04

1.4437e + 05
1.9211e + 04

F2 10D Mean
SD

6.0759e + 02
4.0422e + 00

6.2205e + 02
9.5718e + 00

6.2526e + 02
6.2246e + 00

6.4604e + 02
5.9501e + 00

30D Mean
SD

6.4593e + 02
7.7749e + 00

6.5011e + 02
7.7364e + 00

6.7454e + 02
5.4036e + 00

6.6973e + 02
4.4806e + 00

F3 10D Mean
SD

7.2814e + 02
5.1883e + 00

7.8390e + 02
2.9834e + 01

7.6519e + 02
1.1577e + 01

1.0776e + 03
9.2470e + 01

30D Mean
SD

1.0340e + 03
4.8066e + 01

1.3067e + 03
1.1808e + 02

1.7438e + 03
1.2740e + 02

3.1204e + 03
2.7588e + 02

F4 10D Mean
SD

1.1105e + 03
5.1915e + 00

1.1245e + 03
1.4632e + 01

1.1108e + 03
3.9058e + 00

1.1512e + 03
2.9547e + 01

30D Mean
SD

1.3347e + 03
4.7908e + 01

1.3363e + 03
8.1675e + 01

1.5922e + 03
6.6374e + 01

1.8618e + 04
7.6777e + 03

F5 10D Mean
SD

1.5373e + 03
1.8705e + 01

1.8244e + 03
4.2506e + 02

1.6795e + 03
7.3928e + 01

1.8381e + 03
1.4335e + 02

30D Mean
SD

2.8687e + 04
1.8467e + 04

1.2391e + 04
8.9803e + 03

6.3020e + 04
2.1868e + 04

1.0596e + 08
1.1227e + 08

F6 10D Mean
SD

1.7471e + 03
1.3037e + 01

1.7490e + 03
1.2734e + 01

1.7506e + 03
1.7534e + 01

1.8156e + 03
8.1156e + 01

30D Mean
SD

2.0732e + 03
1.6597e + 02

2.5271e + 03
3.3938e + 02

2.2469e + 03
1.4962e + 02

2.9394e + 03
3.1378e + 02

F7 10D Mean
SD

2.7222e + 03
1.0978e + 02

2.7292e + 03
5.0220e + 01

2.7269e + 03
3.8044e + 01

2.9380e + 03
6.8809e + 01

30D Mean
SD

4.2918e + 03
3.2712e + 02

3.5391e + 03
2.0798e + 02

3.9840e + 03
2.3874e + 02

4.5136e + 03
2.3819e + 02

F8 10D Mean
SD

2.8836e + 03
1.7279e + 02

2.9564e + 03
3.4298e + 02

2.8490e + 03
5.6717e + 01

3.2559e + 03
4.9001e + 02

30D Mean
SD

2.9342e + 03
1.1595e + 01

3.3389e + 03
1.6167e + 03

3.3761e + 03
2.7501e + 02

1.2707e + 04
1.3268e + 03

F9 10D Mean
SD

3.1692e + 03
1.8905e + 01

3.2022e + 03
8.2237e + 01

3.1800e + 03
2.2377e + 01

3.3064e + 03
9.0455e + 01

30D Mean
SD

3.7376e + 03
2.0469e + 02

4.0253e + 03
3.0944e + 02

4.0250e + 03
1.9343e + 02

4.9156e + 03
2.9212e + 02
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modified adaptive chemotactic step strategy of MABFO can help escape from local
optimum and improve its capability of searching global optimum.

Speed of Convergence: From the results presented in Fig. 4, 5, 6 and 7, comparing
MABFO and classic BFO, the adaptive chemotactic step-length mechanism of MABFO
can balance exploration and exploitation on the whole phase. Because MABFO can use
big chemotactic step-length for fast searching feasible solution region in exploration
phase, and for local search with small chemotactic step-length in exploitation phase
quickly. On the contrary, the constant chemotactic step-length of classic BFO unable to
maintain high-speed search ability in different environments.

From Fig. 4, 5, 6 and 7, we can find that the convergence speed of MABFO is
better than PPBSO, ABFO and BFO. The convergence speed of MABFO and PPBSO
at the same level roughly in the initial search phase. Because MABFO not only adds
mechanism of adaptive chemotactic step-length, but also introduces the adaptive
tumbling mode that makes full use of the information of the global best individual.

Fig. 4. Convergence curve of F2 10-D Fig. 5. Convergence curve of F9 10-D

Fig. 6. Convergence curve of F3 30-D Fig. 7. Convergence curve of F6 30-D
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A larger chemotactic step-length and more suitable movement direction can obtain a
relatively better convergence speed in the initial search phase. Moreover, MABFO also
has faster convergence speed than other three algorithms in the middle and late stage of
whole search process, because it has a desired chemotactic step-length and direction in
the whole dynamic search region.

5 Conclusions

In this paper, a modified adaptive chemotaxis strategy in dynamic search region is
proposed to improve the BFO algorithm. Nine benchmark functions were then used to
test effectiveness of the proposed improvement. Compared with PPBSO, ABFO and
BFO, the proposed MABFO algorithm has fast search performance according to its
adaptive character in whole search phase. In a large number of scientific research and
engineering application practice, people found that biologically inspired algorithm has
some problems, mainly premature convergence, and easy to fall into the local optimal.
Evaluation results obtained on benchmark functions have proved the effectiveness of
the proposed MABFO algorithm in solving problems of premature convergence and
easy to fall into the local optimal. But the performance on the 30-dimension is worse
than that on the 10-dimension. This encourages us to study further to solve higher
dimensions optimization problems.
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Abstract. Because of their ability to explore large and complex search spaces,
evolutionary algorithms have been widely used to solve feature selection
problems. Many of them, e.g. genetic algorithms, provide a natural way to
represent feature subsets, however, when the number of features is high, these
representations may make the evolutionary process inefficient. In a previous
paper, we presented a novel variable-length representation scheme for encoding
subsets of features efficiently as well as a crossover operator to cope with the
variable length representation. In this paper, we present two novel mutation
operators that can generate offspring that may have a length different from that
of the parent. We aim to simplify the approach presented previously, by using a
single operator. We have tested the proposed approach on six datasets and the
results compared with those achieved by a standard GA and two state-of-art
algorithms. The results of comparisons demonstrated the effectiveness of the
proposed approach when thousand of features are involved.

Keywords: Feature selection � Evolutionary algorithms � Variable length
representation

1 Introduction

In machine learning, in many cases, available data are represented by a large number of
features, with some, or even most of them, be redundant or irrelevant. In the first case, in
the set of available features, one or more groups are made of features that are correlated
each other and then, for each group, most of them can be discarded without affecting the
quantity of information about the target class contained in that group. Regarding the
irrelevant features, they can be safely removed because they contain few, or even none,
information about the target class. Moreover, this kind of features may be harmful since
they may cause a deterioration of the classification performance [1–3]. This problem can
be tackled by adopting feature selection techniques, that use a search procedure to find
the best feature subset, according to the criteria implemented by means of an evaluation
function. These criteria typically take into account the subset size (to minimize) and the
discriminative power (to maximize). Evaluation functions can be divided into two broad
classes wrapper and filter [4]. Functions belonging to the first class evaluate the
goodness of a given subset in terms of classification performance, whereas those
belonging to the second class use statistical measures, e.g. correlation or entropy, that
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make them independent of any classification algorithm. Moreover, wrapper functions
typically need greater computational resources than those required by filter ones.
Regarding the search strategies, the optimal subset can be found by exhaustively
evaluating all the possible solutions. However, in most cases this strategy is impracti-
cable because the number of solutions to evaluate grows exponentially with the total
number of features. As a consequence, many heuristic approaches have proposed [4].
However, most of these methods suffer from stagnation in local optima, because of their
greedy nature, or high computational costs.

In this framework, Evolutionary computation (EC) techniques have been widely
used because of their global search ability. Among the EC based approaches, Genetic
Algorithms (GAs) have been widely used since they provide a straightforward repre-
sentation for feature subsets: the value 1 or 0 of the chromosome i-th element indicates
whether the i-th feature is included or not [5–7]. However, the chromosome length is
equal to the number of available features. As consequence, when this number grows,
the GA evolution becomes inefficient. To cope with this problem, have been proposed
several enhancements. In [8], for example, the authors proposed a binary vector to
represent a predefined small number of selected features. This representation reduced
the dimensionality of the GA search space, which resulted in better performance than
the traditional representation on high-dimensional datasets. Jeong et al. [9], instead,
proposed a new representation to further reduce the dimensionality, where the length of
the chromosome was equal to the number of desired features. The values in chromo-
somes indicated the indices of the included features. When the index of a feature(s)
appeared multiple times, a partial SFFS operator was applied to choose alternative
features to avoid duplication. The main limitation of the just mentioned approaches is
that the number of features needs to be predefined, which might not be the optimal size.
To address this limitation, two approaches have been proposed. Yahya et al. [10]
proposed a variable length representation, whereby each chromosome contains the
selected features and different chromosomes may have different lengths. New genetic
operators were accordingly developed to cope with the variable length representation.
However, the performance of the proposed algorithm was only tested on a single
problem, for cues phrase selection and neither compared with other GAs-based
methods. Finally, Chen et al. [11] proposed a binary representation made of two parts;
the first part encode the number of features to be selected, whereas the second one
contains the features selected. However, in this case, the authors do not explain how to
set the chromosome length and if it depends on the total number of features.

In a previous paper [12], we presented a novel variable-length representation
scheme for encoding subsets of features. According to such scheme, a feature subset is
represented by an ordered list of integers, where the value contained in the i-th element
of the list represents the index of the i-th feature of the subset and the length of the list
coincide with the cardinality of the subset. Regarding the genetic operators, we defined
a crossover and a mutation operator. The first implements parent chromosomes
recombination and can produce offspring with a length different from that of the
parents, whereas the second generates new individuals by modifying the elements of
the list. As for the fitness function, we adopted a filter one which uses correlation to
evaluate feature subset quality, independently of the number of features making up the
subset to be evaluated. Therefore, thanks to the crossover operator devised and the
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fitness function adopted, that approach does not need to fix a priori the number of
features of the target solution.

In this paper, we present two novel mutation operators that allows our EC-based
feature selection algorithm to improve its ability in exploring the search space, espe-
cially when an high number of features is involved. The devised mutation operators are
able to both modify the single elements of the list and its length, by adding a new
element or removing one of those already in the list to be mutated. The rationale of the
proposed operator is to use a single operator, with the aim of simplifying the above-
mentioned approach. To test these operators we performed a set of experiments on
some benchmark datasets. In particular, we first assessed the effectiveness of the
proposed operators by comparing their search abilities with that achieved by the
crossover and mutation ones of the previous approach. Then we compared the per-
formance of our system with two state-of-the-art algorithms as well as a standard GA.

The remainder of the paper is organized as follows: in Sect. 2 the representation
scheme proposed and the mutation operators are described, Sect. 3 illustrates the
evolutionary algorithm implemented, including the fitness function. In Sect. 4 the
experimental results are detailed. Finally, Sect. 5 is devoted to the conclusions.

2 The Representation Scheme and the Mutation Operators

As mentioned in the Introduction, GA binary vectors provide a natural representation
for feature subsets, where the chromosome length is equal to the number $N$ of
available features and the i-th feature is represented by the i-th bit in the chromosome.
On the other hand, the choice to represent also the information about the missing
features (the 0’s in the vector) makes the evolution inefficient when N is huge. Thus, it
is needed a more efficient representation scheme, in which only the features actually
included in the solution (subset) are represented. For this reason, we have chosen a
direct representation scheme, in which a feature subset is encoded by a sorted list of
integers and the length of the list represents the cardinality of the subset encoded.

It is worth noting that, though the ordering may require repairing the chromosome
after the application of the operators, it allows the implementation of more effective
operators. As concerns the length of the list, it can be modified by the application of the
a mutation operator that besides modifying single list elements, is also able to add a
new element or delete one of those in the list.

Let N be the number of available features and S a subset of features of cardinality
Ns : S ¼ f1;f2;. . .; fNS

� �
with fi\fiþ 1 and 1� fi �N. In our approach S is represented

by an ordered list of integers L, where the i-th element of the list contains the value fi

Fig. 1. An example of the representation scheme adopted, with N = 100. The list represents the
subset of features S1 ¼ 2; 6; 16; 29; 37; 47; 71f g.
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and the cardinality of S is intrinsically represented by the length of L. An example of
representation is shown in Fig. 1.

2.1 The Mutation Operators

We have defined two mutation operators, named mut3 and mut4. Both operators scan
the list making up the chromosome and modify its i-th element ei according to a given
probability pm. The operator mut3 can modify a chromosome only adding/deleting one
or more elements, whereas mut4 besides these options can also substitute the elements
already in the chromosome with new ones, randomly generated. Note that both
operators may require the reordering of the list or the removal of double indices. The
pseudo-code of both operators is detailed in the following.

Mut3
Given a list L of size nl, the operator mut3 modifies L through the following steps:

Mut4
Given a list L of size nl, the operator mut4 modifies L through the following steps:
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3 The Evolutionary Algorithm

The system presented here has been implemented by using a generational evolutionary
algorithm. The algorithm starts by generating a population of P individuals, randomly
generated. The procedure for the random generation of these individuals takes in input
three terms: the number of available features N and the minimum and maximum
chromosome length lmin and lmax, with the last two values expressed as a fraction of
N. The procedure starts randomly generating a value l in the interval lmin; lmax½ �. Then l
values are randomly picked up from the set {1, …, N}, without replacement, and added
to the list making up the chromosome of the individual. Finally, the list is sorted, in
ascending order. In the experiments reported in Sect. 4, the values of lmin and lmax have
been set to 0.1 and 0.5, respectively.

Afterwards, the fitness of the generated individuals is evaluated according to the
formula in (2). After this preliminary evaluation phase, a new population is generated
by selecting P/2 couples of individuals using the tournament method. Then the genetic
operators detailed in the previous section are applied. First, the one point crossover
operator is applied to each of the selected couples, according to a given probability
factor pc. Afterwards, one the two mutation operators is applied with a probability pm.
The value of pm has been set to 1=lc, where lc is the chromosome length. This prob-
ability value allows, on average, the modification of only one chromosome element.
Finally, these individuals are added to the new population. The process just described is
repeated for Ng generations.

3.1 The Fitness Function

As fitness function, we chose a filter one, called CFS (Correlation-based Feature
Selection) [13], which uses a correlation based heuristic to evaluate feature subsets.

Given two features X and Y, their correlation rXY is computed as follows1

rXY ¼ 2:0 � H Xð ÞþH Yð Þ � H X; Yð Þ
H Xð ÞþH Yð Þ ð1Þ

Where the symbol H denotes the entropy function. The function takes into account
the usefulness of the single features for predicting class labels along with the level of
inter-correlation among them. The idea behind this approach is that good subsets
contain features highly correlated with the class and uncorrelated with each other.

Given a feature selection problem in which the patterns are represented by means of
a set Y of N features, the CFS function computes the merit of the generic subset, made
X 2 Y of k features, as follows:

fCFS Xð Þ ¼ k � rcfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kþ k � k � 1ð Þ � rff

p ð2Þ

1 Note that the same holds also for the feature-class correlation.
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where rcf is the average feature-class correlation, and rff is the average feature-feature
correlation. Note that the numerator estimates the discriminative power of the features
in X, whereas the denominator assesses the redundancy among them. The CFS function
allows irrelevant and redundant features to be discarded. The former because they are
poor in discriminating the different classes at the hand; the latter because they are
highly correlated with one or more of the other features. It is worth noting that,
differently from previously presented approaches, this fitness function is able to
automatically find the number of features and does not need the setting of any
parameter.

4 Experimental Results

The proposed approach was tested on six, publicly available, datasets: Colon, Lym-
phoma, Musk}, Ovarian, Spam and Ucihar. The characteristics of these datasets are
summarized in Table 1. They present different characteristics as regards the number of
attributes, the number of classes (two or multiple classes problems) and the number of
samples. For each dataset, we performed thirty runs. At the end of every run, the feature
subset encoded by the individual with the best fitness was stored as the solution
provided by that run. As for the parameters of the evolutionary algorithm, we per-
formed some preliminary trials to set them. These parameters were used for all the
experiments described below and are reported in Table 2.

In order to test the effectiveness of the proposed approach, we performed three sets
of experiments. In the first set, we compared the performance of the two mutation
operators devised with that of the operator mut2, presented in [13]. The comparison

Table 1. The datasets used in the experiments.

Table 2. The values of the parameters used in the experiments. Note that pm depends on the
chromosome length lc.
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was performed in terms of the population average fitness during the run that achieved
the best fitness. The results are shown in Fig. 2. From the plots, it can be seen that, for
all the datasets considered, the mutation operator mut4 performs better than mut3. This
suggests that mut4 has a better exploration ability than mut3. Most probably, this is due
to the fact that, given a list L (chromosome) of length lc representing the sub set
S ¼ f1;f2;. . .; flc

� �
, mut4 can mutate L both by changing or adding/deleting one or more

elements of L, whereas mut3 can perform only the last two operations. This choice,

Fig. 2. Comparison results between the operators mut2, mut3 and mut4.
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seems to limit the exploration ability of the operator. The plots also shows that mut4
performs better than mut2. In particular, from the plots emerges two trends. For Colon,
Lymphoma and Ovarian, mut4 converges slower than mut2 toward its best fitness
values, whereas for the remaining datasets both operators show similar convergence.

Therefore, when thousands of features are involved, as is the case of Colon,
Lymphoma and Ovarian, mut4 needs more time (generations) than mut2 to identify the
areas of the search space containing good solutions. Nonetheless, once these areas are
identified mut4 allows our algorithm to find, on average, better solutions than those
found by using mut2. However, the plots also suggest that for these datasets more
generations would allow the algorithm to find even better solutions. Finally, Note that
in [13] the experimental results proved that our approach with mut2 together with the
crossover operator, performs better a GA on the datasets with thousands of features.

After the comparison between the two mutation operators devised, we compared
the performance achieved by using the operator mut4, with that of a GA. In order to
have a fair comparison, it was performed by using the same fitness function and the
same set of parameters. We compared the fitness values of the best individuals found,
averaged over the the thirty runs performed. These results are shown in Table 3, that
also reports the iterations at which the best solutions have been found. To statistically
validate the obtained results, we performed the non-parametric Wilcoxon rank-sum test
a ¼ 0:05ð Þ. For each dataset, the best result, according to the Wilcoxon test, is in bold.
From the table it can be seen that our approach outperforms the GA on Colon and
Ovarian, in terms of fitness of the best individuals found. Regarding Lymphoma, the
difference of performance with the GA is not statistically significant. However, it is
worth noting that our approach finds the best solution at the late stage of the evolu-
tionary process (#iterations = 998) and, most probably, more generations would allow
it to outperform the GA. Also for the remaining datasets (Musk, Spam and Ucihar)
performance differences are not statistically significant. These last results confirm that
our approach is more effective than a GA in finding good subsets when the data are
represented by thousands of features.

Table 3. Comparison results between our approach, by using the mut4 operator, and the GA.
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Finally, we tested the devised approach in terms of classification performance. We
used decision trees (DT in the following) as classifiers, trained by using the C4.5
algorithm. To this aim, at the end of each of the thirty runs performed, the feature
subset encoded by the individual with the best fitness was used to build a DT. The
classification performances of the classifiers built have been obtained by using the 10-
fold cross-validation approach. The results reported in the following were obtained
averaging the performance of the 30 DTs built. We compared the achieved results with
those obtained by the following two state-of-the-art algorithms for feature selection:

• Fast Correlation-Based Filter. This algorithm selects subsets made of features that
are strongly relevant to the class concept and are not redundant. It evaluates non-
linear correlations between the features by using the information-theoretical concept
of entropy. The algorithm first ranks the features according to their correlation to the
class, then the ordered list is further processed to remove redundant features. It will
be denoted as FCBF in the following.

• Minimum Redundancy Maximum Relevance. This approach finds the best feature
subset made up of the features that are highly correlated with the class concept and
minimally correlated each other, by using the mutual information criterion for the
discrete variables and the F-test for the continuous ones. It will be denoted as
mRMR in the following.

Since the above methods are deterministic, they generate a single feature subset. In
order to perform a fair comparison with the proposed approach, for each dataset, 30
DT’s have been learned by using the 10-fold cross-validation technique, with different
initial seeds. The results reported in the following have been obtained by averaging the
performance of the 30 DT’s learned. Table 4 reports the results in terms of recognition
rate (RR) and number of features (NF). Also in this case, we performed the Wilcoxon
test mentioned above to statistically validate the results. For each dataset, the recog-
nition rate in bold highlights the best result, according to the Wilcoxon test. From the
table, it can be seen that, on three of the six datasets considered, namely Colon,
Lymphoma and Musk, the results achieved by our approach are better than those of
FCBF and mRMR, in terms of RR. As for the number of features selected, they are
comparable on Colon and Lymphoma, whereas on Musk our system selected about half
of those selected from FCBF. As concerns Ovarian, our approach achieved results not

Table 4. Comparison results between our approach, by using the mut4 operator, and the GA.
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statistically different from those of FCBF, by selecting much more features. However,
as suggested by the plot in Fig. 2, more generations would allow the algorithm to find
better solutions and, most probably, to overcome the performance obtained by FCBF.
Finally, the results on Spam and Ucihar, where FCBF the best performance, confirm
that our approach is best suited for datasets containing thousands of features.

5 Conclusions

We presented two mutation operators specifically devised for a variable-length repre-
sentation to be used in EC-based algorithms for feature selection, in which a feature
subset is represented by an ordered list of integers. These operators allow the gener-
ation of offspring that may have a length different from that of the parent. We tested the
proposed approach on six datasets and performed several experiments, as well as a
comparison with state-of-art algorithms. The results showed that the two mutation
operators perform differently. More precisely, the operator that can both change or
add/delete one or more elements of the chromosome performs better than the one that
can mutate the chromosome only by adding/deleting one or more elements. Regarding
the comparison results, they confirmed that, for problems with a large number of
features, the proposed approach outperforms both a standard GA and the two algo-
rithms used for the comparison.

Future work will include the application of the feature selection approach devised,
by using the operators presented here, to new application domains for the development
of systems for cancer diagnosys [14, 15], e-health [16], or biometrics [17].
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Abstract. The symbiotic organisms search algorithm is a meta-heuristic algo-
rithm based on the establishment of symbiotic relationships between populations
in recent years. In this study, a novel phasor symbiotic organisms search
algorithm (PSOS) based on phasor theory is proposed. Both the phase angle and
the trigonometric function in the proposed PSOS are used to set parameters that
can have the same or different directions, similar or diverse values. Different
combinations of these parameters can better control the local exploitation and
global exploration of PSOS. This makes the PSOS algorithm have stronger
global optimization ability, avoiding premature algorithm or falling into local
optimization. In order to verify the effectiveness of the algorithm, this study
selected 23 benchmark test functions and a classic engineering optimization
problem for testing. The results show that the PSOS algorithm has higher
convergence accuracy and stronger robustness.

Keywords: Phase angle � Symbiotic organisms search � Global optimization

1 Introduction

With the development of the economy and society, many complex engineering opti-
mization and practical application problems are gradually appearing. For example, in
the field of artificial intelligence, many global optimization problems are encountering
with image processing [1], cloud computing [2] and Measurement matrix optimization
[3], etc. Some studies show that traditional mathematical programming methods such
as conjugate gradient descent and quadratic programming methods cannot effectively
solve complex problems with non-differentiable, discontinuous, and multi-modal
characteristics in reality [4, 12].

The meta-heuristic algorithm based on population plays an important role in
engineering and practical optimization problems because of its flexibility and no gra-
dients [5]. Meta-heuristic algorithm is a kind of global optimization algorithm inspired
by various phenomena in nature [6]. Classic meta-heuristic algorithms include genetic
algorithms [7], particle swarm optimization algorithms [8]. Along with the continuous
development of meta heuristics, many new algorithms have been proposed in recent
years, such as monarch butterfly optimization algorithm (MBO) [9], ant lion optimizer
(ALO) [10], grey wolf optimizer (GOW) [11], harris hawks optimization (HHO) [12]
algorithm and symbiotic organisms search algorithm (SOS) [13].
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Inspired by the symbiotic relationship in nature, Chen and Prayogo proposed the
symbiotic organisms search algorithm in 2014. The SOS has a simple structure and
does not require extra parameters to get the optimal solution. The SOS algorithm has
been improved in multiple versions and applied to many areas, such as the algorithm
used in large-scale economic scheduling [14] and color image multi-threshold search
optimization [1], the enhanced symbiotic organism search algorithms adopted to
unrelated parallel machines manufacturing scheduling and setup time [15], and the
discrete co-occurrence search methods introduced to large-scale time cost trade-offs in
construction scheduling [16]. According to the no free lunch theorem (NFL) [17], no
single optimization algorithm is suitable for solving all optimization problems.
Therefore, modifying the original SOS algorithm is an interesting research topic. The
study of the original SOS algorithm shows that the algorithm is more biased towards
the guidance of global information for candidate solutions and does not make better use
of local information, which makes the algorithm more precocious and is detrimental to
the optimal solution. In addition, the original algorithm uses a simple normal distri-
bution to control the update of candidate solutions, which is detrimental to the diversity
of the population and reduces the algorithm’s search for optimal performance. Proper
use of global and local information is necessary to better balance the local exploitation
and global exploration, so that the algorithm avoids falling into local optimal and
precocious phenomena enable the algorithm to have a stronger performance in finding
the best. For example, the global information is considered based on the average
distance in paper [18], so as to avoid the original algorithm being overly biased towards
local exploitation and falling into the partial optimal solution. According to phasor
theory, the phase angle combined with trigonometric functions can obtain the
parameters with the same or different directions, similar or different values [19]. Dif-
ferent combinations of these values produce more diverse values to better control local
exploitation and global exploration of the algorithm. Inspired by it, this study proposes
a phasor symbiotic organisms search algorithm (PSOS) based on the SOS and the
phase angle control algorithm to take off the balance between local exploitation and
global exploration.

The main contributions of this paper are as follows.

1. This study introduces the idea of phase angle into SOS algorithm for the first time
and proposes a new PSOS algorithm.

2. The PSOS increases the use of local information and takes advantage of the
diversity of the phase angle variation, so that it has the ability to balance the
exploitation and exploration and enhance the algorithm’s optimization performance.

3. The PSOS algorithm improves the optimization performance on benchmarking
functions and three-rod truss design problems.

This paper is structured as follows, Sect. 1 is an introduction, which gives the
background and the motivation for proposing the PSOS. Section 2 describes the
original SOS algorithm. Section 3 describes the newly proposed PSOS in detail.
Section 4 provides experiments and discussion to verify the global optimization
capability of the PSOS algorithm. Section 5 is a full-text summary.
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2 Symbiotic Organisms Search Algorithm

The SOS algorithm performs a search by simulating mutualism, commensalism and
parasitism in nature [13]. The most surviving individual in the group is the optimal
solution of the algorithm to achieve the global optimization of the algorithm. The
specific model of SOS is as follows:

(1) Mutualism Phase
Mutualism relationship refers to the fact that both parties who establish a mutually
beneficial relationship in nature can mutually benefit each other, thereby improving
their own survivability. However, the two parties who establish a symbiotic rela-
tionship can have different benefits from each other. One of the most common
examples of this symbiotic relationship in nature is the bee and the flower. The
mathematical model abstracted from this relationship is as follows:

Xinew ¼ Xi þ randð0; 1Þ � ðXbest �Mutual Vector � BF1Þ
Xjnew ¼ Xj þ randð0; 1Þ � ðXbest �Mutual Vector � BF2Þ

Mutual Vector ¼ Xi þXj

2
ð1Þ

Among them, Xi and Xj are both sides of a mutually beneficial symbiotic rela-
tionship. Mutual Vector is the amount of benefit in a mutually beneficial symbiotic
relationship. And BF1 and BF2 are benefit factors representing different benefit sizes,
and the value is 1 or 2.

(2) Commensalism phase
Commensalism is the establishment of a symbiotic relationship among organisms
in which one side benefits and the other neither benefits nor suffers. Remora fish
and shark are such a commensalism relationship. One party feeds on the other’s
food waste, but the other party is not harmed or benefits. The mathematical model
of this relationship is as follows:

Xinew ¼ Xi þ randð�1; 1Þ � ðXbest � XjÞ ð2Þ

Among them, Xj is the individual difference from Xi and Xi is the party that benefits.

(3) Parasitism phase
Parasitic relationship is those in which one party benefits from the relationship
while harming the other. The most common of such relationship in nature is
mosquito and human. The mosquito abuses human blood and benefits from it, and
humans are the victims. In the SOS algorithm, Lb denotes the lower boundary of
the problem space and Ub denotes the upper boundary of the problem space. Lb
and Ub are used to control the extent of the algorithm’s search space. They are used
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to control the randomly generated parasites in the problem space of the algorithm
such that the value is a valid candidate solution. The artificial parasite
(XParasite Vector) mimicked the mosquito is obtained by randomly replacing the
values of some dimensions on Xi as follows:

XParasite Vector ¼ randð0; 1Þ � ðUb� UbÞþ Lb ð3Þ

If the fitness value of XParasite Vector is higher than Xj, Xj is replaced by
XParasite Vector.

3 Phasor Symbiotic Organisms Search Algorithm (PSOS)

In the SOS algorithm, the random number between 0 and 1 is generated in terms of the
rand function to control the magnitude of the update amount Xi. The generated random
number cannot balance the exploration and exploitation capabilities of the algorithm.
Additionally, in the original SOS algorithm, except the parasitic stage, the individual’s
benefits from the symbiotic relationship came from the global optimal value Xbest

ignoring the local optimal solution. For the symbiosis phenomenon, in addition to the
biological benefits from the symbiotic relationship, the organism will also generate
some benefits, such as the production of biological antibodies. In order to simulate this
phenomenon, we add a part of individual self-benefit in the benefit stage of symbiotic
relationship, and use the local optimal value to simulate self-benefit. Inspired by the
phasor theory in mathematics, this study proposes an improved SOS algorithm based
on the phase angle control algorithm for local detection and global mining balance
called phasor symbiotic organisms search algorithm (PSOS). According to previous
study [19], we choose sine and cosine functions to calculate parameters pðhIteri Þ and
gðhIteri Þ of phase angle h as follows.

pðhIteri Þ ¼ jcoshIteri j2�sin hIteri ; gðhIteri Þ ¼ j sin hIteri j2�cos hIteri ð4Þ

Where jsinhIteri j and jcoshiteri j represent the absolute values of sine and cosine
functions that are periodic functions with values of amplitude ranging from [0,1]. These
parameters are based on the combination of different values calculated by h and are
used to represent the different search strategies of the algorithm under phase angle
control. The subgraph (a) in Fig. 1 shows the range of the rand function transformed
randomly in the interval [0,1]. The subgraph (b) in Fig. 1 shows the distribution of
parameters pðhIteri Þ and gðhIteri Þ. If the phase angle is different, the pðhIteri Þ and gðhIteri Þ
may have the opposite direction or the same direction. Their values may be similar or
very different, producing different results in the algorithm. Therefore, the balance
between algorithm exploration and exploitation can be well achieved, avoiding pre-
mature convergence or falling into a locally optimal solution.
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In PSOS, biological populations are initially coded to be composed using an M�N
Gaussian matrix, where M is the number of populations. N is the dimension of the
problem space. And the range of generated biological individuals is controlled
according to the upper (Ub) and lower (Lb) bounds of the problem space. In the
initialization phase, a set of M�N phase angles h is randomly generated, where h is the
value of a discrete and uniformly distributed set of randomly generated values at [0,2p].
In this algorithm, the fitness values are used to measure the individual values. The
mathematical model of the proposed PSOS algorithm in the three symbiotic stages is as
follows:

(1) Mutualism Phase

Xinew ¼ Xi þ pðhIteri Þ � ðXbest �Mutual Vector � BF1Þþ gðhIteri Þ � ðXi �Mutual Vector � BF1Þ
Xjnew ¼ Xj þ pðhIteri Þ � ðXbest �Mutual Vector � BF2Þþ gðhIteri Þ � ðXj �Mutual Vector � BF2Þ

ð5Þ

Among them, compared to the original SOS, the random function is replaced by
pðhIteri Þ or gðhIteri Þ, resulting in a larger range of possible solutions. The self-benefit of a
biological individual is expressed by Xi or the difference between Xj and weighted
Mutual Vector. Mutual Vector is the amount of benefit in a mutually beneficial
symbiotic relationship and It is calculated in the same way as in Eq. 1. BF1 and BF2 are
mutually beneficial benefit factors whose values are randomly set to 1 or 2 and are used
to mimic the amount of benefit that differs between two organisms.

(2) Commensalism phase

Xinew ¼ Xi þ pðhIteri Þ � ðXbest � XjÞþ gðhIteri Þ � ðXi � XjÞ ð6Þ

Similarly, in the new formula here, the random function is replaced by pðhIteri Þ or
gðhIteri Þ. The self-benefit of an individual organism is expressed by the difference
between Xi and Xj.

(a) (b)

Fig. 1. Parametric data distribution curve. (a). Random function data distribution curve. (b).
pðhIteri Þ and gðhIteri Þ distribution curves
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(3) Parasitism phase

Xparasite ¼ pðhIteri Þ � ðUb� UbÞþ Lbþ gðhIteri Þ � ðUb� UbÞþ Lb ð7Þ

The artificial parasite XParasite Vector is also obtained by modifying the random
dimension, where the upper and lower bounds Ub and Lb of the variable are used to
calculate the random dimension, and the random function is replaced by pðhIteri Þ or
gðhIteri Þ.

After the three-phase calculation, the next phase angle is updated by the following
formula:

hIterþ 1
i ¼ hIteri þ jcosðhIteri Þþ sinðhIteri Þj � 2p ð8Þ

In order to facilitate the visualization of the PSOS, this paper draws a flowchart of
the PSOS (shown in Fig. 2).

Initialize the ecosystem and termination criterion

Identify the best organism

Randomly select one organism X j , where X j ≠ X i

Modify organisms X inew and X jnew based on Eq.(5)
and calculate the fitness value of modified organism

Are the modified organisms fitter than 
previous?

Keep the previous organisms Accept the modified organisms

YesNo

Randomly select one organism X j , where X j ≠ X i

Modify the organism X inew with the help of X j by
Eq.(6) and calculate the fitness value of modified 
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Fig. 2. The flowchart of PSOS. The red box indicates what distinguishes PSOS from SOS.
(Color figure online)
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4 Experimental Results and Discussion

In this study, three kinds of test functions are selected, including unimodal, multimodal,
and fixed-dimensional multi-modal benchmark functions. A typical engineering
example is selected to test the performance of PSOS algorithm on the three-bar truss
design problem.

4.1 Experimental Setup

This study selects PSO, ALO, GWO and HHO algorithms for comparison experiments.
The PSO algorithm is a classical algorithm in the field of meta-heuristics, and the ALO
and GWO algorithms are the best performers in the field in recent years. HHO is the
latest proposed algorithm with superior performance. So these 4 representative algo-
rithms are chosen to compare with PSOS algorithm to measure the performance of their
algorithm. The parameter settings of related comparison algorithms are shown in
Table 1.

4.2 Results and Analysis on Benchmark Functions

(1) The performance of PSOS algorithm on the benchmark function.
To verify the global optimization ability of the PSOS algorithm, 23 benchmark test
functions were selected. Among these 23 benchmark functions, there are 7 uni-
modal benchmark functions, 6 multimodal benchmark functions, and 10 fixed-
dimension multimodal benchmark functions. These benchmark test functions are
consistent with those in previous study [12]. The results of these test functions are
obtained by iterating 1000 times and running independently 10 times. Table 2
shows results of the unimodal benchmark functions with the underlined best-
ranked values, indicating that the convergence accuracy is achieved by the PSOS
on functions 1–4 and 7, and the theoretical optimal value in functions 1–4. In
addition, the standard deviation of the five functions is the smallest.

Table 1. Parameter settings of the algorithms compared with PSOS.

Algorithm Parameter

PSO [8] C1 ¼ 2, C2 ¼ 2, x ¼ 0:1, population = 20
ALO [10] population = 20
GWO [11] ~a¼ ð2 ! 0Þ, population = 20
HHO [12] b ¼ 1:5, population = 20
SOS [13] Population = 20
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Table 3 shows the results of multimodal benchmark functions. The PSOS algo-
rithm achieved the smallest convergence accuracy in three of them. Except for function
12, the standard deviation of PSOS is the smallest, showing that the proposed algorithm
is the most robust algorithm.

Table 2. The fitness of the PSOS algorithms on the unimodal benchmark functions compared
with the other realted algorithms. The underlined values are the best-ranked values.

No. Method
PSO ALO GWO HHO SOS PSOS

f1 Mean 6.81661 5.18E-05 1.05E-49 1.4E-174 4E-281 0
Std 4.22697 3.34E-05 2.62E-49 0 0 0

f2 Mean 13.8845 65.4021 1.38E-29 1.4E-95 1.1E-142 0
Std 4.78017 50.1779 8.09E-30 4.26E-95 2.3E-142 0

f3 Mean 385.619 2741.11 2.14E-11 6.9E-143 1.6E-102 0
Std 209.202 1446.44 4.2E-11 2.2E-142 3.1E-102 0

f4 Mean 9.67434 17.4906 6.36E-12 1.04E-89 4.9E-114 0
Std 2.67860 7.85536 6.29E-12 3.14E-89 6.5E-114 0

f5 Mean 2482.73 163.161 26.86305 0.007392 21.86642 11.4033
Std 1423.96 239.862 0.603017 0.014901 0.868856 14.7216

f6 Mean 7.89260 5.32E-05 0.662067 3.96E-05 6.2E-27 0.00153
Std 4.95894 2.99E-05 0.326408 4.28E-05 1.59E-26 0.00226

f7 Mean 5.69536 0.18694 0.001143 0.000129 0.000331 8.95E-05
Std 7.19583 0.04036 0.000847 0.000113 0.000196 4.4E-05

Table 3. The fitness of the PSOS algorithms on the multimodal benchmark functions compared
with the other realted algorithms. The underlined values are the best-ranked values.

No. Method
PSO ALO GWO HHO SOS PSOS

f8 Mean −3136.36 −6143.5 −6345.99 −12569.3 −11611.6 −21526
Std 1080.45 2105.95 752.7858 0.281949 533.909 90.46927

f9 Mean 220.488 92.43144 0.337032 0 0 0
Std 50.0577 30.1618 1.065789 0 0 0

f10 Mean 5.81021 2.66713 1.9E-14 8.88E-16 3.38E-15 8.88E-16
Std 0.85594 1.25889 3.11E-15 0 1.72E-15 0

f11 Mean 0.59005 0.00663 0.003649 0 0 0
Std 0.16463 0.00633 0.00595 0 0 0

f12 Mean 12.1280 11.3234 0.045716 6.29E-06 6.27E-28 5.89E-05
Std 8.92419 4.55756 0.017417 1.07E-05 1.93E-27 5.27E-05

f13 Mean 36.8062 4.36172 0.732864 7.28E-05 0.026171 0.00024
Std 31.109 13.2700 0.166067 7.65E-05 0.035954 0.000199
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Table 4 shows the results of fixed-dimension multimodal benchmark function.
The PSOS algorithm achieved the smallest convergence accuracy on all 10 functions,
and theoretical optimal values of the model were found in 17, 18, and 21. In addition,
the PSOS has the smallest standard deviation, except that the standard deviation is
slightly higher than the SOS in funciton18 with the same optimal value.

(2) The p-value of the wilcoxon rank-sum test on the benchmark functions.
In this study, a wilcoxon rank-sum test [20] was performed on the fitness values of
all algorithms with p-value as 0.05 (Table 5). The results show that the perfor-
mance of PSOS is significantly better than the other related algorithms on most of
benchmark function.

Table 4. The fitness of the PSOS algorithms on the fixed-dimension multimodal benchmark
functions compared with the other realted algorithms. The underlined values are the best-ranked
values.

No. Method
PSO ALO GWO HHO SOS PSOS

f14 Mean 2.58836 1.990057 6.262057 1.689893 0.998004 0.998004
Std 1.483883 1.04447 5.592337 1.545684 0 0

f15 Mean 0.240851 0.009221 0.006333 0.000334 0.000307 0.000307
Std 0.318335 0.020376 0.009682 2.43E-05 1.32E-19 1.08E-19

f16 Mean −0.61919 −1.03163 −1.03163 −1.03163 −1.03163 −1.03163
Std 0.389019 4.69E-14 7.65E-09 6.69E-10 0 0

f17 Mean −0.87204 −0.96175 −1 −1 −1 −1
Std 0.097589 0.032923 0 0 0 0

f18 Mean 58.3756 3 3.000013 3.000001 3 3
Std 77.50042 4.56E-13 1.23E-05 2.04E-06 2.96E-16 9E-16

f19 Mean −3.71873 −3.86278 −3.85969 −3.8597 −3.86278 −3.86278
Std 0.111387 3.18E-14 0.003207 0.004626 9.36E-16 9.36E-16

f20 Mean −2.84826 −3.27443 −3.2428 −3.07909 −3.27444 −3.29822
Std 0.207444 0.061409 0.070808 0.089496 0.061396 0.05013

f21 Mean −4.35089 −5.84212 −10.1526 −5.04998 −9.1336 −10.1532
Std 2.390589 2.390184 0.000368 0.00334 2.149506 5.92E-16

f22 Mean −6.21255 −9.344 −9.34342 −5.08627 −8.80836 −10.4029
Std 2.761929 2.23246 2.232302 0.001831 2.567519 2.15E-07

f23 Mean −5.79131 −7.34603 −10.5355 −5.65079 −10.5364 −10.5364
Std 3.446301 3.48727 0.000593 1.661094 1.87E-15 1.67E-15
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4.3 Performance of the PSOS Algorithm in Engineering Optimization

Three-bar truss design problem [12] is a classic engineering design problem, which is a
single-objective optimization problem.

Consider ~X ¼ ½x1x2� ¼ ½A1A2�

Minimize f ð~XÞ ¼ ð2
ffiffiffi

2
p

x1 þ x2Þ � L

Subject to g1ð~XÞ ¼
ffiffiffi

2
p

x1 þ x2
ffiffiffi

2
p

x21 þ 2x1x2
P� r� 0; g2ð~XÞ ¼ x2

ffiffiffi

2
p

x21 þ 2x1x2
P� r� 0; g3ð~XÞ

¼ 1

x1 þ
ffiffiffi

2
p

x2
P� r� 0

Variable range 0� x1; x2 � 1; L ¼ 100cm;P ¼ 2KN=cm2; r ¼ 2KN=cm2� �

Table 5. p-values of Wilcoxon rank-sum test between the PSOS and other realted algorithms.
The underlined values are greater than 0.05.

No PSO ALO GWO HHO SOS

f1 6.38644E-05 6.39E-05 6.39E-05 6.39E-05 6.39E-05
f2 6.38644E-05 6.39E-05 6.39E-05 6.39E-05 6.39E-05
f3 6.38644E-05 6.39E-05 6.39E-05 6.39E-05 6.39E-05
f4 8.74499E-05 8.74E-05 8.74E-05 8.74E-05 8.74E-05
f5 0.000182672 0.005795 0.472676 0.850107 0.472676
f6 0.000182672 0.000246 0.000183 0.00044 0.000183
f7 0.000182672 0.000183 0.000583 0.73373 0.00033
f8 0.000182672 0.000173 0.000183 0.000183 0.000183
f9 6.38644E-05 6.39E-05 0.034424 N/A N/A
f10 6.38644E-05 6.39E-05 5.59E-05 N/A 0.001617
f11 6.38644E-05 6.39E-05 0.077872 N/A N/A
f12 0.000182672 0.000183 0.000183 0.001008 0.000183
f13 0.000182672 0.000246 0.000183 0.017257 0.472676
f14 6.38644E-05 6.02E-05 6.39E-05 6.39E-05 N/A
f15 0.000162111 0.000162 0.000162 0.000162 0.002402
f16 6.38644E-05 6.39E-05 6.39E-05 6.39E-05 N/A
f17 6.38644E-05 6.2E-05 N/A N/A N/A
f18 0.000161177 0.000161 0.000161 0.000161 0.851968
f19 6.38644E-05 6.34E-05 6.39E-05 6.39E-05 N/A
f20 0.000182672 0.427355 0.001706 0.000183 0.180879
f21 8.74499E-05 8.74E-05 8.74E-05 8.74E-05 0.122608
f22 0.0001459 0.001452 0.000146 0.000146 0.144796
f23 0.000109969 0.00011 0.00011 0.00011 0.167489
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This structure consists of 3 rods, which are subject to longitudinal and lateral
stresses. The areas between rods 1, rods 2, and rods 3 need to be calculated. We need to
find the minimum force to withstand. The calculation results are shown in Table 7.

The bearing capacity derived from the combination of rod areas by the PSOS is the
smallest, indicating the value of the PSOS in this engineering optimization is optimal.

5 Conclusions

This study proposes a new phasor symbiotic organisms search algorithm (PSOS) based
on the phase angle control algorithm to balance local exploitation and global explo-
ration. According to the phasor theory, the directions of the phase angles may be the
same or opposite, and the calculated parameters may be similar or different. Their
combination can provide a wealth of strategies that is beneficial to the PSOS algorithm
to enhance exploration capabilities and better balance global and local search, thereby
avoiding the algorithm premature or falling into local optimization. The experimental
results of 23 benchmark test functions and a practical engineering example show that
the PSOS algorithm presents stronger abilities of optimization and robustness. Next,
the PSOS algorithm can be extended to other practical applications such as medical
images or biological signal processing.
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Table 7. The performance comparison of the optimization algorithms on three-bar truss design
problem.

Algorithm Optimal values for
variables

Optimal weight

x1 x2
PSOS 0.78685 0.28801 186.3859
HHO 0.788663 0.408283 263.8958
DEDS 0.788675 0.408248 263.8958
MVO 0.788603 0.408453 263.8958
GOA 0.788898 0.40762 263.8959
MFO 0.788245 0.409467 263.896
PSO-DE 0.788675 0.408248 263.8958
Ray 0.795 0.395 264.3
CS 0.78867 0.40902 263.9716
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Abstract. Identifying essential proteins is important for understanding cellular
life and pathogenic mechanisms. In addition to experimental methods, many
computing approaches have been employed to identify essential proteins. Many
of these methods usually consider the topological structure of the protein-protein
interaction network (PPIN). However, the fact that the PPIN includes many false
negative interactions is ignored. In this paper, an integrated PPIN that considers
protein interactions and gene co-expression is presented. With more false neg-
ative interactions being considered, more meaningful essential proteins can be
identified on the integrated PPIN. To verify the performance of this method, an
experiment is carried out on data from Saccharomyces cerevisiae. The results
demonstrate that ITPPIN can identify essential proteins is more effective than
PPIN.

Keywords: Essential proteins � Gene co-expression � Integration � Protein-
protein interaction network

1 Introduction

Protein is an important component of all cells and tissues in human body. The com-
positions of biology, metabolism and genetics are closely related to protein structure
and function. Therefore, it is necessary to identify proteins, especially essential ones. If
an essential protein in a protein complex is lost, the complex will not work properly,
and this may cause the organism to be unable to survive [1]. Essential proteins are
crucial to understand cellular life and practical applications, such as clinical diagnosis
and drug design. Because of the importance of essential proteins, it is necessary to
effectively identify them.

Originally, essential proteins were identified by biotechnology experimental
methods. To address the deficiencies of biotechnology experiments, computational
methods can be employed to discover essential proteins. Many machine learning
algorithms have been used to detect essential proteins. The basic thought of these
methods is to identify essential proteins by a trained classifier according to the features
of known essential and non-essential proteins.
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Since the correlation between topological centrality and protein essentiality has
been confirmed [2–5], many studies tried to identify essential proteins by complex
network computing. Most of the computing methods are based on topological structure
characteristics of the protein-protein interaction network (PPIN). Essential proteins can
be identified with low cost and improved efficiency by these methods. Therefore, the
identification of essential proteins at the PPIN level has attracted the increasing
attention of scholars as a hot topic in the field of proteomics.

These studies generally consider that the degree of essential proteins is likely larger
than non-essential proteins, and essential proteins tend to be in densely connected
clusters [6]. Degree centrality (DC) [7], betweenness centrality (BC) [8], subgraph
centrality (SC) [9], eigenvector centrality (EC) [10], network centrality (NC) [11], and
the local average connectivity-based methods (LAC) [12] are commonly used for
essential protein identification. These methods only consider one topological feature of
a PPI network. LIDC [13] is based on both local interaction density and the corre-
sponding protein complexes. On the basis of the LIDC, BC is introduced into LBCC
[14]. Together with the topological features of PPI networks, other features (such as
cellular localization and gene expression) have also been used to discover essential
proteins. Acencio et al. identified essential genes by using features of topological
structure, which were integrated with cellular localization and biological process [15].
Yue et al. found candidate genes of breast cancer by using a common PPI network
integrated with co-expression information [16].

Though these methods are effective at finding essential proteins, the fact that the
protein-protein interaction network contains many false negative or false positive
interactions is ignored. For example, Huang et al. noted that in the PPI network of
yeast, the rates of false positive and false negative are 9.9% and 51%, respectively [17].
Thus, these rates will affect identification of essential proteins. Some methods, such as
weighting methods, have been used to find false positive interactions. In addition, some
literature showed that essential proteins are clearly not independent but in one cluster
[18–20], and this idea was also used by Qin et al. [14]. Li et al. showed that essential
proteins may be highly co-clustered and co-expressed with other proteins [6].

Based on the above points, we propose a new method in which the PPIN is
integrated by the co-expression network to identify essential proteins. In our method,
the original protein-protein interaction network is named PPIN, and the protein-protein
network integrated with the co-expression network is named ITPPIN. First, the gene
expression data are filtered according to the PPIN, and a co-expression network
between genes is constructed by Pearson coefficient. Then, one edge selected from the
co-expression network is searched in the PPIN. If not found, the edge is added into the
PPIN, otherwise, it is considered a true positive and left as is. All the edges in the co-
expression network are processed by the above process until the whole integrated
network is complete. Thus, our method can find partial false negative interactions, and
more essential proteins can also be identified.

In this paper, we construct two kinds of networks, named PPIN and ITPPIN, on
data from Saccharomyces cerevisiae. To test the effect of ITPPIN, nine classical
methods are employed on these two network types. The results demonstrate that almost
all the nine methods are more efficient on ITPPIN than PPIN at any level.
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The rest of the paper is organized as follows. Section 2 introduces the method basis
and workflow. Section 3 describes the experimental process. The results are shown in
Sect. 4. Section 5 provides some conclusions.

2 Related Work

To demonstrate our method, we first introduce the relevant definitions and descriptions.
An undirected graph G (V, E) is used to represent the PPIN. In graph G (V, E), a node v
(v 2 V) represents a protein and an edge e (u, v) (e (u, v) 2 E) represents the inter-
action between protein u and protein v. Unlike PPIN, the co-expression network is
represented by an undirected network N (V, E), where a node denotes a gene and an
edge e (s, t) (e (s, t) 2 E) with a weight that represents the degree of co-expression
between genes and t. Similarly, the integrated network based on the PPIN and co-
expression network is also represented by an undirected graph. Moreover, the original
protein-protein interaction network is named PPIN, and the protein-protein network
integrated with the co-expression network is named ITPPIN.

In this section, a method by which the protein-protein interaction network can be
integrated with the co-expression network is proposed in detail. The method is based on
two ideas: (1) essential proteins in the same cluster are more likely to be co-expressed
than essential proteins in other clusters [6], (2) co-expressed genes have a greater
chance of interacting with each other [21]. The process of our method contains three
phases: construction of the co-expression network, integration of the PPIN and co-
expression networks, and network analysis and evaluation.

2.1 Construction of the Co-expression Network

It is generally believed that the stronger the interaction between proteins, the stronger
the correlation. To evaluate the strength of the interaction between proteins, we
introduced the co-expression network. Because the raw gene expression data contain
noise and irrelevant data, the raw data are filtered by first referring to the protein-
protein interaction data. Then, the genes that correspond to proteins in the PPIN are
selected. The expression data of the selected genes are put into a matrix. A co-
expression network is constructed with a Pearson coefficient between genes. The
Pearson coefficient formula can be written as follows:

p X;Yð Þ ¼ 1
n� 1ð Þ

Xn

i¼1

Xi � X
SX

� �
Yi � Y
SY

� �
ð1Þ

where n is the number of samples in the gene expression data; Xi (or Yi) is the
observed value of gene X (or gene Y) in the sample I; �X (�Y is the mean and standard
variation of gene X(Y); SX(or SY) is standard variance of gene X (or gene Y).

Assuming the number of selected genes is d, the size of the co-expression matrix is
d�d. In our method, the positive and negative correlations are equally important.
Therefore, the final co-expression network contains the absolute value of all
correlations.
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2.2 Integration of PPI Network and Co-expression Network

As mentioned above, for most proteins, the interaction and correlation are congruent.
Any PPI network contains some false positive and false negative interactions. A false
negative interaction may corresponds to a strong correlation. This is the basis formation
of the integrated PPI network. The integrated PPI network is constructed by the PPIN
and the co-expression network that is constructed as described above.

In the co-expression network, although one pair of genes has a correlation coeffi-
cient, the corresponding proteins in the protein do not have to interact with each other.
Further, if the protein pair is added into the PPI network, it is likely to be a false
positive. In this paper, only the protein pairs with high correlation are considered likely
to be interacting each other. First, a threshold t is given. Then, a gene pair whose
correlation coefficient exceeded it is selected, and the corresponding protein pair in the
PPI network is searched. If the protein pair is not found, it is considered a false negative
protein-protein interaction and put into the PPI network. If the protein pair is found, the
corresponding protein-protein interaction is confirmed. The above process is repeated
until all the candidate gene pairs are used. Finally, the integrated PPI network, named
ITPPIN, is completed.

The ITPPIN is demonstrated in Fig. 1. The first part is PPIN, in which the protein A
has the highest degree and is most likely an essential protein. The degree of protein B is
one, and it is less likely to be an essential protein. The basis for these findings is that a
protein with a high degree is more likely to be essential than one with a low degree [6].
In ITPPIN, considering the co-expression characteristics, B has new interactions with
C, D and E and is more likely to be essential. This outcome is the result of the above
iterative process.

2.3 Network Analysis and Evaluation

Several algorithms, such as DC, BC, SC, EC, NC, LAC, information centrality
(IC) [22], and closeness centrality (CC) [23], are classical methods to identify essential
proteins. A variety of topological structure characteristics are involved in these
methods. Ye et al. have integrated these methods as a plug named CytoNCA of

Fig. 1. An example for the construction of ITPPIN. In PPIN, the protein A has the highest
degree and is most likely to be an essential protein. B has a lower degree and may not be
essential. Due to co-expression in ITPPIN, B has new interactions with C, D and E, and the
chance to be an essential proteins increased.
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Cytoscape [24]. We analyze the two network types (PPIN and ITPPIN) using the
plugin. LBCC, which considers the local and global topological features and was
shown to be more effective than the above method by Qin et al. [14]. We also use it to
validate the effectiveness of ITPPIN.

3 Experiments

3.1 Experimental Data

Because it has the most complete and reliable PPI and gene expression data [25], S.
cerevisiae (Baker’s Yeast) is used frequently in many otherstudies. Data from S.
cerevisiae [6] is also used to test our method.

The PPI data of S. cerevisiae is obtained from the DIP database. The data include
24,743 interactions and 5093 proteins without self-interactions and repeated
interactions.

The essential proteins were extracted from the following four databases: MIPS,
SGD [26], DEG [27], and SGDP [28]. The extraction strategy is that an essential
protein is in at least one of the above four databases. Among the 1285 extracted
essential proteins, the PPI data contain 1167 proteins. In our experiment, the remaining
3296 proteins were considered non-essential.

The gene expression data of Saccharomyces cerevisiae are distributed by Tu et al.
[29]. Among the gene expression data, containing 6777 genes and 36 samples, 4858
genes are involved in the PPI network.

3.2 Constructing Co-expression Network

First, by removing the genes not involved in the PPI network, the gene expression data
is filtered. Then, a matrix that includes the Pearson coefficient of 4858 genes is created.
In the matrix, rows and columns represent genes, and the data are the absolute values of
the Pearson coefficient. Based on the above matrix, an undirected network is con-
structed. The vertices of the undirected network are genes. The edges, where the
Pearson coefficient is considered as the weight, represent the co-expression relationship
of gene pairs.

3.3 Constructing ITPPIN

To select appropriate gene pairs, a threshold t was first specified. Accordingly, t was
defined as 3 times the mean of all the edge weights in the above gene co-expression
network. A pair of genes, whose value of Pearson coefficient exceeds a threshold t, was
taken out. We searched for the corresponding pair of proteins in the PPI network. If not
found, the corresponding protein pair was considered false negative and added to the
PPI network. This process was repeated until the integrated PPI network was com-
pleted. In total, the Pearson coefficient of 1886 gene pairs was above the threshold t,
and 1814 edges were added into the PPIN. The original PPIN included 72 pairs.
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3.4 Computing on ITPPIN and PPIN

We employed nine methods to test the efficiency of the ITPPIN. They were degree
centrality (DC), betweenness centrality (BC), subgraph centrality (SC), eigenvector
centrality (EC), network centrality (NC), the local average connectivity-based method
(LAC), and LBCC. The first eight methods have been used in many studies.

4 Results

4.1 Essential Protein Identification

Similar to others, we first sorted proteins in descending order according to their scores
computed by the different algorithms. Then, the top 100, 200, 300, 400, 500, and 600
proteins were selected as candidate essential proteins. Finally, based on the list of
essential proteins, each candidate essential protein was verified. To compare the effi-
ciency of the ITPPIN and the original PPIN, the original PPIN was also computed by
the above nine algorithms. The results are shown in Fig. 2.

As shown in Fig. 2, almost all nine methods obtained a better result on the ITPPIN
than the original PPIN. The effects of SC and EC increase by more than two-thirds at
the top 100 level. For SC, LAC, NC, DC and IC, the results are improved at all six
levels. At the top 100 level, LBCC and BC have the same efficiency on two network
types s. CC also has similar characteristics at the top 300 and 400 levels; however,
LBCC is at level top 100 and top 300. LBCC always has the highest efficiency on the
two networks among the nine algorithms at all levels. The best average improvement

Fig. 2. The numbers of essential proteins selected by different methods on two kinds of
network.
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efficiency is completed by LAC. The increased numbers, by the algorithm LAC, are 6,
41, 29, 33, 41 and 53 at the six levels, respectively.

We compare the calculated results of each method on the two network types at the
top 100 level. The numbers of essential proteins identified by different methods on the
two network types are shown in Table 1.

In Table 1, S1, S2 are the numbers of essential proteins found on ITPPIN and
PPIN, respectively. S1 \ S2 is the number of essential proteins found in both kinds of
networks. S1-S2 denotes the number of essential proteins found on ITPPIN and not on
PPIN, and S2-S1 denotes the opposite. Although LBCC and BC obtain the same
number of essential proteins on ITPPIN and PPIN with all nine methods, the essential
proteins found by the same method on different networks are not the same.

We count the average degree of different essential proteins at the top100 level and
show the results in Table 2. AD (S1) and AD (S2) are the average degree of essential
proteins found on ITPPIN and PPIN, respectively. AD (S1 \ S2) is the average
degree of essential proteins found in both network types. AD (S1-S2) denotes the
average degree of essential proteins found on ITPPIN and not on PPIN, and AD (S2-
S1) denotes the opposite. Apart from NC and CC, each of the other seven methods can
find essential proteins with lower degree on ITPPIN than on PPIN. Why did this
happen? Althoughmost essential proteins are often rich in neighbors, those with few
neighbors is there and were found by our method. For example, by SC, the average
degree of essential proteins on ITPPIN islower than that on PPIN. And AD (S2-S1) is
also much higher than AD (S1-S2).

4.2 Result Evaluation

Referring to the literature [11, 13, 14], we evaluated the effectiveness of the measures,
including works by six statistical measures, including specificity (SP), sensitivity (SN),
negative predictive value (NPV), positive predictive value (PPV), accuracy (ACC), and
F-measure (F). These statistical measures are often used to evaluate the effectiveness of

Table 1. The numbers of essential proteins

Method S1 S2 S1 \ S2 S1-S2 S2-S1

LBCC 74 74 63 11 11
SC 66 37 10 56 27
EC 66 37 10 56 27
LAC 65 59 21 44 38
NC 64 55 21 43 32
DC 51 46 39 12 7
IC 51 46 36 15 10
CC 43 41 39 4 2
BC 44 44 42 2 2
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methods for detecting essential proteins and interactions between protein pairs or gene
pairs. The classical definition of the statistical measures is as follows.

We used the above six statistical methods to compare the efficiency of PPIN and
ITPPIN in identifying essential proteins. Taking the BC method as an example, the
calculation was carried out on the two network types. We ranked the proteins in
descending order according to the score computed by BC. Then, the top 100 proteins
detected by BC were identified as essential, and the remaining proteins were identified
as non-essential proteins. This processing procedure is applicable to all the other eight
methods. The statistical results are listed in Table 3.

From Table 3, it is found that most of the methods can obtain a better result on
ITPPIN than on PPIN. Because of obtaining the same results on the two network types,
SC and EC have the same trend on each statistical measure at top100 level. Because the
same results were obtained by BC and LBCC for both network types, ITPPIN and
PPIN are not different than BC and LBCC.

5 Conclusion

In this paper, we constructed a type of integrated network, named ITPPIN, by inte-
grating the PPIN with the gene co-expression network. We built the ITPPIN with the
data of Saccharomyces cerevisiae and employed nine classical algorithms, including
SC, EC, NC, DC, IC, BC, CC, LAC and LBCC, on the PPIN and ITPPIN networks. As
the results show, almost all the algorithms can obtain a better result on ITPPIN than
PPIN at all levels. We analyzed the essential proteins found by the BC method on both
networks types at top level 100. Most of the essential proteins that were simultaneously
found in both networks interact with each other. The essential proteins that were found
in ITPPIN but not in PPIN have more interactions with other essential proteins and
fewer with those found in PPIN but not in ITPPIN.

The results reflect that more essential proteins can be found by the integrated PPI
network ITPPIN, and they are more meaningful. In further study, we will consider the
co-expression of one protein with all the other proteins around it at the same time.

Table 2. Average degree of essential proteins

Method AD (S1) AD (S2) AD (S1 \ 2) AD (S1-S2) AD (S2-S1)

LBCC 22.04 23.81 23.81 20.27 23.82
SC 74.59 106.78 128.60 20.57 84.96
EC 74.59 106.78 128.60 20.57 84.96
LAC 27.16 32.69 39.71 14.61 25.66
NC 82.93 78.94 103.67 62.19 54.21
DC 68.04 85.70 105.26 30.83 66.14
IC 63.83 102.52 96.83 30.83 108.20
CC 76.42 62.69 97.85 55.00 27.54
BC 73.57 77.82 99.14 48.00 56.50
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Some other related data, such as domain information, localization, biological process,
and similarity, will be introduced into our study.

Acknowledgment. This work was supported in part by the NSFC under grant Nos. 61872220,
and 61873001.

References

1. Winzeler, E.A., et al.: Functional characterization of the S. cerevisiae genome by gene
deletion and parallel analysis. Science 285, 901–906 (1999)

2. Batada, N.N., Hurst, L.D., Tyers, M.: Evolutionary and physiological importance of hub
proteins. PLoS Comput. Biol. 2, e88 (2006)

3. Estrada, E.: Virtual identification of essential proteins within the protein interaction network
of yeast. Proteomics 6, 35–40 (2006)

4. Hahn, M.W., Kern, A.D.: Comparative genomics of centrality and essentiality in three
eukaryotic protein-interaction networks. Mol. Biol. Evol. 22, 803–806 (2005)

5. Vallabhajosyula, R.R., Chakravarti, D., Lutfeali, S., Ray, A., Raval, A.: Identifying hubs in
protein interaction networks. PLoS ONE 4, e5344 (2009)

6. Min, L., Zhang, H., Wang, J., Yi, P.: A new essential protein discovery method based on the
integration of protein-protein interaction and gene expression data. BMC Syst. Biol. 6, 15
(2012)

7. Jeong, H., Mason, S.P., Barabási, A.L., Oltvai, Z.N.: Lethality and centrality in protein
networks. Nature 411, 41–42 (2001)

8. Joy, M.P., Brock, A., Ingber, D.E., Huang, S.: High-betweenness proteins in the yeast
protein interaction network. J. Biomed. Biotechnol. 2005, 96–103 (2005)

9. Estrada, E., Rodríguez-Velázquez, J.A.: Subgraph centrality in complex networks. Phys.
Rev. E Stat. Nonlin. Soft Matter Phys. 71, 122–133 (2005)

10. Bonacich, P.: Power and centrality: a family of measures. Am. J. Sociol. 92, 1170–1182
(1987)

11. Wang, J., Li, M., Wang, H., Pan, Y.: Identification of essential proteins based on edge
clustering coefficient. IEEE/ACM Trans. Comput. Biol. Bioinf. 9, 1070–1080 (2012)

12. Li, M., Wang, J., Chen, X., Wang, H., Pan, Y.: A local average connectivity-based method
for identifying essential proteins from the network level. Comput. Biol. Chem. 35, 143–150
(2011)

13. Luo, J., Qi, Y.: Identification of essential proteins based on a new combination of local
interaction density and protein complexes. Plos One 10 (2015)

14. Qin, C., Sun, Y., Dong, Y.: A new method for identifying essential proteins based on
network topology properties and protein complexes. Plos One 11 (2016)

15. Acencio, M.L., Lemke, N.: Towards the prediction of essential genes by integration of
network topology, cellular localization and biological process information. BMC Bioinf. 10,
290 (2009)

16. Yue, Z., Li, H.-T., Yang, Y., Hussain, S., Zheng, C.-H., Xia, J., Chen, Y.: Identification of
breast cancer candidate genes using gene co-expression and protein-protein interaction
information. Oncotarget (2016)

17. Huang, H., Bader, J.S.: Precision and recall estimates for two-hybrid screens. Bioinformatics
25, 372–378 (2009)

90 C.-G. Wen et al.



18. Zotenko, E., Mestre, J., O’Leary, D.P., Przytycka, T.M.: Why do hubs in the yeast protein
interaction network tend to be essential: reexamining the connection between the network
topology and essentiality. PLOS Comput. Biol. 4, e1000140 (2008)

19. Ren, J., Wang, J., Li, M., Wang, H., Liu, B.: Prediction of essential proteins by integration of
PPI network topology and protein complexes information. In: Bioinformatics Research and
Applications - International Symposium, ISBRA 2011, Changsha, China, 27–29 May 2011.
Proceedings, pp. 12-24 (2011)

20. Wang, H., Li, M., Wang, J., Pan, Y.: A new method for identifying essential proteins based
on edge clustering coefficient. In: Chen, J., Wang, J., Zelikovsky, A. (eds.) ISBRA 2011.
LNCS, vol. 6674, pp. 87–98. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-
642-21260-4_12

21. Chua, H.N., Wong, L.: Increasing the reliability of protein interactomes. Drug Discovery
Today 13, 652–658 (2008)

22. Stephenson, K., Zelen, M.: Rethinking centrality: methods and examples. Soc. Netw. Soc.
Netw. 11, 1–37 (1989)

23. Sabidussi, G.: The centrality of a graph. Psychometrika 31, 581–603 (1966)
24. Tang, Y., Li, M., Wang, J., Pan, Y., Wu, F.X.: CytoNCA: a cytoscape plugin for centrality

analysis and evaluation of protein interaction networks. Bio Syst. 127, 67–72 (2015)
25. Zhong, J., Wang, J., Peng, W., Zhang, Z., Pan, Y.: Prediction of essential proteins based on

gene expression programming. BMC Genom. 14, S7–S7 (2013)
26. Cherry, J.M., et al.: SGD: saccharomyces genome database. Nucleic Acids Res. 26, 73–79

(1998)
27. Zhang, R., Lin, Y.: DEG 5.0, a database of essential genes in both prokaryotes and

eukaryotes. Nucleic Acids Res. 37, D455–D458 (2009)
28. Improved multi-level protein–protein interaction prediction with semantic-based regulariza-

tion.pdf
29. Tu, B.P., Kudlicki, A., Rowicka, M., Mcknight, S.L.: Logic of the yeast metabolic cycle:

temporal compartmentalization of cellular processes. Science 310, 1152–1158 (2005)

Essential Proteins Identification Based on Integrated Network 91

https://doi.org/10.1007/978-3-642-21260-4_12
https://doi.org/10.1007/978-3-642-21260-4_12


Neural Networks



Time Sequence Features Extraction Algorithm
of Lying Speech Based on Sparse CNN

and LSTM

Yan Zhou(&) and Li Shang

College of Electronic and Information Engineering,
Suzhou Vocational University, Suzhou, Jiangsu, China

zhyan@jssvc.edu.cn

Abstract. Time sequence feature extraction algorithm of lying speech based on
CNN-LSTM deep network was proposed in this paper. The sparse representa-
tion of CNN was realized by introducing l1 norm into the objective function of
CNN. This sparse optimization algorithm overcame the disadvantage of CNN
network that was easy to fall into the local minimum. Firstly, speech prepro-
cessing had been performed, and then, the spectrograms of lying speech were
sent into the sparse CNN model. This step was aim to extract the local lying
features. Secondly, establishing a time sequence feature extraction model, the
local lying features were sent into the LSTM network to extract lying features
temporal perspective. Finally, the Softmax testing unit was used to output the lie
detection results. Experimental results show that, compared with traditional
methods, the model that extracted the fusion features of local features and time
sequence features proposed in this paper had a higher detection rate and good
scalability. In a word, the Sparse-CNN-LSTM feature extraction model provided
a new idea for the research of lying speech detection.

Keywords: Lying speech � Convolutional neural network � Long short-time
memory network � Detection rate

1 Introduction

Lies detection from Speech is a difficult problem of psychological calculation. At
present, lie detection mainly focuses on the research of the selection of phonological
features [1, 2]. For example, Ekman et al. made a statistical analysis of the fundamental
frequency features, and found that the fundamental frequency of the lying speech
segment was significantly improved compared with that of telling the truth [3]. Bond
et al. indicated that when people tell lies, they will have shorter speaking time, fewer
details, more repetition and higher fundamental frequency [4]. Gopalan et al. used an
amplitude modulation and frequency-modulation model to detect lies, and found that
the Tenger’s energy-related features were likely to distinguish the lies [5]. Enos
summarized prosodic features to analyze lying speech [6]. Kirchhbel studied the lie
detection from the influence of different interview modes by using the acoustic and
time sequence features of speech [8]. Zhao Li et al. introduced the development and
basic principle of the lie detection technology, and focused on the research of
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classification algorithm for speech lie detection, furthermore, the prospect of speech lie
detection technology was put forward [9]. Yu Hua et al. proposed a SVM and GMM
combined deception detection classifier approach [10].

Although researchers have carried out a lot of research work, the above research
mainly focuses on the extraction and observation of the traditional prosodic features of
speech, and fails to combine the research on the hidden features of lying speech such as
psychoacoustics and auditory perception, and ignored the analysis of time sequence
features of lying speech. So far, there is no research work to determine the effective
speech features for lie detection, and the obtained lie detection rate is only slightly
higher than the random probability judgment. In view of the problems above, it con-
siders that the psychological state of lying is a dynamic process. There is a strong time-
variability relation and correlation between frames of lying speech, so the features of
different moments play different roles in the detection process. Recently, the neural
network methods such as the Convolutional Neural Network (CNN) and Long Short-
Term Memory (LSTM) network are widely used [11]. CNN is good at extracting the
dependence between local complex features of speech signal, but it cannot extract the
long-term effect relation between features. However, LSTM can not only deal with the
remote dependence between speech time sequences, but also can avoid the problem of
gradient disappearance [12].

In this paper, a sparse optimization based CNN-LSTM lying speech feature
extraction model was proposed. Firstly, the sparse representation of CNN was realized
by introducing l1 norm into the objective function of CNN. The local correlations
between the basic acoustic features of lying speech were extracted by sparse optimized
CNN. Then, inputting the local features into the LSTM neural network, this was used
to extract the long-term feature information between the acoustic features of lying
speech. The feature extraction method based on the fusion of local feature and time
sequence feature had achieved a reasonable detection effect. The experiment results
showed that the deep network of the Sparse Convolutional Neural Network-Long
Short-Term Memory Network (S-CNN-LSTM) could extract a lot of deep time
sequence information which was carried by lying speech signals. This research is an
effective exploration in the research field of lying detection from speech.

2 Time Sequence Feature Extraction Model of Lying Speech

2.1 The Training Process

CNN convolution based on sparse representation is mainly to extract the local inter-
action features and location information between lying speech signals. Meanwhile, the
long short-term memory network is mainly to extract the psychoacoustic features of the
internal interactions of lying speech sequences. Here, the local feature and the time
sequence psychoacoustic feature information were fused to detect the lying psychol-
ogy. The main training process is expressed as following.

Step 1: Lying speech preprocessing. After the frame segmentation, the sequences
were cut down as the same size, and then be averaged and normalized to reduce the
commonness among frames and highlight individual sample differences.
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Step 2: The extraction of local lying speech features. The sparse CNN network was
constructed by introducing the sparse regularization term of l1 norm into the objective
function. The spectrograms input to the constructed network to study the local feature
representation of lying speech.

Step 3: Time sequence features extraction. The short-time features extracted by
sparse CNN were sent into the LSTM network for further learning. The time-domain
information of the past and the future was introduced into the sequence learning, which
made the classification more accurate. The function of Softmax was used as the output
layer of LSTM network. The output layer assigned probability to the prediction results
obtained after LSTM learning, and the highest probability was the final lie detection
result. The algorithm framework model of this paper is shown in Fig. 1.

2.2 Local Features Extraction of Lying Speech

The function of CNN is too simple and sometimes prone to local minimization.
Therefore, in order to solve this problem, the l1 norm as the sparse constraint term was
introduced to the least square error function in this paper. The objective function of
CNN and sparse CNN are expressed as following.

Suppose a set of lying speech training sample is given like this ðx1; y1Þ;
ðx2; y2Þ; . . .; ðxm; ymÞ, among them, yi i ¼ 1; 2; . . .;mð Þ is the training sample with
label, and then the objective function of the CNN can be expressed as:

J ¼ 1
m

Xm

i¼1

XK

k¼1

1
2

hw;b xi
� �

k�yik
�� ��2 ð1Þ

Where, w is the weight of the convolutional neural network, b is the corresponding
bias, k is the number of classes of expected classification, hw;b xik

� �
is a vector with

dimension of k which represents the actual output of the sample, and the J w; bð Þ
represent the sum of the least square error of the samples after network training. In the
training process of convolutional neural network, the most important parameters are the
parameters of weight w and bias b, and the method of gradient descent is usually used
to minimize the error sum of these two parameters. This method firstly obtains a

Fig. 1. The feature extraction model of lying speech
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residual value in the process of forward propagation, then updates the weights and
deviations of the network through continuous iteration in the process of back propa-
gation, and finally calculates the minimum loss value of the whole network.

The cost function based on l1 norm sparse constraint can be expressed as this:

Jh ¼ J w; bð Þþ lL w; bð Þ ð2Þ

Where, the sparse constraint function L w; bð Þ is shown as following:

L w; bð Þ ¼ 1
m

Xm

i¼1

XK

k¼1

1
2
ln 1þ hw;b xið Þk�yik

� �2
f 2

 !
ð3Þ

In order to make the error small enough between the actual output of the sample
and the sample label, this paper introduced the sparse constraint of l1 norm regular-
ization function into the least square error function. Accordingly, a sparse constrained
convolutional neural network was proposed. From Eq. (1), (2) and (3), the objective
function based on l1 norm regularization sparse constraint can be expressed as this:

Jh ¼ J w; bð Þþ l
Xm

i¼1

XK

k¼1

1
2m

ln 1þ hw;b xið Þk�yik
� �2

f 2

 !
ð4Þ

Jh ¼ 1
m

Xm

i¼1

XK

k¼1

1
2

hw;b xi
� �

k�yik
�� ��þ l

Xm

i¼1

XK

k¼1

1
2m

ln 1þ hw;b xið Þk�yik
� �2

f 2

 !

ð5Þ

It means

Jh ¼ 1
2m

Xm

i¼1

XK

k¼1
hw;b xi
� �

k�yik
�� ��þ lln 1þ hw;b xið Þk�yik

� �2
f 2

 ! !
ð6Þ

The second term in the above equation is the sparse constraint term and l is the
regularization coefficient, which controls the sparse measurement results of the
objective function. The value of l and f affect the computational performance of the
convolutional neural network. The main purpose of the sparse constrained CNN net-
work is to improve the sparsity of the network and the efficiency of the speech features.

2.3 Time Sequence Feature Extraction of Lying Speech

In this paper, the LSTM network was adopted with single-layer structure, the number
of hidden layer node was 128, the function was selected as the activation function, and
the function Softmax was used in the output layer. In the process of training and
detection, the hidden layer state of LSTM changed according to the current input and
the hidden layer state of the previous moment, afterwards, the process was continu-
ously cycled until the end. The structure of LSTM is shown in the following Fig. 2.
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The classical Error Back Propagation (EBP) algorithm was used to train the net-
work, and the weight was learned by continuously transferring the leading layer. The
connection weight of each neural network layer was obtained by iterating the error
from the output to the input layer by layer. In this way, the connection weights of each
neural network layer could be obtained. Here, gradient descent algorithm was used
during the training processing.

At the moment of t, the network read the input value xt and the state value ht�1 of
the hidden layer at the previous moment, calculated the state value of the hidden layer
at this moment, and repeated this step until all the input were read. If the function
represented by the cyclic neural network was denoted as f , the formula can be
expressed as this:

ht ¼ f xt; ht�1ð Þ ¼ r Wxhxt þWhhht�1 þ bhð Þ ð7Þ

Where, Softmax was the weight matrix input to the hidden layer, Whh was the
weight matrix from the hidden layer to the other, bh was the bias vector of the hidden
layer, and r� was the function Softmax. Since CNN was prone to gradient disap-
pearance or explosion during training, LSTM network was added the memory unit c,
input gate i, forgetting gate f and output gate o to solve this problem. The combination
of these gates and memory units greatly improved the ability of cyclic neural networks
to process long sequences of speech signal. The formulas of memory units and gate
functions of LSTM-based cyclic neural network can be expressed as follows:

it ¼ r Wxixt þWhiht�1 þWcict�1 þ bið Þ ð8Þ

f t ¼ r Wxf xt þWhf ht�1 þWcf ct�1 þ bf
� � ð9Þ

ot ¼ r Wxoxt þWhoht�1 þWcoct þ boð Þ ð10Þ

ct ¼ ftct�1 þ ittanh Wxcxt þWhcht�1 þ bcð Þ ð11Þ

ht ¼ ottanh ctð Þ ð12Þ

Where, it, ft, ct, and ot respectively represented the vector values of input gate,
forgetting gate, memory unit and output gate. The parameters of the weight value and

Fig. 2. The sequence diagram of LSTM
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offset value of the response were the hyperbolic tangent function. The input gate
controlled the intensity of new input entering the memory unit, the forgetting gate
controlled the intensity of the memory unit maintaining the value of the last time, and
the output gate controlled the intensity of the output memory unit. The three gates were
calculated similarly, but with completely different parameters. They controlled the
memory unit by their different ways. In LSTM network, the error gradient of hidden
layer output was dht, the error gradient could be obtained by calculating the following
formula:

dht ¼ @L
@ht

ð13Þ

dct ¼ @L
@ct

ð14Þ

By further calculation, the following value could be obtained:

dht ¼ @L
@ot

@ot
@ht

þ @L
@htþ 1

@htþ 1

@ht
ð15Þ

dct ¼ @L
@ctþ 1

@ctþ 1

@ct
þ @L

@ht

@htþ 1

@ht
ð16Þ

Then, the weight gradient Wf of the forgotten gate could be updated as:

@L
@Wf

¼
XT
t¼1

@L
@ct

@ct
@ft

@ft
@Wf

ð17Þ

Therefore, by the way introduced above, all the weights of input gate, output gate
and hidden layer could be calculated.

3 Experimental Design and Result Analysis

3.1 Experimental Data Preparation and Evaluation Criteria

This paper selected the polygraph database of Soochow University, including 30 testers
(native speakers of Chinese) from Soochow University. The recording forms mainly
include inductive talk, deliberate imitation game and natural TV program. The corpus
is mandarin, the sampling frequency is 8 kHz, the quantization is 16 bits, and the
storage format is WAV. In this paper, 600 segments of truth speech and 800 segments
of lying speech were randomly selected. The speech frame length was set to 10 ms.
The time sequence information, frequency information and speech data energy of
speech were plotted into a 106 dpi � 80 dpi spectrograms by Fourier transform, which
were used as the input data of the sparse CNN network model.
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In order to unify the size of the spectrum, here, the samples were divided into equal
length. For the original speech signal, it was set as a time sequence N n1; n2;ð
n3; . . .ni; . . .; ntÞ which was composed of n sample points and the original length was t.
For different speech samples, the time length was different, so the sequence length was
not the same. So it needs to align the sequential signals to T in time. The aligned
sequence N 0 n

0
1; n

0
2; n

0
3; . . .n

0
i; . . .; n

0
t

� �
could be obtained by using the following align-

ment method.

n
0
i ¼

ni; i� t
nimodt; i[ t

�
ð18Þ

Here, the sparse CNN was directly used to convolve the original temporal signals
after aligning with multi-layers. When the sampling point covered by the convolutional
window was consistent with the window size of the divided frame, the output values of
the CNN network could be saved as the frame features, which represented the local
features of lying speech signal. The obtained frame features were spliced together along
the time dimension and then input to the LSTM network to extract the time sequence
features. In general, the system detection state has the following four cases (Table 1).

In this paper, Lie Detection accuracy (LDA) was used as the evaluation standard. In
the experiment, it was defined as this:

LDA ¼
Pn

i¼1 piPn
i¼1 pi þ

Pn
j¼1 qj

ð19Þ

Where, n represented the number of tested people, pi was the probability that the i-
th correctly detected person, and Qj was the probability that the j-th person who was
not correctly detected.

3.2 Experimental Results and Analysis

This paper proposed the fusion of local features and time sequence features for
detecting lie from speech. In order to verify the validity of the feature parameters
proposed, it was compared with the traditional acoustic feature extracted based on
partition window. The speech frame features and the global statistical features of
statements extracted by the traditional method were compared, and the Softmax neural
network was used as the classifier. Firstly, the Open source tool Open Smile was used

Table 1. Test status.

Sample type Test results Test status judgment

Truth Truth Correct detection
Truth Lie Error detection
Lie Lie Correct detection
Lie Truth Error detection
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to extract the Basic feature set (BF) of speech frames, including energy, fundamental
frequency, duration, Mel Frequency Cepstrum Coefficient, etc., in which the frame
length was 10 ms, the window length was set to 25 ms, and the frame shift was set to
10 ms. In general, the 64 dimensional frame feature sequence was extracted for each
sample. Secondly, based on the above speech frame feature extraction, the 64 Gaussian
Function was used to extract the Global statistical feature set (GSF). The window
length was set to 100 ms, and the global statistical feature sequence of the statement
was obtained through the convolution function group. Thirdly, Sequential feature
(SF) was extracted by the proposed S-CNN-LSTM network, and then 64 dimensional
feature sequence was obtained after PCA dimension reduction. The correct detection
rate based on different speech features is shown in Fig. 3.

It can be seen from the figure that, in the process of testing with increasing sample
size, the detection rates of the three feature sets based on female and male samples were
all improved. In the three schemes, the correct detection rate of time sequence features
extracted based on S-CNN-LSTM model was higher than that of other features. This
indicated that in the task of lie detection, the effective time sequence features in speech
spectrum had an important impact on the lie detection results.

In this paper, the time sequence feature of lying speech were fully considered, and
the extracted long short-length features were better than the traditional single-feature
expression for the lying state. In this experiment, the average detection rate was 59.2%
based on the 64 dimension of speech frame, including fundamental frequency, zero
rate, MFCC, spectrum energy related features, etc. the average detection rate of 75.1%
based on the 64 dimension of global statistical features, including the prosodic features,
spectrum of relevant features, sound quality, etc. The average detection rate reached
79.8% based on the S-CNN-LSTM model of time sequence features.

In order to verify the effectiveness of the S-CNN-LSTM model proposed in this
paper for lie detection, a comparative experiment was carried out in this paper.

Fig. 3. Correct detection rate of lie under different characteristic parameters
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The training data set was the same as the previous experiment. Here, the CNN model,
LSTM model and CNN-LSTM model were compared and Softmax was used as the
classifier. Due to the deep structure of the deep learning network, it required a large
number of iterations to fully learn the features and fully train the network parameters.
The performance of different models is shown in Fig. 4.

The experimental iteration results are shown in Fig. 4, which represent the correct
detection rates of different iteration times. When the number of iterations was small, the
performance of S-CNN-LSTM network was not outstanding in the above several
networks, because it was impacted by the deep structure characteristics and the setting
of the network parameters. The detection accuracy of the proposed S-CNN-LSTM
network increased gradually in the first 40 iterations for the learning samples of female
and male. Due to the l1 norm was introduced into the objective function of CNN to
realize the sparse representation of CNN. Therefore, the disadvantage that the CNN
network was easy to fall into the local minimum in the process of learning could be
overcame. The computational efficiency was improved by this operation. After many
experiments, when the number of iterations was 100, the S-CNN-LSTM model
obtained the highest correct detection rate of 81.2%. After the experiment, it was found
that when the number of iterations reached about 200, the accuracy of S-CNN-LSTM
tended to be stable with 80.8%. The S-CNN-LSTM network designed in this paper
could achieve higher accuracy in a fewer iterations, and it was better than the existing
network in terms of time efficiency and accuracy.

4 Conclusion

Lie detection from Speech is a complex psychological calculation problem because the
lying state is a complex process of gradual and reciprocating. In this paper, the psy-
chological change information of the liar was obtained by analyzing the local feature

Fig. 4. The detection ability comparison of different models
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and time sequence feature of the acoustic features in speech signals. At present, there is
no clear correlation between phonological features and lying state in the research of
phonological lie detection. Therefore, this paper chose to establish a deep learning
network model to explore the extraction method of feature parameters in lie detection.
By comparing the performance of S-CNN-LSTM, CNN-LSTM and the CNN and
LSTM network models, the lie detection performance was tested. It was found that the
S-CNN-LSTM network model can learn to obtain the time sequence features of speech
well, and had a high accuracy rate for lie detection, which acquired good detection
result. By comparison with CNN, LSTM and CNN-LSTM network, the advantages of
the proposed model in lie detection are verified, which provides a new idea and method
for the practical application of lie detection.
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Abstract. Microarray data has the characteristics of high dimension and few
samples, which brings much difficulty to its processing. It is necessary to expand
microarray data to increase the data sample size. Although the traditional gen-
erative adversarial network (GAN) could expand the sample of microarray data
set, it could not get the corresponding label value of the generated sample and
may generate “dirty” samples. Although the conditional generative adversarial
network could get the labels of the generated samples, it is difficult to make the
algorithm converge, and there are also “dirty” samples in the generated samples.
To ensure that the algorithm could converge and the generated samples have
corresponding labels and eliminate the “dirty” samples in the generated samples,
an improved conditional generative adversarial network based on feature
matching penalty and probability model setting threshold is proposed. On one
hand, to improve the convergence probability of the CGAN, a feature matching
penalty strategy is proposed in this study, which consists in finding a Nash
equilibrium to a two-player non-cooperative game. On the other hand, to
overcome the problem of the “dirty” samples from the generated samples, a
strategy of the probability model is proposed to set the threshold, which could
screen high-quality samples and discard “dirty” samples. The proposed CGAN
could improve the classification accuracy as well as data generation ability,
which is conducive to the diagnosis of diseases and the development of func-
tional genomics. Experimental results on several public microarray data sets
verifies the effectiveness of the proposed CGAN.

Keywords: Microarray data � Conditional generative adversarial network �
Generated samples � Probability model � Feature matching

1 Introduction

Microarray data sets [1] are two or multi classification related to diseases or human
physiological states, which are characterized by high dimension of data and small
number of samples. Moreover, most microarray data contains noise. All these char-
acteristics bring great obstacles to the processing of microarray data.

Variational Autoencoders (VAEs) [2] are classical model of generating samples.
Because VAEs focus on the approximate likelihood of the examples, they share the
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limitation of the standard models and need to fiddle with additional noise terms. With
the assumption that word vectors in different languages could be drawn from a same
latent variable space, a novel approach was proposed in [3], which builds cross-lingual
dictionaries via latent variable models and adversarial training with no parallel corpora.
However, this method is difficult to be applied to microarray data, and could not
generate the expected samples. The “adversarial autoencoders” (AAE) was proposed in
[4], which is a probabilistic autoencoder using the generative adversarial networks
(GAN) to perform variational inference by matching the aggregated posterior of the
hidden code vector of the autoencoder with an arbitrary prior distribution, but this
method is difficult to generate data for the specified label.

Recently the generative adversarial network (GAN) [5] has aroused much interest
because of the verisimilitude of the generated images, and many methods are proposed
to use generative adversarial network to generate samples [6–10]. The remote sensing
sample generation method [11] adopted the generative adversarial network based on
Wasserstein distance to expand the remote sensing image sample set of construction
waste. DCGAN [7] used the trained discriminators for image classification tasks,
showing competitive performance with other unsupervised algorithms. The method of
a zero-centered gradient penalty was proposed in [13], which was used to improve the
generalization of the discriminator by pushing it toward the optimal discriminator, and
the penalty guaranteed the generalization and convergence of GANs. The above
generative adversarial networks are suitable for the generation of samples without
labels, because it could only get the generated sample data and could not get the
corresponding labels of the samples.

To overcome the shortcoming of GANs, many conditional generative adversarial
networks were proposed to generate the sample of the specified label. In 2014, Mehdi
Mirza et al. first introduced conditional generative adversarial network (CGAN) in [14],
which added constraints to the original GAN, and introduced the conditional variable y
into the generation model and discrimination model to guide generating data.
A structure-aware image-to-image translation network was proposed in [15], which is
composed of encoders, generators, discriminators and parsing nets for the two domains,
respectively, in a unified framework. The purposed network generates more visually
plausible images compared to competing methods on different image-translation tasks.
A camera style (CamStyle) [16] adaptation method was proposed to regularize CNN
training for person re-ID. CamStyle can serve as a data augmentation approach that
smooths the camera style disparities. Specifically, with CycleGAN, labeled training
images can be style-transferred to each camera, and, along with the original training
samples, form the augmented training set. The above methods could generate data with
similar labels, but the generative samples may contain some dirty samples.

To solve the above problems, an improved conditional generative adversarial
network based on feature matching penalty and probability model to set threshold is
proposed. Firstly, the conditional generative adversarial network is directly applied to
microarray data set, and the discriminator and generator loss could not be in the
antagonistic state, which could not make the algorithm converge. Therefore, the dis-
criminator loss function uses the feature matching [17] strategy with penalty to ensure
that the discriminator and generator are in a state of confrontation, which promotes the
convergence of the algorithm. Although the sample quantity has been expanded, there

106 S. Fang et al.



are the following problems: there may be “dirty” samples in the generated samples,
whose quality could not be judged. Secondly, to reduce “dirty” samples generated by
the CGAN with feature matching penalty, a probabilistic model of setting thresholds is
used to screen the generated samples and retain the high-quality samples.

2 Preliminaries

2.1 Conditional Generative Adversarial Network

Generation adversarial network (GAN) [5] is different from most algorithms. The
algorithm has two players: generation model (G) and discrimination model (D). The
purpose of the discriminant model is to distinguish the authenticity of the generated
samples, and the purpose of the generation model is to make the ability of the generated
samples as strong as possible. D is trained to maximize the probability of assigning the
correct label to both training examples and samples from G. G is simultaneously
trained to minimize logð1� D G zð Þð Þ. In other words, D and G play the following two-
player minimax game with value function V G;Dð Þ:

min
G

max
D

V G;Dð Þ ¼ Ex� pdata xð Þ logD xð Þ½ � þEz� pz zð Þ loglogð1� D G zð Þð Þ½ � ð1Þ

where G and D are generators and discriminators, z is the input noise distribution data,
and x is the input real data. When generative adversarial network is used to generate
microarray data, the generated samples will be obtained. However, the tag corre-
sponding to the generated samples could not be obtained. Therefore, the following
introduction is required to conditional generative adversarial network.

Conditional generative adversarial network (CGAN) [14] could not only generate
microarray data, but also specify tags to generate data sets. But the loss function of
CGAN and GAN is a little difference, the loss function formula of CGAN introduced in
the condition of variable y, the model can generate specific type or label samples. The
objective function of a two-player minimax game would be as Eq. (2):

min
G

max
D

V G;Dð Þ ¼ Ex� pdata xð Þ logDðxjyÞ½ � þEz�Pz zð Þ logð1� DðGðzjyÞÞ½ � ð2Þ

where G and D are the generator and discriminator respectively, z is the noise distri-
bution data of the input, x is the real data of the input, and y is the specified label value.

2.2 Determine the Quality of the Generated Sample

Conditional generative adversarial network can generate microarray data, but there are
“dirty” samples in the generated samples, so it is necessary to screen the generated
samples, keep high-quality samples and discard the “dirty” samples. Therefore, the
paper [17] proposes to use Inception Score to calculate the value of conditional
probability to judge the quality of the images, as shown in Eq. (3):
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IS Gð Þ ¼ ExKL p yjxð Þjjp yð Þð Þ ð3Þ

where x is the input image, y is the object in the image, and Inception Network [18] is a
network with excellent local topological structure, input images into the Inception
Network to determine the conditional probability of each object in the image.

3 The Proposed CGAN

In order to overcome the defects of traditional CGAN which could not converge and
generate “dirty” samples, an improved conditional generative adversarial network
based on feature matching penalty and probability model setting threshold is proposed.
To overcome the problem that the traditional CGAN is difficult to converge, a feature
matching strategy with penalty is proposed, which consists in finding a Nash equi-
librium to a two-player non-cooperative game. To overcome the problem of the “dirty”
samples from the generated samples, a strategy of the probability model is proposed to
set the threshold, which could discard “dirty” samples and obtain high-quality samples.

3.1 The Improved Feature Matching with Penalty

When the loss function Eq. (2) above is used to generate the microarray data set, it is
found that the traditional CGAN could not converge, that is, the loss of generator is
small, while the loss of discriminator is large. In order to balance the loss of both, an
improved method of discriminator loss function is proposed, as shown in Eq. (4):

min
G

max
D

V G;Dð Þ ¼ Ex�Pdata xð Þ logDðxjyÞ½ � þ Ez�Pz zð Þ logð1� DðGðzjyÞÞ½ �
þ r � feature loss

ð4Þ

where r is the penalty factor, and feature loss is feature matching, as shown in Eq. (5):

feature loss ¼ 1
N

XN
i¼1

di � gið Þ2 ð5Þ

where N is the total number of layers of the discriminant network, and di and gi is the
eigenvector of the real sample and generated samples respectively through the layer i
discrimination network. In order to balance the loss of both, the two feature vectors di
and gi are calculated as the mean-square error, and the penalty factor r times of the
feature vectors is taken as part of the discriminator loss, which could make the pro-
posed CGAN become stable. At present, r is the optimum value obtained after many
experiments.

3.2 The Improved Probability Model to Screen High Quality Samples

Although the feature matching strategy with penalty could improve the convergence of
the CGAN, the CGAN may generate “dirty” samples. In order to filter the “dirty”
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samples in the generated samples, a probabilistic model based on threshold is proposed
in this study.

In GAN, the calculation of the generative picture quality is provided by Eq. (5). If
the value of the conditional probability P (y| x) (x represents the picture and y repre-
sents the main object in the picture) is high, the object could be highly predicted and
the content of this picture is the object. Based on this idea, the samples generated by the
CGAN based on the feature matching strategy with penalty are substituted into the
probability model, if the classification of samples is correctly determined and the
probability of discrimination is greater than or equal to the set probability threshold, the
samples will be considered as high-quality samples; otherwise, the sample is consid-
ered “dirty” samples and discarded.

3.3 The Proposed Conditional Generative Adversarial Network Based
on the Feature Matching Penalty and Probability Model

The flowchart of the proposed conditional generative adversarial network based on the
feature matching strategy with penalty and probability model is shown in Fig. 1, and
the detailed steps are descripted as follows.

Step1: Get the original accuracy and save the model. The original data set is
preprocessed to obtain the test set and train set, as well as the label corresponding to
the test set and the train set. Classification algorithm is used to train the train set, and

Fig. 1. The main framework of the proposed CGAN
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then the test set is tested to obtain the accuracy test_acc (TA), and the model is
saved as save_model.
Step2: Get high quality samples by proposed CGAN. The CGAN based on
feature matching penalty is used to train the original data set, and the sample
corresponding to each label is generated, denoted as G_samples. The above model
save_model could be a probability model and load the saved model save_model.
The generated samples G_samples are input into the probability model to obtain the
probability value of each category. The screening criteria is as follows: the prob-
ability model save_model must correctly classify the generated samples, and the
conditional probability of the category is greater than a certain threshold. If the
above two conditions are met, the sample is retained; otherwise the sample is
discarded.
Step3: The new accuracy is obtained and compared with the original accuracy.
The retained samples are mixed with the original training set to obtain the new
training set. The test set is the same as the original test set. The new training set is
trained by reusing classification algorithm, and the test set is tested to obtain the
new accuracy new_test_acc (NTA), and the NTA is compared with the previous
TA. If the NTA is higher than the original accuracy TA, it indicates that the
generated samples are realistic to the real data, which could increase the sample size
and facilitate classification.

4 Experimental Results and Discussion

In order to verify the feasibility and performance of the proposed algorithm, experi-
ments are conducted on four data sets, as shown in Table 1. These data sets are selected
from the paper [19], and the entire experiment is performed on Python 3.6.2, Intel(R)
Core(TM) i5-5200u, 2.20 GHz, and 8 GB RAM.

4.1 The Effectiveness of the Feature Matching Strategy with Penalty

Through experiments, it is found that the loss of discriminator was relatively small,
while the loss of generator is much larger, failing to achieve the effect of relative
balance between discriminator and generator, and the model would collapse.
The CGAN based on feature matching strategy with penalty keeps the discriminator

Table 1. Details of the four datasets

Dataset name Sample size Number of genes Number of categories

Lung cancer 32 56 3
WBCD 569 30 2
Colon cancer 62 2001 2
Leukemia 72 7129 2

110 S. Fang et al.



and generator in a balanced state. The discriminator loss and generator loss are shown
in Fig. 2 below.

It could be seen from the Fig. 2 that the discriminator loss without feature matching
penalty strategy could not reach a relatively balanced state with the generator loss,
which makes the proposed CGAN difficult to converge. Through the feature matching
strategy with penalty, discriminant loss and the generator loss were similar and dis-
criminator model and the generator model is in a state of the Nash equilibrium, which
could make the algorithm converge and verify that the feature matching strategy with
penalty is effective.

Fig. 2. The comparison between the feature matching strategy without penalty and the one with
penalty on the different microarray data sets
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4.2 The Three Classification Algorithms for Generative Sample

The feature matching strategy with penalty is used to generate samples for the above
four data sets, and the generated samples are screened by using probability model
strategy. If the probability model classifies the samples correctly, the samples are
retained; otherwise, the samples are discarded. The retained samples are mixed with the
original training set to form a new training set. The test classification accuracy obtained
on the original data is called TA in Table 2, and the test classification accuracy
obtained on the data generated by the proposed method is called NTA in Table 2. The
classification algorithm uses three different algorithms to classify the data set, namely
the fully connected neural network algorithm [20], the decision tree [21] and KNN
[22], to verify the feasibility of the probability model strategy. The experimental results
are shown in Table 2.

From Table 2, the CGAN based on feature matching strategy with penalty could
generate similar real samples. Experimental results on several public microarray data
sets show the mean accuracy has been improved for all three classifiers, which indicates
that the feature matching strategy with penalty could generate realistic samples.

4.3 The Probabilistic Model of Setting the Threshold Value

On the basis of the above experiments, the probability model setting different thresh-
olds is used for the four data sets to screen high-quality samples. If the conditional
probability value about the sample calculated by the probability model is greater than
the set threshold, the sample is retained; otherwise, the sample is discarded. The
retained samples are expanded to obtain a new training set and the new accuracy
test_acc_threshold is obtained, and compared the accuracy under different thresholds.
The classification algorithm here is the full-connected neural network mentioned
above. The experimental results are shown in Fig. 3.

Table 2. The mean classification accuracy and standard deviation obtained by the different
classifiers on the original dataset and the generative dataset

Data Classifier

Full connected neural network Decision tree KNN

Mean accuracy (%) ± Std. Mean accuracy (%) ± Std. Mean accuracy (%) ± Std.

TA NTA TA NTA TA NTA

Lung 25.71 ± 1e−2 34.38 ± 2e−2 48.56 ± 5e−3 54.28 ± 3e−3 71.42 ± 0 82.85 ± 3e−3

WBCD 95.78 ± 1e−5 95.96 ± 7e−5 92.47 ± 2e−5 92.64 ± 1e−5 98.02 ± 0 98.92 ± 0

Colon cancer 73.33 ± 4e−3 74.99 ± 6e−3 58.33 ± 0 69.60 ± 2e−3 58.33 ± 0 64.99 ± 7e−3

Leukemia 67.99 ± 6e−3 75.99 ± 8e−3 87.30 ± 5e−3 92.72 ± 1e−3 81.33 ± 0 82.53 ± 3e−5
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In Fig. 3, the accuracy of classification is different when different thresholds are set
for the same data set. The accuracy after setting appropriate thresholds is higher than
that without thresholds, and there is an optimal threshold to maximize the accuracy of
classification. On the Lung Cancer data set, the optimal threshold is 0.8, and the
accuracy of both thresholds (0.7, 0.85) decreases. On the WBCD data set, the optimal
threshold is 0.9, and the accuracy of the thresholds (0.95, 0.98) decreases continuously.
On the Colon Cancer data set, the optimal threshold is 0.85, and the accuracy corre-
sponding to the threshold (0.7, 0.8) increases continuously. On the Leukemia data set,
the optimal threshold is 0.8, and the accuracy corresponding to the threshold (0.6, 0.7)
increases continuously.

5 Conclusions

To ensure that the traditional CGAN could converge and the generated samples had
corresponding labels and eliminate the “dirty” samples in the generated samples, an
improved conditional generative adversarial network based on feature matching penalty
and probability model setting threshold was proposed. Among them, the feature
matching strategy with penalty could make the algorithm converge, which consists in
finding a Nash equilibrium to a two-player non-cooperative game. A strategy of the
probability model was proposed to set the threshold, which could screen high-quality
samples and discard “dirty” samples. Experimental results verified the proposed CGAN
could improve the classification accuracy as well as data generation ability.

Although the experiment has verified the quality and validity of the generated
samples on the four datasets, more microarray data sets need to be verified by this
method. The penalty value of feature matching strategy and threshold should be
adaptive.

Fig. 3. The classification accuracy obtained by full connected neural network on several public
microarray data sets versus the different thresholds
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Abstract. In this paper, a morphological neural network (MNN) cognitive tree
model related to multi disciplines is proposed. The model has four layers: soil
layer, primary layer, growth layer and presentation layer. Through the study of
MNN at different levels, the cognitive function and mechanism of MNN are
profoundly revealed, and the theoretical framework of MNN cognition is
established. This paper can be seen as an example of multi-disciplinary cross-
over and fusion research, which not only helps to improve the understanding of
MNN itself, but also brings some inspirations to promote the interdisciplinary
research and coordinated development of computer science, artificial intelli-
gence, neurobiology, cognitive psychology and so on.

Keywords: Morphological neural network � Cognitive model � Multiple
disciplines � Crossover and fusion

1 Introduction

Nowadays, the development of science and technology is changing with each passing
day, and it is fruitful. Among them, many scientific and technological achievements
come from interdisciplinary integration. For example, the world-famous AI was
founded by 10 scientists in the fields of mathematics, psychology, neurophysiology,
information theory and computer science. Researchers in the field of AI span many
fields, such as neuroscience and psychology. As a result, they have brought about a
high yield of academic research [1]. For example, building on the Parallel Distributed
Processing movement’s appeal to biological computation, current state-of-the-art
convolutional neural networks (CNNs) incorporate several canonical hallmarks of
neural computation, including nonlinear transduction, divisive normalization, and
maximum-based pooling of inputs [2]. These operations were directly inspired by
single-cell recordings from the mammalian visual cortex.

Recently, however, some scholars are worried. For example, researchers in the
fields of neuroscience and AI argue that interactions between disciplines have become
less common because of the enormous advances in complexity in both disciplines and
the consolidation of disciplinary boundaries, making it more difficult to cross disci-
plines [3]. We believe that this concern is justified. Many high-level research results are
the product of interdisciplinary research, which in turn promotes the coordinated
development of multidisciplinary research. It can be seen that multi-disciplinary
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interaction and cooperation is how important, which is the inevitable trend of the
development of science and technology today [4, 5].

However, interdisciplinary research is challenging. At present, there is no unified
theory and method to follow, and there are not many mature experiences and examples
to refer to. This paper attempts to study interdisciplinary intersection and fusion and
present a model and an example of interdisciplinary research involving AI, neurobi-
ology, and cognitive psychology. In particular, we put the morphological neural net-
work (MNN) as a cognitive neural network and proposed an MNN cognitive tree
(MNNCT) model. It has four layers: the soil layer, the primary layer, the growth layer
and the fruit layer. The morphological cognitive neural network is studied at these four
levels. Jiao et al. pointed out that cognitive neural network is one of the important
research directions in the future [6]. The paper aims to deeply reveal the cognitive
function and cognitive mechanism of MNN and integrate the theoretical framework of
MNN cognition by studying the psychological and neurobiological foundation of
MNN cognition, the structure of neurons and networks, learning and memory methods,
cognitive ability and performance level. We hope that the study of MNN cognitive tree
can bring some enlightenment and help to the interdisciplinary crossing and integra-
tion, especially to the cross research of cognitive neural network.

2 MNNCT

Artificial neural network (ANN) is the product of human intelligence. Inspired by the
nature and aiming at the cognitive problem of MNN, we proposed a cognitive
framework of MNN, called morphological neural network cognitive tree, or MNNCT,
as shown in Fig. 1.

The MNNCT is divided into four levels, from the bottom to the top, which are the
soil layer, the primary layer, the growth layer and the fruit layer. The soil layer is at the
bottom of the theory model, mainly including basic neurobiological theory, basic
theory of cognitive psychology, AI and computational intelligence theory. This layer

Fig. 1. Morphological neural network cognitive tree.
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provides the necessary nutrients for the MNNCT, which is MNN’s “culture medium”.
There are various elements in it. Some elements are large amounts and main elements,
while others are small amounts, called micro-nutrient. It is important to note that
micronutrients, although in small amounts, may be essential, otherwise they may cause
neural network malnutrition and congenital deficiencies. Under the urging of various
nutrients, the morphological neural network began to germinate, and some morpho-
logical neurons and an MNN constructed by connecting many neurons were born, thus
entering the primary layer.

In the key next layer—the growth layer, under the guidance of the instructor and
the “photosynthesis” of the environment, MNN began to receive “education” through
effective learning (morphological neural computing). It remembered a lot of knowl-
edge, and formed some memory matrices (WXY, MXY, AXY, BXY, VXY, TXY, etc.) in its
neural network [7–10]. It learned associative memory and possessed some basic
cognitive qualities and ability. Next, MNN began to show its cognitive abilities. It can
discover connections and knowledge from the data, and quickly remember the learned
knowledge in a unique work way (similar to “One-Trial Learning”) that is different
from traditional neural networks, thus in the association memory, pattern recognition,
image processing, classification and prediction, evidence reasoning and other aspects it
shows excellent cognitive abilities [11–13], resulting in “rich results”.

3 Soil Layer

3.1 The Structure of the Soil Layer of Neural Network

Artificial neural network (ANN) is a simulation of the structure and function of bio-
logical neural network in brain. In other words, ANN was built on a model of the brain
and its nervous system, and if that foundation wasn’t strong, nothing would happen.
Two of these disciplines cannot be ignored: neurobiology and cognitive psychology.

ANN is a mathematical model based on the basic principle of neural network in
biology. After understanding and abstracting the structure of human brain and the
response mechanism of external stimulus, using the topological knowledge of network
as the theoretical basis, it simulates the processing mechanism of complex information
of human brain’s neural system. The idea of constructing neural networks is inspired by
the operation of biological neural networks. It combines the knowledge of biological
neural networks with mathematical statistical models and accurately describes and
implements them with the help of mathematical statistical tools.

On the other hand, in the field of artificial perception in AI, we use mathematical
statistics to enable neural networks to have human-like decision-making ability and
simple judgment ability. This method is a further extension of traditional logic cal-
culation. Neural network is a mathematical model that uses information processing
mechanism similar to the connection structure of the brain’s synapses. It is simulated
on the basis of human understanding of its own brain tissue structure and thinking
mechanism. It is rooted in neuroscience, Mathematics, thinking science, AI, statistics,
physics, computer science, and engineering science. From this we can see the general
appearance of the soil layer where an ANN is grown, which mainly includes
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neurobiology, cognitive psychology, computational science, AI, as well as theories and
methods of other disciplines [14, 15]. Figure 2 depicts the basic structure of the soil
layer of ANNs.

3.2 Inspiration from Neurobiology

Let us take a look at neurobiology [16], which directly inspired the birth of ANNs.
Among them, the most important is the brain biological neuron model. Although the
structure of biological neurons is well known, we must emphasize it because it is so
important. A typical biological neuron is a single cell (as shown in Fig. 3), and each
cell is composed of a cell body and many tendrils extending from the body. The body
or somatic cells contain machines for maintaining basic cell functions and energy
processing (for example, DNA-containing cell nuclei, and organelles for building
proteins and processing sugar and oxygen). There are two types of tendrils: dendrites,
which receive information from other neurons and bring them into the cell body; axons,
which send information from the cell body to other neurons.

One can divide neurotransmitters and their receptors into excitatory and inhibitory
classes [17]. In the case of excitatory neurotransmission, spikes (electrical pulses)

Neurobiology
Cognitive
psychology

Computing science Other related 
disciplines

Soil layer 
of ANN

Fig. 2. Soil layer structure of ANN.

Fig. 3. Neuronal structure.
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received from the transmitting neuron increase the likelihood that the receiving neuron
may also have spikes. This is due to the special nature of activated receptors on
receptor neurons. When inhibitory neurotransmitters bind to inhibitory receptors, the
electrical energy received by dendrites in neurons decreases rather than increases.
Generally, neurons have receptors for excitatory and inhibitory neurotransmitters, but
can release (transmit) only one or another.

In mammalian cortex, there are more excitatory neurons (releasing neurotransmitter
glutamate from each spike) than inhibitory neurons (releasing neurotransmitter GABA
from each spike). However, these inhibitory neurons are very important to increase the
information selectivity of receiving neurons, to turn off neurons for information routing
and to prevent epileptic activities.

In deep learning networks, there is no difference between excitatory and inhibitory
neurons (only neurons with excitatory or inhibitory neurotransmitters, respectively).
The output activity of all neurons is greater than zero, which is a model inhibited
synapse. The weight of the synapse is allowed to be negative, in which case the input
from the transmitting neuron causes the output of the receiving neuron to decrease.

3.3 Inspiration from Cognitive Psychology

Cognitive psychology is one of the important nutrients in the soil layer of ANNs,
providing indispensable nutrients such as attention, perception, memory, association,
and thinking. Cognitive psychology regards the cognitive process as a system of
information processing according to a certain program consisting of a series of con-
secutive cognitive operation stages such as information acquisition, coding, storage,
extraction and use [18].

Atjason and Hiflynn first proposed a three-level processing model of memory
information (see Fig. 4). They believed that after external information entered the
memory system, it experienced three stages: sensory memory, short-term memory and
long-term memory [19].

External information is input into sensory memory first, and sensory memory has
rich information. It has some characteristics of each sensory channel. It can be divided
into image memory, audio-visual memory, etc., but it will disappear soon. Some
information will be re-encoded into short-term memory. The form of information
encoding may be auditory, spoken or written language, and the information of short-
term memory will also disappear quickly. The short-term memory can be regarded as a
buffer, or it can be regarded as a processor where information enters the long-term

Fig. 4. Three-level processing model of memory information.
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memory. Long-term memory is a real information library, where information can be
aural, spoken, written, or visually encoded. The information in the long-term memory
may not be extracted because of fading, interference, or reduced strength, but the
storage of this information can be said to be permanent. In this model. The transfer of
information from one memory stage to another is mostly controlled by people con-
sciously or unconsciously. Retelling is the key to complete the transfer of information.
Simply keeping the retelling does not work. Only accurate and integrated retelling can
organize the retelling material and link it with other information. Processing at a deeper
level can transfer information from short-term memory to long-term memory.

Researchers have proposed many new ANN models based on psychology. For
example, network models based on episodic memory, ANN models based on dual
memory [20], lattice associative memory models with dendritic structures [21] and so
on. These new ANN models inspired by psychology have obtained better network
performance and application effects.

4 Birth Layer

The pace of humans studying themselves and understanding themselves has never
stopped. This curiosity and research motivation gave birth to ANN’s original seeds.
Different from the traditional neural network model, the basic calculations in the MNN
model are based on the algebraic lattice structure (R, ^, _, +), wherein the symbols ^
and _ represent the binary operations of minimum and maximum, respectively [7–13].
The nonlinear of MNN is stronger than that of traditional neural network. The basic
computational model of MNNs is as follows:

siðtþ 1Þ ¼ ^n
j¼1 ajðtÞþwij ð1Þ

aiðtþ 1Þ ¼ f ðsiðtþ 1Þ � hiÞ ð2Þ

or

siðtþ 1Þ ¼ _n
j¼1 ajðtÞþwij ð3Þ

aiðtþ 1Þ ¼ f ðsiðtþ 1Þ � hiÞ ð4Þ

Where aj(t) denotes the value of the jth neuron at time t, n represents the number of
neurons in the network, wij the synaptic connectivity value between the ith neuron and
the jth neuron, si(t+1) the next total input effect on the ith neuron, hi a threshold, and
f the next state function which usually introduces a nonlinearity into the network.

MNN is a newer ANN. Its network structure and learning algorithm are essentially
different from traditional ANNs. MNN is a two-layer network, namely the input layer
and the output layer. The connection weight matrix between two layers of neurons
(memory matrix WXY/MXY) is not obtained by dynamic learning or training, but by
one calculation (“one trial learning”). Figure 5 shows a morphological neuron model.
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5 Growth Layer

The ANN cognitive tree after birth soon entered its growing period. Unlike trees in
nature, ANN does not have natural learning ability, its learning ability is endowed by
people. Researchers have designed various learning methods for ANN. For example, in
1949, in the book “Organization of Behavior”, psychologist Donald O. Hebb. analyzed
the change rules of connection strength between neurons, and based on this, he pro-
posed the famous Hebb learning rule. Here, we focus on the growth layer of mor-
phological neural networks.

Let X and Y are a pair of associative memory matrices, the X is the input mode
matrix of dimension n � p, and the Y is the output mode matrix of dimension m�p,
using the unified framework of MAMs for the representation, then the minimal product
associative memory that contacts X and Y is defined by

WXY ¼ Y ^O X' ð5Þ

WXY is matrix of dimension m � n, and its i, jth entry is defined by

wij ¼ ^p
k¼1 yikOxjk ¼ ðyi1Oxj1Þ ^ � � � ^ ðyipOxjpÞ: ð6Þ

The maximum product memory contacting X and Y is given by

MXY ¼ Y _O X' ð7Þ

MXY is matrix of dimension m � n, and its i, jth entry is defined by

mij ¼ _p
k¼1 yikO xjk ¼ ðyi1O xj1Þ _ � � � _ ðyipO xjpÞ: ð8Þ

In the above equation, O represents an abstract operation symbol, which can be +,
−, � or /, namely four arithmetic operation symbols, or log and exp logarithmic and
exponential transcendental operation symbols. After such neural calculations, MAM
obtains the memory matrix WXY and MXY. The memory matrix is essentially the
relationship matrix between input and output, which corresponds to the connection
weights in a standard ANN.

When the input pattern matrix X is provided to the network, the associative
memory output matrix Y0 is calculated by

Fig. 5. A model of morphological neuron.
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Y0 ¼ WXY _
H
X ð9Þ

Y0 is matrix of dimension m � p, and the i, jth entry is defined by

yij ¼ _n
k¼1 wikHxkj ¼ ðwi1Hx1jÞ _ � � � _ ðwinHxnjÞ ð10Þ

or

Y0 ¼ MXY ^
H
X ð11Þ

and the i, jth entry is defined by

yij ¼ ^n
k¼1 mikHxkj ¼ ðmi1Hx1jÞ ^ � � � ^ ðminHxnjÞ: ð12Þ

When Y0 = Y, WXY and MXY are called the complete recall memories for (X, Y).
In order to better simulate biological neurons and biological neural networks, Ger-
hard X. Ritter et al. also developed a morphological neuron and morphological neural
network with dendritic structure [21].

6 Fruit Layer

The growth layer is the layer of development, learning and memory of ANN. Through
specific training methods and effective learning, it has remembered a lot of knowledge,
formed some memory matrices (WXY, MXY, etc.) in the network, and learned asso-
ciative memory, with some cognitive abilities. It shows excellent performance in
associative memory, pattern recognition, image processing, classification and predic-
tion, evidence reasoning, etc., and bears “lots of fruit.”

6.1 Unlimited Storage Capacity

MNN has unlimited storage capacity. As mentioned above, after the morphological
calculation between the output and input modes, the memory matrices WXY, MXY, etc.
are established. The relationship between input and output modes or mode character-
istics is stored in these matrices. From the previous formulas (5) to (12), we can see that
these memory matrices are of m � n dimensions, where m is the dimension of the
output mode and n is the dimension of the input mode. The size of the memory matrix
is entirely determined by their product, regardless of the number of mode pairs
involved in learning or memory. This means that in theory MNN has unlimited storage
capacity. In practice, it is also possible to achieve unlimited storage capacity. We can
take a step-by-step calculation and two-in-one synthetic calculation strategy, that is,
first calculate the memory matrix of a part of the training mode, then calculate a sub-
memory matrix of a new mode, and then combine it with the previously obtained
memory matrix. With this strategy, no matter how large the training set is, as long as it
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exists, then we can always achieve their memory matrix. The previous formula also
illustrates the feasibility of achieving unlimited storage capacity of MNN.

6.2 The Ability of One Trial Learning

The convolutional neural network (CNN) is a typical representative of DNN (deep
neural network), but Zhou, Jin and Dong pointed out that the success of CNN does not
mean that various previous problems can be solved or improved [22]. In the analysis of
financial data, it was found that CNN did not achieve the expected performance. Zhu,
Li, Jiao, et al. pointed out that the depth of deep networks is currently hundreds or even
thousands of layers, and increasingly complex network models have brought chal-
lenges to the timeliness of their applications [23]. The same challenge also comes from
cognitive psychology, because traditional neural networks are not yet able to simulate
the task of “one trial learning” [24].

The author’s research shows that MNN and MAM can solve the simulation
problem of “one trial learning” [11]. The theoretical analysis of MAM can illustrate this
point. From the previous formulas, we can know that we only need to perform a
morphological calculation on matrix X and matrix Y to obtain the relationship matrix
WXY, MXY, etc., that is to say, memories are stored in them. There is no iteration, and
no convergence problem. It belongs to “one trial learning”. Obviously, there is a huge
difference of the neural computing method between MNNs and traditional neural
networks. This difference enables MNNs to solve the simulation problem.

6.3 Ability to Resist Noise

MNN has good noise robustness, especially the ability to resist single corrosion or
expansion noise. Theorem 1 gives the noise boundary of memory WXY and MXY in
MAM.

Theorem 1. Assume that ~xc denotes a distorted version of xc. WXY
�
_~x

c ¼ yc, if and
only if

excj � xcj _ ^m
i¼1

_
n 6¼c

yni � yci � xnj
� �

� �

8j ¼ 1; � � � ; n ð13Þ

At the same time, for each row entry i 2 {1, …, m}, there exists a column entry ji 2
{1, …, n}, such that

excji ¼ xcji _ _
n 6¼c

yni � yci � xnji

h i

� �

: ð14Þ

Similarly, WXY
⊙

∨
~ γx = γy , if and only if

excj � xcj ^ _m
i¼1 n̂ 6¼c

yni � yci � �xnj
h i

� �

8j ¼ 1; � � � ; n ð15Þ
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At the same time, for each row entry i 2 {1, …, m}, there exists a column entry ji 2
{1, …, n}, such that

excji ¼ xcji ^ n̂ 6¼c
yni � yci � xnji

h i

� �

: ð16Þ

Theorem 1 shows that WXY has the ability to resist corrosion noise, while MXY the
ability to resist expansion noise. For more information, please refer to the literatures [7–
10].

6.4 Implicit Learning Ability

Implicit learning has three characteristics, namely, automaticity, abstractness and
comprehensibility [25]. Firstly, implicit learning is carried out automatically, generally
there is no or little attention to participate; secondly, it is abstract, the knowledge
acquired through implicit learning can be transferred to examples of other scenarios;
Third, it is comprehensible, and what is learned implicitly is not a messy and
incomprehensible thing, but something that can be explained.

MNN can not only simulate “one trial learning”, but also better simulate “implicit
learning”. Compare the characteristics of MNN with the characteristics of “implicit
learning” to know. First of all, MNN is “one trial learning”, there is no need to
repeatedly train based on what “goals”, and “do not stop until the goal” does not exist
on MNN. We only need to start the program, perform a neural calculation according to
the formula, and get the corresponding memory matrix. This is compatible with the
automaticity and unconsciousness of “implicit learning”. Secondly, MNN is highly
abstract, and the results of learning can be applied to other related scenarios, which
corresponds to the abstraction of “implicit learning”. Third, MNN is based on strict
mathematical morphology. Its learning process is easy to track, and its learning results
are also easy to interpret. We give an example of MAM network simulating implicit
learning below.

In this experiment, it is assumed that the subjects are watching a sports program on
TV. At the same time, the breast cancer data set D1 is placed on the desk in front of
them, which is easy to see. The data set has been desensitized and is therefore safe.
When the sports program ends, the conclusion part of D1 is covered and presented to
the subjects at the same time. There are only two conclusions, benign or malignant,
chosen by the subjects. Then, another data set D2 in which its conclusions are hidden is
provided to the subjects and let them try to write the classification information of the
conclusions. Finally, the participants’ statistical data were classified and checked to see
if they had learned implicit knowledge. After statistics, the accuracy rates of the par-
ticipants’ learning and prediction accounted for a certain proportion. When the accu-
racy rate exceeds 50%, for example, greater than 60%, it can be considered that the
subjects have learned “pro tacit knowledge”, that is, some knowledge about breast
cancer classification are obtained by “implicit learning”.

The breast cancer data set started with 369 examples, and then gradually increased
to 699. We chose the initial 369 samples for the experiment. We divided the 369
samples into two subsets D1 and D2, which were used as training set and test set
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respectively. D1 has 200 samples (benign: 116, malignant: 84), and D2 has 169 samples
(benign: 85, malignant: 84). In this experiment, we selected the self-associative
memory, that is, auto-MAM of X ! X. The experimental results are shown in Table 1.

The experimental results show that these MAM networks have a certain learning
effect on the Breast Cancer Dataset. Among them, “subjects” MAM|WXY, MAM|MXY,
FMAM|AXY and FMAM|BXY have better learning accuracy. The average accuracy of
the 4 MAM networks reaches 0.9261. This experiment simulates implicit learning to a
certain extent. With the help of MAMs and other MNNs, it can bring some inspiration
to the research of cognitive psychology and neurobiology, thereby promoting the
coordinated development of multiple disciplines.

7 Conclusions

From the perspective of interdisciplinary research, this paper proposes the model of
MNNCT. Under the guidance of this research framework, MNN is studied in multi-
level and multi-dimension. Through the research on cognitive psychology and neu-
roscience basic, neuron and network structure, learning and memory methods, cogni-
tive ability and performance level of MNN, the paper deeply reveal the cognitive
function and mechanism of MNN, and integrate the theory and practice of MNN
cognition.

Cognitive neural network is one of the important research directions of the current
ANN. This paper summarizes the author’s preliminary experience in study of MNN
cognition and abstracts it into an MNNCT. We hope that this paper will bring some
guidance and help to the coordinated development of multi-discipline.
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Table 1. The experimental results for Breast Cancer Dataset D1 & D2

Networks Learning error Prediction error Net precision

MAM|WXY 0.0850 (17/200) 0.0592 (10/169) 0.9268 (342/369)
MAM|MXY 0.0450 (9/200) 0.1124 (19/169) 0.9241 (341/369)
FMAM|AXY 0.0850 (17/200) 0.0533 (9/169) 0.9295 (343/369)
FMAM|BXY 0.0450 (9/200) 0.1124 (19/169) 0.9241 (341/369)
Average 0.0650 0.0843 0.9261
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Abstract. We propose a novel efficient deep convolutional neural networks
model for low-computational equipment, referred to as SharedNet. And on
ImageNet, Our SharedNet has achieved the best accuracy and efficiency in
similar convolutional neural networks. It is due to a new efficient convolution
called group sharing convolution which applies parameter sharing to reduce
computational cost. Referring to other efficient network design methods, we
design our network units which called SharedNet unit by combining group
convolution with group shared convolution. The experimental results show that
the accuracy and efficiency of this unit are superior to the depthwise separable
convolution. Interestingly, SharedNet also shows flexibility according to
application requirements that the number of groups of a unit could be adjusted to
balance accuracy and efficiency. Besides, for both neural architecture search and
manually-designed CNNs, a model unit plays an import role and, therefore, we
stack SharedNet units to build models referring to ResNet164 to test accuracy
and efficiency of SharedNet units on CIFAR10 and CIFAR100.

Keywords: Efficient neural networks � Network compression � Deep learning

1 Introduction

Convolutional neural networks (CNNs) have been concerned by many researchers in
computer vision from AlexNet [1] winning the ImageNet Challenge. For capturing
more powerful features, building deeper and wider CNNs are a primary trend in many
visual tasks [1–5], and at the same time, it leads to emerges the side-effect that more
computing resources are needed, which might limit the large CNNs to be deployed on
mobile phones, embedded devices and other equipment with low-computational
resources and impede the spread of applications which are based on deep CNNs. Thus,
in this study, we are motivated to explore efficient CNNs with high performance.

There are two ways to reduce computational resources in terms of FLOPs and
memory. One is to prune and quantize the state-of-the-art models which have hundreds
of layers and thousands of channels [6–10]. Generally, to pursue great saving of
computational source, pruning and quantizing the state-of-the-art models result in
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accuracy loss and require elaborate parameter re-training. Therefore, to improve the
efficiency of models which has hundreds of layers and thousands of channels in this
manner is utterly inadequate. Another way is to design a state-of-the-art model of
efficiency. To this end, manual design and Neural Architecture Search (NAS) are two
major modes. For making models efficient, the manually-designed model employs a
more efficient convolution than standard convolution. For example, [11–14] achieve
the significant improvement of efficiency and performance by redesigning convolution
and model structure. Therefore, this mode makes CNNs to be easily deployed on low-
computational equipment.

Depthwise separable convolution [11] uses depthwise convolution and pointwise
convolution instead of traditional convolution, which reduces the computational cost.
However, we argue that it is not the best option because the computational cost of
depthwise convolution is much less than that of pointwise convolution. Therefore, there
should be more balanced allocation schemes, and our group shared convolution and
group convolution are one of them. In traditional manually-designed filters, different
channels use the same filter to catch the same features, such as Gaussian filter or Sobel
filter. Therefore, we use this idea to design group sharing convolution.

In this paper, we propose a new efficient convolution called group sharing con-
volution to build efficient model architecture called SharedNet. We apply the principle
of parameter sharing to improve the efficiency of convolution, and combining other
efficient convolutions to overcome the weakness of parameter sharing. In our experi-
ment, we found that combining group sharing convolution and group convolution
could obtain a better accuracy-efficiency rate (AER) than depthwise separation con-
volution. Besides, another contribution of this study is that we design a novel efficient
network unit called SharedNet unit which is to benefit both NAS and manually-
designed models. We explore some hyper-parameters of SharedNet unit in CIFAR10
and CIFAR100. Finally, SharedNet achieves the best results of manually-designed
efficient model on ImageNet.

The paper is organized as follows: Sect. 2 reviews the developments of popular
efficient convolutions. Section 3 describes group sharing convolution, SharedNet unit,
and SharedNet architecture. Section 4 presents the influence of some hyper-parameters
in our experiments and experimental results of comparing with other efficient models
on ImageNet. Section 5 reviews our works and describes future studies.

2 Related Work

Efficient convolution is not only the core of manually-designed efficient networks such
as MobileNets [11, 15, 16] ShuffleNets [12, 17], and IGCNets [18–20], but also the key
of NAS efficient networks such as MnasNet [13], ProxylessNAS [14] and DARTS
[21]. As an outstanding efficient convolution, group convolution first appeared in
AlexNet [1]. It is composed of several small standard convolutions in parallel. And the
input feature maps are divided into several groups as inputs of these small standard
convolutions. However, features produced by group convolution is not as rich as that
by standard convolution, because information communication of group convolution is
limited to the same group rather than all channels. Fortunately, in the same
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computational cost, group convolution performance was higher than standard convo-
lution [22].

Depthwise separation convolution is one of the famous efficient convolutions,
which is composed of a depthwise convolution and a pointwise convolution. It was
concerned by many researchers and was applied in MobileNet firstly [11]. Depthwise
convolution applied a single filter to each input channel. The pointwise convolution
uses a 1 � 1 standard convolution to combine the outputs of depthwise convolution.
Two convolutions play different roles that depthwise convolution captures local-
features and pointwise convolution fuses these local-features. It is easy to see the
computational cost of pointwise convolution is higher than that of depthwise convo-
lution. By the way, depthwise convolution can be considered group convolution once
groups equal to channels, and its ability to obtain rich local features is weaker standard
convolution. Therefore, the further study proposed ShuffleNet which applied group
convolution instead of pointwise convolution in depthwise separation convolution [12].
ShuffleNet operation cannot improve the ability to catch local-features with depthwise
convolution. Thus, in MobileNet V2 [15], researchers proposed an inverted residuals
bottleneck to increase channels of depthwise convolution so as to remedy this issue.
[23] proposed EfficientNets based on NAS in which the searching space is contained
inverted residuals bottleneck. It achieved the best accuracy on many famous datasets
and the parameters of these models were less than the best model before.

As basic modules, both group convolution and depthwise separable convolution
show the great potential of efficient convolution in the construction of state-of-the-art
CNNs, and the efficiency of these CNNs is higher than that of standard ones. Therefore,
efficient convolution will become an important component in the future development of
CNNs.

3 SharedNet Architecture

In this section, we first describe our group sharing convolution which plays an
important role in SharedNet. Then, we introduce SharedNet unit which overcomes the
weakness of group sharing convolution. We finally describe the SharedNet model
architecture.

3.1 Group Sharing Convolution

We propose a novel manual-designed efficient convolutional neural network, and it is
built on group sharing convolution. The core idea of group sharing convolution is
parameter sharing. In detail, group sharing convolution first divides the input feature
maps into separate groups, and then it applies a filter to catch the same kind of features
from each channel in an identical group. Benefitting from the parameters sharing, the
efficiency of group sharing convolution could be improved.

For a standard 2D-convolution layer which has n convolution kernels, and each
kernel contains d� k1 � k2 parameters. In Fig. 1(a), a d � h� w input feature map X
is computed to produce a single output feature map Fi by a convolution kernel ,
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where d is the number of channels of the input feature map X (input depth) and also
denote the depth of the convolution kernel :

ð1Þ

When a standard 2D-convolution layer has n convolution kernels, and we set stride
to one and let padding makes the width and height of an output feature map Fi

consistent with the input feature map X. It is not hard to prove that the standard 2D-
convolution layer has the computational cost of:

ð2Þ

where computational cost is influenced by four factors including the number of con-
volution kernels n, the input depth d, the size h� w of the input feature map X and the
size k1 � k2 of convolution kernels. Generally, the number of convolution kernels and
the size of the input image are directly proportional to the amount of information in the
output feature map, and the size of convolution kernels is directly related to the ability
to catch local-features. Therefore, it is wise to reduce the input depth for efficiency
improvement. Depthwise convolution and group convolution both reduce the input
depth, and they are stacked to build state-of-the-art manually-designed CNNs [13, 15,
17, 23]. Reducing the input depth usually means that information communication is
limited within several channels, which leads to incomplete information passing and low
accuracy. To remedy this issue, information communication in full channels is realized
by 1 � 1 standard convolutions in MobileNet V1 [11] and shuffling channels in
ShuffleNet V1 [12]. However, the proposed group sharing convolutions can achieve
approximate information communication in full channels only by a single operation. In
other words, the 1� 1 standard convolutions are not necessary anymore.

(a) (b)

Fig. 1. Standard convolution vs. group sharing convolution. For a single output feature map,
different channels catch different features in standard convolution (a), and different channels of
the same group capture the same features in group sharing convolution (b).
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Figure 1(b) shows how an output feature map is computed by the input feature map
and group sharing convolution. We divide the input feature map X ¼ G1;G2; . . .;Gm½ �
into m groups, and the j-th group Gj ¼ xj;1; xj;2; . . .; xj;g

� �
shares a single filter . The

output feature map Fi is computed as:

ð3Þ

Then, we define a compressed feature map , and group sharing
convolution can be further converted into:

ð4Þ

where contains compressed information from the same feature in the same
group. Information compression also appears in the bottleneck of ResNet where the
shortcut is used to prevent information loss [4]. Therefore, SharedNet also applies
bottleneck to ensure the completeness of the information.

Group sharing convolution has a computational cost of:

n� m� h� w� k1 � k2 ð6Þ

where the computational cost depends on the numbers of groups m. Notice that there is
different between this convolution and group convolution in terms of how m influences
the computational cost. For group convolution, each output feature map is computed by
the input feature maps of a group. It means the larger number of groups m, the fewer
feature maps in a group (input depth). Thus, the richness and variety of features
(parameters) are reduced when increasing m. In contrast, for our group sharing con-
volution, the computational cost and the richness and variety of features are propor-
tional to m. In terms of feature capture, group convolution focuses on catching intra-
group features, while group sharing convolution focuses on catching inter-group fea-
tures, which reflects the opposite function of these two convolutions.

According to the definition, group sharing convolution obtains the same kind of
local-features in the same group. Unfortunately, it cannot differ intra-group features,
which leads to that intra-group features are homogenized. To build a model unit with a
good intra-group and inter-group relationship, we combine the characteristics of group
convolution and group sharing convolution. In Fig. 2, the input feature maps are first
computed with group convolution to obtain intra-group feature maps, and then share
group convolution is used to produce inter-group feature maps. Therefore, this com-
bination seems somewhat similar to standard convolution. Besides, when the number
of groups equals the input depth, group convolution transforms to depthwise convo-
lution, and group sharing convolution transforms to pointwise convolution.
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3.2 SharedNet Unit

We have noticed that model units can greatly improve both NAS and manually-
designed models, especially manually-designed ones. Even, the state-of-the-art NAS
models [13, 14, 16] have better performance than previous NAS models [21, 24],
because the former ones exploit elaborate manually-designed model units. Therefore,
how to design our model unit is significant.

As mentioned earlier, we apply shortcut to prevent the information loss of the
compressed feature maps. And in order not to homogenize the intra-groups feature
maps, we combine group convolution and group sharing convolution to build SharedNet
unit. This is our main design principle of SharedNet Unit. Figure 3 shows two kinds of
SharedNet Units respectively, i.e., a standard SharedNet Unit 3(a) and a down-sampling
SharedNet Unit 3(b). According to the design principle, the information communication
of feature maps has two ways. One is the original information transfer by shortcut. As a
special case, we apply a 2� 2 standard convolution in shortcut when feature maps are
downsampled. Another is group information transfer by group convolution (which
could be replaced by depthwise convolution) and group sharing convolution. In this
way, we first apply channel weight which is initialized to 1 to differ intra-group infor-
mation, then 1� 1 group sharing convolution gains inter-group information as output.
After that, we repeatedly realize the output feature maps segmentation and integration
by applying a 3� 3 group convolution and a 1� 1 group sharing convolution. Besides,
if one wants to improve the ability of group convolution to catch local-features, squeeze
and excitation (SE) can be applied to group convolution.

3.3 Model Architecture

We build SharedNet architecture by stacking SharedNet unit, which is presented in
Table 1. One can understand the architecture by roughly referring to MobileNet V2
[15]. We apply a standard convolution of size 3� 3 with a stride equal to two in the
first layer. Notice that we increase dimension twice in 142 feature maps. Compared
with MobileNet V2 which increases the dimension of the first layers to 32 and reduces

Group 
Convolution

Group Sharing
Convolution

Fig. 2. Combination of group convolution and group sharing convolution. When groups equal
to input channels, this combination becomes the depthwise separable convolution.
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to 16 in the following layer, we give up the expanding operation in 1122 feature maps
to reduce the computational cost and the recent MobileNet V3 [16] also abandons the
expanding operation.

Due to the two group sharing convolutions in SharedNet unit, the number of groups
is one of the hyper-parameters which balances accuracy and efficiency. In our exper-
iment, we found that when groups were either too many or too small, the computational
cost would increase. However, using more groups, the accuracy of SharedNet unit
becomes better. More details are shown in Sect. 4.3. Therefore, for holding complete
the input features, in SharedNet unit, the number of groups in the first group sharing
convolution is consistent with that of input channels. Then the number of groups in the
group convolution is consistent with that in the second group sharing convolution. In
the second group sharing convolution, the groups are less than input channels. When
the size of feature maps is between 1122 and 142, the groups are half of the input
channels; when the size of feature maps are 72, the groups are one-third of input
channels.

(a) 
(b)

Fig. 3. Two kinds of SharedNet units. Both SharedNet units have two group sharing
convolutions (GSConv) in front and end of the unit, and other convolution layer (OtherConv)
utilizes depthwise convolution or group convolution alternatively. Besides, we apply a standard
convolution as shortcut in down-sampling.
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4 Experiments

4.1 ImageNet Classification

Training parameters. SharedNet was trained by Pytorch. And following [15], we
used the standard RMSProp with both alpha and momentum set to 0.9; the weight

Table 1. SharedNet architecture

Input Operator Group1 exp Group2 out size Stride n

2242 � 3 Conv, 3� 3 – – – 16 2 1

1122 � 16 Unit, 3� 3 16 16 8 16 1 1

1122 � 16 Unit, 3� 3 16 48 24 24 2 1

562 � 24 Unit, 3� 3 24 48 24 24 1 2

562 � 24 Unit, 3� 3 24 112 56 48 2 1

282 � 48 Unit, 3� 3 48 112 56 48 1 2

282 � 48 Unit, 3� 3 48 384 192 144 2 1

142 � 144 Unit, 3� 3 144 384 192 144 1 2

142 � 144 Unit, 3� 3 144 480 240 160 1 1

142 � 160 Unit, 3� 3 160 480 240 160 1 1

142 � 160 Unit, 3� 3 160 1152 384 320 2 1

72 � 320 Unit, 3� 3 320 1152 384 320 1 2

72 � 320 Conv, 1 � 1 – – – 1152 1 1

72 � 1152 Avgpool, 7� 7 – – – 1152 7 1

72 � 1152 FC, Softmax – – – 1000 – 1

Fig. 4. ImageNet accuracy vs. efficiency. NAS models which are based on manual unit (NAS
Architecture) have the best AER. The next is the manually-designed models (Manual Unit). The
last is NAS models which are based on NAS Unit (NAS Unit).
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decay was set to 0.00004, and eps was set to 1.0. Our learning rate was increased from
0 to 0.256 in the first 5 epochs and then decayed by 0.97 every 2.4 epochs; And batch
norm was added after every convolution layer with momentum 0.99, which is referred
to [13]. We used 2 T V100 asynchronous workers, a batch size of 512, image size of
224� 224 and Dropout of 0.5 on ImageNet. All SharedNet unit used SE.

Mult-Adds (MAdd). MAdd is proposed in [11], Since almost all the multiplications
and additions of the convolution neural network occur at the same time, the number of
operations to measure the amount of calculation.

Accuracy-Efficiency Rate (AER). This is a comprehensive evaluation index about
efficiency and performance. And the calculation of AER is accuracy/computational-
cost. With MobileNet V2 as a benchmark, we can easily see that SharedNet is better
than MobileNet v2.

Results. We compared SharedNet with other state-of-the-art manual-designed efficient
networks including MobileNet V2 [15], ShuffleNet V2 [17], and IGCV3 [20], and
state-of-the-art NAS efficient networks including NasNet [24], DARTS, MnasNet [13],
Proxyless [14], and MobileNet V3 [16]. The statistics of selected models is shown in
Table 2, and the accuracy versus computational cost is shown in Fig. 4. Most networks
which are built on NAS have better AER than the manual-designed networks, but the
AER of SharedNet is higher than DARTS, NasNet, and other manual-designed efficient
networks.

4.2 Performance of SharedNet Unit

Network. For showing the excellent performance of SharedNet unit, we applied
ResNet164 as our basic architecture, and used SharedNet bottleneck or SharedNet unit

Table 2. Performance comparison on ImageNet. SharedNet achieves the best accuracy in
manually-designed models, and has better AER than DARTS and NasNet-A.

Model Type #Params #Mult-Adds Top1 Acc. (%)

AlexNet Manual 61.1 M 715 M 62.5
GoogleNet Manual 13.0 M 1510 M 69.8
NasNet-A Auto 5.3 M 564 M 74.0
DARTS Auto 4.9 M 595 M 73.1
MnasNet-A1 Auto 3.9 M 312 M 75.2
Proxyless Auto 4.0 M 320 M 74.6
MobileNet V3 Auto 5.4 M 219 M 75.2
MobileNet V2 Manual 3.4 M 300 M 72.0
IGCV3 Manual 3.5 M 320 M 72.2
ShuffleNet V2 1.5 � Manual 3.5 M 299 M 72.6
SharedNet Manual 7.3 M 315 M 73.06
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instead of bottleneck in ResNet164, and added a 1 � 1 standard convolution layer
before avgpool layer. The Channels of SharedNet bottleneck are consistent with the
bottleneck in ResNet164. In detail, output channel of the first group sharing convo-
lution is a quarter of input channel, and output channel of the second group sharing
convolution is four times of the input channel. All channels of SharedNet unit are the
same. When sizes of feature maps are 322, 162, and 82 respectively, the corresponding
numbers of groups are 16, 32, and 64. Finally, we applied relu6 [15] before the second
down-sampling, and applied hswish [16] after that.

Training parameters. In order to reduce the influence of training hyper- parameters,
we strictly apply the same hyper-parameters of original ResNet paper. Thus, the
standard SGD with momentum is set to 0.9, and weight decay is set to 0.0001. We
started with a learning rate of 0.1, and then multiplied by 0.1 at 80-th and 120-th
epochs. And we use a batch size of 128.

Results. Table 3 shows the accuracy of SharedNet unit with some hyper- parameters.
When the accuracy is the same, SharedNet bottleneck is more efficient than bottleneck
of ResNet164; On the other hand, when they have the same efficiency, SharedNet unit
has higher accuracy than bottleneck of ResNet164. And if SharedNet used SE and
utilized dropout of 0.5, the accuracy gained further improvement.

Table 3. Performance of SharedNet unit and influence of hyper-parameters.

ResNet164 MAdds CIFAR10 CIFAR100

Pre-activation 250 M 94.54 75.67
Swish 250 M 94.70 75.10
SharedNet bottleneck 100 M 94.46 75.47
SharedNet unit 230 M 95.12 77.34
SharedNet unit + SE 230 M 95.49 78.33
SharedNet unit + SE + Dropout(0.5) 230 M – 78.78

Fig. 5. Influence of the number of groups.
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4.3 Number of Group in SharedNet Unit

Results. We experimented with five different numbers of groups on CIFAR100, and
the results showed that the more groups SharedNet unit had, the higher accuracy is
reached. In Fig. 5, when the number of groups is in the range between a quarter (16
groups) and a half (32 groups) of the input channels, SharedNet unit have a better AER.
As mentioned above, when the input channels of SharedNet unit are consistent with the
groups (64 groups), SharedNet unit can be converted into depthwise separable con-
volution. According to Fig. 5, the combination of group convolution and group sharing
convolution has a better AER than depthwise separable convolution. Besides, the
number of groups can balance accuracy and efficiency to meet different application
requirements.

5 Conclusions and Future Work

We proposed an efficient convolution called group sharing convolution and a novel
manual-designed efficient network called SharedNet built utilizing both groups sharing
convolution and group convolution. And we manually designed the SharedNet unit to
overcome the weakness of group sharing convolution. We carefully investigate the
influence of the number of groups on accuracy and efficiency. Finally, by referring to
the basic model architecture of MobileNet V2 we build SharedNet by the SharedNet
unit to improve its efficiency.

SharedNet achieved the best result of manual-designed efficient models on Ima-
geNet, and even the AER of our SharedNet is higher than some NAS models. Nev-
ertheless, NAS models still show the advantage in model architecture design. However,
as NAS models utilizing manually-designed efficient unit outperforms NAS models
with NAS based efficient unit, the SharedNet shows great potential in NAS efficient
networks. Therefore, our future works include using NAS to search a better architecture
and further improve SharedNet to be adaptive to NAS manner.

Acknowledgement. This work was sponsored by Natural Science Foundation of Chongqing
(Grant No. cstc2018jcyjAX0532).

References

1. Krizhevsky, A., Sutskever, I., Hinton, G.E.: ImageNet classification with deep convolutional
neural networks. In: NIPS (2012)

2. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale image
recognition. In: ICLR (2015)

3. Szegedy, C., et al.: Going deeper with convolutions. In: CVPR, vol. 07, pp. 1–9, 12 June
2015

4. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In: ICLR,
CVPR, vol. 2016, pp. 770–778, December 2016

138 J.-X. Mi and J. Feng



5. Huang, G., Liu, Z., Van Der Maaten, L., Weinberger, K.Q.: Densely connected
convolutional networks. In: CVPR, vol. 2017, pp. 2261–2269, January 2017

6. Li, H., Samet, H., Kadav, A., Durdanovic, I., Graf, H.P.: Pruning filters for efficient
convnets. In: ICLR. ICLR (2017)

7. Liu, Z., Li, J., Shen, Z., Huang, G., Yan, S., Zhang, C.-S.: Learning efficient convolutional
networks through network slimming. In ICCV, pp. 2755–2763. IEEE Computer Society
(2017)

8. He, Y., Liu, P., Wang, Z., Hu, Z., Yang, Y.: Filter pruning via geometric median for deep
convolutional neural networks acceleration. In: CVPR, pp. 4340–4349. Computer Vision
Foundation. IEEE (2019)

9. Courbariaux, M., Bengio, Y., David, J.P.: Binaryconnect: training deep neural networks with
binary weights during propagations. In: NIPS, vol. 2015, pp. 3123–3131. Neural
Information Processing Systems Foundation (2015)

10. Chen, S., Zhao, Q.: Shallowing deep networks: layer-wise pruning based on feature
representations. IEEE Trans. Pattern Anal. Mach. Intell. 41(12), 3048–3056 (2018)

11. Howard, A.G., et al.: MobileNets: efficient convolutional neural networks for mobile vision
applications (2017)

12. Zhang, X., Zhou, X.Y., Lin, M.X., Sun, R.: ShuffleNet: an extremely efficient convolutional
neural network for mobile devices. In: CVPR, pp. 6848–6856. IEEE, New York (2018)

13. Tan, M., et al.: MnasNet: platform-aware neural architecture search for mobile. In: CVPR,
pp. 2820–2828. Computer Vision Foundation (2018)

14. Cai, H., Zhu, L., Han, S.: Proxylessnas: direct neural architecture search on target task and
hardware. In: ICLR (2019)

15. Sandler, M., Howard, A., Zhu, M., Zhmoginov, A., Chen, L.C.: MobileNetV2: inverted
residuals and linear bottlenecks. In: CVPR, pp. 4510–4520 (2018)

16. Howard, A., et al.: Searching for MobileNetV3. CoRR, abs/1905.0 (2019)
17. Ma, N., Zhang, X., Zheng, H.-T., Sun, J.: ShuffleNet V2: practical guidelines for efficient

CNN architecture design. In: Ferrari, V., Hebert, M., Sminchisescu, C., Weiss, Y. (eds.)
Computer Vision – ECCV 2018. LNCS, vol. 11218, pp. 122–138. Springer, Cham (2018).
https://doi.org/10.1007/978-3-030-01264-9_8

18. Zhang, T., Qi,G.J., Xiao, B., Wang, J.: Interleaved group convolutions. In: CVPR, vol. 2017,
pp. 4383–4392. Institute of Electrical and Electronics Engineers Inc., December 2017

19. Xie, G., Wang, J., Zhang, T., Lai, J., Hong, R., Qi, G.J.: Interleaved structured sparse
convolutional neural networks. In: CVPR, pp. 8847–8856. IEEE Computer Society,
December 2018

20. Sun, K., Li, M., Liu, D., Wang, J.: IGCv3: interleaved low-rank group convolutions for
efficient deep neural networks. In BMVC. BMVA Press (2019)

21. Liu, H., Simonyan, K., Yang, Y.: DARTS: differentiable architecture search. In: ICLR
(2019)

22. Xie, S., Girshick, R., Dollár, P., Tu, Z., He, K.: Aggregated residual transformations for deep
neural networks. In: CVPR, vol. 2017, pp. 5987–5995, January 2017

23. Tan, M., Le, Q.V.: EfficientNet: rethinking model scaling for convolutional neural networks.
In: Chaudhuri, K., Salakhutdinov, R. (eds.) ICML, Volume 97 of Proceedings of Machine
Learning Research, PMLR, pp. 6105–6114 (2019)

24. Zoph, B., Le, Q.V.: Neural architecture search with reinforcement learning. In: ICLR (2017)

SharedNet: A Novel Efficient Convolutional Architecture 139

https://doi.org/10.1007/978-3-030-01264-9_8


Paying Deep Attention to Both Neighbors
and Multiple Tasks

Gaoyuan Liang1, Haoran Mo2(&), Ying Qiao3, Chuxin Wang4,
and Jing-Yan Wang5

1 Heriot Watt University, Dubai Campus, Dubai International Academic City,
294345 Dubai, UAE

gaoyuanliang@outlook.com
2 Innopolis University, Innopolis, Russia

m.haoran.cq@gmail.com
3 Microsoft Corporation, Redmond, WA, USA

qy01111@gmail.com
4 Hebei University of Environmental Engineering,

Qin Huang Dao 066000, China
5 New York University Abu Dhabi, Abu Dhabi, UAE

jimjywang@gmail.com

Abstract. In this paper, we propose a novel deep attention neural network. This
network is designed for multi-task learning. The network is composed of mul-
tiple dual-attention layers of attention over neighbors and tasks. The neighbor
attention layer represents each data point by paying attention over its neigh-
boring data points, i.e., the output of this layer of a data point is the weighted
average of its neighbors’ inputs, and the weighting scores are calculated
according to the similarity between the data point and its neighbors. The task
attention layer takes the output of the neighbor attention layer as input, and
transfer it to multiple task-specific representations for an input data point, and
uses attention mechanism to calculate the outputs for different tasks. The output
of the input data points for a task is calculated by a weighted average over all the
task-specific representations, and the weighting scores are based on the simi-
larity between the target task and the other tasks. The outputs of the neighbor
attention layer and task attention layer are concatenated as the output of one
dual-attention. To train the parameters of the network, we minimize the clas-
sification losses and encourage the correlation among different tasks. The
experiments over the benchmark of multi-task learning show the advantage of
the proposed method.

Keywords: Deep learning � Attention mechanism � Multi-task learning

1 Introduction

Attention mechanism has shown its effectiveness in many applications of machine
learning, such as computer vision [8, 23], natural language processing [9, 13], and
network analysis [6, 18, 19]. It explores a data point’s contextual information to
enhance its representation for various learning problems, by putting attentions over the
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contextual data. Meanwhile, multi-task learning has been a popular learning problem
for many machine learning applications. Instead of considering a single learning task,
multi-task learning considers several learning problems simultaneously [5]. The motive
is that in many real-world applications, for the same data, there may be different
learning tasks, however, they are closely related. For example, in the face attribute
annotation problem, the prediction of a face’s gender is usually closely related to the
prediction of long hair [27]. Since usually female has more possibility than male to
have long hair, we can learn the gender and long hair predictor together to let them help
each other. In this way, the accuracy of both perdition tasks is boosted. Recently, deep
learning has been wildly applied to multi-task learning [7, 10, 12, 21, 24, 25]. By using
multiple layers of neural network as the prediction models of multi-learning problems,
the features and the relations among the tasks are embedded to the hierarchical layers.

Recently, the attention mechanism has attracted much attention by the multi-task
learning problems. Liu et al. [15] developed a multi-task learning method to learn the
task-regarding attention of features. The proposed method is based on an attention
neural network, which has a shared sub-network among tasks, and an attention layer for
each task. By this design, the model can learn task-specific features from the shared
features by paying different attention for different tasks. Meanwhile, since the common
features are shared among all the tasks, it can somehow relate to different tasks.
Moreover, the training of the parameters of the model is conducted in an end-to-end
way. Lan et al. [11] proposed an attention neural network for multi-task learning. This
model is used to solve the problem of both discourse relationship representation and
identification through two types of representation. The attention-based neural network
is designed for the learning of discourse relationship representation. It has two argu-
ments and one multi-task framework so that the knowledge from both the annotated
and unannotated data can be used for the training process. Zhao et al. [28] designed
multi-task learning which avoids using pre-defined task relations. This method can
learn task relations automatically and adaptively. Moreover, the learning process can
learn the relations between features and tasks, and the relation between different fea-
tures. The proposed model, named as a multi-relational attention network, explores
three types of relations, which are learned by three attention-based models. They are
the relations among tasks, relations among features, and relations between tasks and
features. Dent et al. [2] developed a method to solve the problem of multi-task learning
of both answer selection and knowledge base question answering. The method tries to
learn from the rich correlation information between these two tasks. Firstly both tasks
are treated as ranking problems so that they can share the same learning framework.
But one task is a ranking problem at the text level, while the other is at the knowledge
level. The internal relations between these two tasks are also learned by jointly learning
the knowledge and answer contextual representation. A multi-task multi-view attention
learning method is designed to make the tasks to interact with each other, and learn the
representations of the question sentences.

In this paper, we explore the problem of learning effective multi-task prediction
models by proposing a novel deep attention model. This model pays attention to a data
point’s neighbors and multiple tasks. We develop a novel deep learning model to use
the neighborhood and multi-task information effectively for the purpose of multi-task
learning. Our contributions are listed as follows. The deep model is composed of
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multiple dual-attention layers. Each dual-attention layer is composed of a neighborhood
attention layer and a task-attention layer. In the neighborhood layer, we represent the
input data point as an attention-weighted combination of input features of its neigh-
boring data points. In the attention layer over tasks, we first convert the input feature to
task-wise features by task-wise representation function and then calculate the new task-
wise feature by a weighted combination of the task-wise features. The attention scores
over tasks are also calculated from the input task-wise features of the same data point.
Then the outputs of the neighborhood attention layer and the task-wise representation
layer are concatenated as the input of the next dual-attention layer. In this way, the
output of the model can explore both the neighborhood with attention and tasks over
attention. Moreover, since the output of both sub-layers is the input of the next dual-
attention layer, the relations between neighborhood and tasks are embedded in the
model. To train the model’s parameters, we minimize the objective of prediction errors
and model complexity. We compare the proposed method against the state-of-the-art
deep learning multi-task models with an attention mechanism. The experiments are
conducted over four benchmark data sets. We also study how the performance changes
according to the tradeoff parameters, and the iteration numbers to show the conver-
gence of the algorithm.

2 Proposed Method

2.1 Network Structure

Suppose we have a set of n training data. To represent each data point, we explore its
attention over its neighboring data points, and meanwhile, its attention over multiple
tasks. To this end, we design a deep attention network of L layers, and each layer is
composed of two attention layers and a concatenation layer. The two attention layers
are of attentions over neighbors and tasks respectively, and the concatenation layer
merges the outputs of these layers.

– Attention layer over neighbors. For an attention layer of neighbors, the input of a
the i-th data point is denoted as xi, and its nearest neighbors is denoted as . To
explore its attention over the data points in , we firstly calculate the similarity
score between xi and a data point , which is denoted as xij. We first

concatenate xi and xj to a longer vector as the input,
xi
xj

� �
, and the input it to a full-

connection layer with an activation function, f ,

xij ¼ f
xi
xj

� �� �
¼ r x>

xi
xj

� �
þ b

� �
ð1Þ

where r xð Þ ¼ x2 is the activation function of f , and x; bð Þ is the parameter of the
full-connection function. Then we employ a softmax function to normalize the
similarity scores between xi and its neighbors to convert them to the attention scores
of xj over the neighbors,
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ð2Þ

The output of this layer for xi, is the sum over the inputs of the its neighbors
weighted by the corresponding attention scores,

ð3Þ

where - is the overall function of this layer, and zi is the output vector of this layer.
– Attention layer over tasks. The next sub-layer is the layer to explore the attentions

over multiple tasks. The input of the i-th data point is the output of last layer of
neighbor attention, zi. Assuming we have m tasks in the multi-task learning prob-
lem, we first extract the task-wise features from zi for each task to represent the
effective input for each specific task. For the k-th task, we design a full-connection
layer with an activation layer as follows,

tki  gk zið Þ ¼ u V>k ziþ bk
� �

; t ¼ 1; � � � ;m; ð4Þ

where gk is the task-wise feature extraction layer, and Vk; f kð Þ is the parameter of
the full-connection layer, and u xð Þ ¼ tanh xð Þ is the activation layer. To explore the
attentions of the k-th attention over the other tasks, we calculate the affinity score
between the k-th task and the l-th task, regarding the i-th data point, as follows,

hkli ¼ hkl tki ; t
l
i

� � ¼ tk
>
i Akltli; ð5Þ

where hkl is the affinity function for the (k,l)-th task pair, and Akl is its parameter
matrix. For the i-th data point, the attention score of its k-th task over the l-th task is
calculated by a softmax function,

bkli ¼
exp hkli
� �

Pm
l0¼1 exp hkl

0
i

� � ; ð6Þ

and its representation regarding the k-th task is the sum over the task-wise
representations weighted by the attention scores,

vki  jk zið Þ ¼
Pm
l¼1

bkli t
l
i; ð7Þ

where jk is the function for the k-th task of this layer, and vki is the task-wise
representation of the i-th data point, which will be used for task-specific prediction
problems.
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– Concatenation layer. This layer concatenates the outputs of the last two layers of
attentions, and the input vector of each data point, as the input of the next layer,
xnexti

xnexti  n xi; zi; v1i ; � � � ; vmi
� � ¼

xi
zi
v1i
..
.
;
vmi

2
666664

3
777775; ð8Þ

where n is the concatenation function.

With the above defined layer, we build the multi-layer neural network of dual
attentions of neighbors and tasks. For the first layer, the input is the simple original
vector of each data point, x1i . For the i-th layer, the processing is as follows,

ð9Þ

The output of the network are the outputs of the last layer, and the task-wise repre-
sentations, v1

Lþ 1

i ; � � � ; vmLþ 1

i , are used to predict the task-wise labels. For the k-th task,
we take the outputs of task-wise representations of all layers and concatenate them as
the feature representation of this task. Thus, we define a network for each task
accordingly, to convert a data point xi, and its neighbor , to a task-wise represen-
tation feature vector,

ð10Þ

where d is the dimension of the output, and W is the parameter set of the network.

2.2 Training of the Network Parameters

We first consider the problem of learning multiple predictors for multiple tasks. For the
k-th task, we denote a data point’s task-wise representation as

ð11Þ
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and use it as the input vector for the corresponding task. With this input vector for a
data point, for the k-th task, we design a linear predictor to approximate the response
from the task-wise output from the dual-attention network, sk,

wk sk
� � ¼ W>k s

k þ ck 2 R
ck ð12Þ

where wk is the predictor of the k-th task, Wk; ckð Þ is the parameter of wk , and
Wk 2 R

d�ck .
To learn good quality predictor, we minimize the losses of the data points over the

training set for all tasks,

min
W; Wk ;ckð Þjmk¼1

Xm
k¼1

X
i2X k

yki � W>k s
k
i þ ck

� ��� ��2
2þC Wk k22þ

Xm
k¼1

Wkk k22
 !( )

; ð13Þ

where X k is the training set of the k-th task, yki is the ground truth (regression response,
or class label vector) of the i-th data point of the k-th task, and W is the set of trainable
parameters of the network to generate the representations ski . The last term is the
squared ‘2 norms of the parameters of the model, and C is its weight. To solve this
problem, we employ the alternating direction method of multipliers (ADMM) [1] to
update the parameters alternately in an iterative algorithm.

3 Experiments

In this section, we will experimentally evaluate the proposed method, called deep dual
attention network (DDAN).

3.1 Benchmark Data Sets

In the experiments, we evaluate methods of multi-task learning for three benchmark
data sets.

– Penn Action [26] data set is a video data set for tasks of action recognition and
human pose estimation. In this data set, there are 2,326 videos captured for
sportspeople. The action recognition tasks have 15 different action classes, thus it is
a classification problem. Meanwhile, for the pose estimation problem, there are 13
body joints whose locations need to be predicted from each frame of a video. Thus
the pose estimation task is a regression problem. The sub-tasks are 15 classification
problems and 13 regression problems in total.

– Multi-Attribute Facial Landmark [27] data set is a data set of face images. It has
20,000 face images which are selected from the Celebrity face database [17]. For
this data set, we have multi-task problems of 22 binary classification problems, and
5 regression problems. The 22 classification problems are the prediction of 22 face
attributes, such as the right profile face, smiling face, etc. The 5 regression problems
are the estimation of the locations of the 5 facial landmarks.
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– Dianping dataset [28] is a data set collected from the Chinese online review
website, www.dianping.com. This data set has the review data of 10,070 food chain
stores and 456 shopping malls. The tasks of this data set are to predict the review
number, ratings, quality score, environment score, and service score of each store,
making it a 5-task learning problem. Each task is a business success measure.

3.2 Results

To conduct the experiment, we split the date set to ten folds according to the 10-fold
cross-validation protocol. For the regression tasks, we use the mean squared error
(MSE) to measure the performance, while for the classification tasks, we use the
misclassification rate (MR) to measure the performance. As overall performance
measures, we calculate an average MSE overall regression tasks and an average MR
overall classification tasks. To evaluate the proposed method, we compare it to the
state-of-the-art deep learning-based multi-task learning methods and study its perfor-
mance with the change of the tradeoff parameters, and convergence.

Comparison to Other Methods
In our experiment, we compare our method to the methods proposed by Liu et al. [15],
Lan et al. [11], Zhao et al. [28], and Dent et al. [2]. The results are shown in Fig. 1.
From this figure, we can see that for all the cases of all data sets, our proposed method
consistently outperforms the compared methods of multi-task learning based on
attention mechanism. It is always giving the lowest error measures, either for the
regression or for the classification tasks. For example, for the Dianping data set, it is the
only method which achieves an MSE lower than 0.25, while all other methods can only
obtain MSE higher than 0.30 or close to 0.30.

Sensitivity to C
We also explore the changes in the performance of our method regarding the changes
in the tradeoff parameter C. The error metrics of both regression and classification
regarding the changes in the value of C is reported in Fig. 2. In this figure, we can also
see that a large value of C can reduce the error metrics. This indicates that a simpler

Fig. 1. Comparison results over benchmark data sets.
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model is also beneficial for the predictions over the test set since it can reduce the risk
of the over-fitting problems.

4 Conclusion and Future Works

In this paper, we proposed a novel deep learning method for multi-task learning
problems. Our model is based on dual-attentions. One attention is at the neighborhood
level, and another one is at the level of tasks. The dual-attention layer can explore both
the neighborhood and task attention and the relations between them. Moreover, the
attention is optimized for each data point. Our deep model is composed of multiple
such dual-attention layers. We design an iterative algorithm to learn the parameters of
the model to reduce the training errors and the model complexity. The experiments
over benchmark data sets show that our model outperforms the state-of-the-art deep
learning models with an attention mechanism. In the future, we will extend our work to
other applications, such as network analysis [3, 4, 16, 20, 22], recommendation system
[14], etc.
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Abstract. For a large amount of image data, an image classification method
based on improved deep belief network (IDBN) and improved extreme learning
machine (YELM) was proposed. Firstly, IDBN was used to simplify the com-
plex high-dimensional data to lower dimensions space, and get the main
inherent feature of the images with lower dimension. Then YELM was used to
classify data after the dimension reduction. The proposed IDBN-YELM method
has a significant improvement in classification accuracy. Extensive experiments
were performed using challenging dataset and results were compared against the
models such as DBN, YELM, IDBN-ELM. Though a lot of comparative
experiments on the street view house numbers (SVHN) dataset, the results show
that the IDBN-YELM has the high classification accuracy for the problem of
large-scale image classification.

Keywords: Image classification � Improved Deep Belief Network � Extreme
learning machines � YELM

1 Introduction

With the rapid development of information technology, a large amount of information
can be obtained through the Internet. There are massive images on the Internet. In
recent years, how to classify large-scale image data quickly and effectively has become
a growing concern [1–4].

Image classification is the first attempt of deep learning in application field. In
1989, LeCun et al. published convolution neural networks (CNNs) [5]. CNNs have
shown their huge potential of training on image data and could obtain high accuracy in
image classification tasks. After that, Kussual et al. put forward a new neural network
based on permutation encoding technology [6], which also has a good performance in
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face recognition and other small object recognition task. The permutation coding
technique makes it possible to take not only detected features, but also the position of
each feature in the image into account. In 2006, Hinton et al. published an article [7] in
the top academic journal “science”, and put forward the method of deep belief network,
opening a new upsurge of deep learning. At present, DBN is widely used in image
recognition, natural language processing, and other fields [8–12].

Extreme learning machine (ELM) was proposed by Huang et al. in 2004 [13]. It is a
learning algorithm based on single-hidden-layer feed forward neural networks (SLFN)
[14], in which the parameter iterative adjustment process of the traditional neural
network is transformed into solving the minimum norm least-squares solution of a
general linear system and putting the solution as the output weights of the network with
Moore-Penrose generalized inverse matrix theory [15, 16]. The algorithm has the
characteristics of easy realization and high efficiency.

In 2015, Zhang et al. proposed an improved ELM algorithm named P-ELM subject
based on PCA (Principal Components Analysis) technique [17]. The proposed P-ELM
algorithm can not only ensure the full column rank of newly generated hidden layer
output matrix H0ð Þ, but also improve the learning speed by reducing the number of
hidden nodes. Yong Peng et al. proposed a discriminative ELM with supervised
sparsity preserving (SPELM) [18]. SPELM performs as a subspace learning method by
considering the discriminative as well as sparsity information of data [19].

YELM is an improved algorithm of ELM proposed by Yuan [20] and its adjust-
ments are carried out in the calculation method of the output weights. By discussing in
cases of H is column full rank, row full rank, neither column nor row full rank, it not
only proves that the output weights must have one solution, but also greatly improves
the speed of the realization significantly. It is the reason why we chose YELM in this
paper.

In this paper, we proposed a method of image classification based on improved
deep belief network and YELM (IDBN-YELM), which mainly includes two stages:

(1) Achieve the expression of the dimension reduction by the improved deep belief
network. Because the image has a higher dimensionality, the dimensionality
reduction of the high-dimensional vector is realized through the deep belief net-
work, which could capture the inherent characteristics of the image with the low-
dimensional vector.

(2) Classify images with YELM. Use YELM to train reduced-dimension data.
Through many comparative experiments, the results show that the proposed
method has higher classification accuracy.

2 Method Research

2.1 DBN and IDBN

Deep belief network (DBN) is a generative graphical model consisting of stacked
restricted Boltzmann machines (RBMs). Based on its deep structure DBN can capture
hierarchical representation of input data. DBN is constructed layer by layer using

Image Classification Based on Deep Belief Network and YELM 151



RBMs [21], which includes a visible layer and several hidden layers, with a powerful
ability of feature learning [22]. A DBN model is considered as a stack of several
RBMs, in which top-down connections in the model can be used to generate low-level
features of images from high-level representations, and bottom-up connections can be
used to infer the high-level representations that would generate observed set of low-
level features. We can train the data layer by layer: (1) the bottom of RBMs trains the
original input data; (2) the lower layer of feature becomes the input of the next RBMs;
(3) process (1) and (2) can be repeated as many times as desired. Given visible unit x
and ‘ hidden layers the joint distribution is defined as

P x; h1; � � � ; h‘� � ¼ p h‘�1; h‘
� � Q‘�2

k¼1
p hkjhkþ 1
� �� �

p xjh‘� � ð1Þ

Since each layer of DBN is constructed as RBM, training each layer of DBN is the
same as training a RBM. Classification is conducted by initializing a network through
DBN training. Given training dataset D ¼ x1; y1ð Þ; � � � ; x Dj j; y Dj j

� �� �
with input x and

label y, the pretraining phase solves the following optimization problem at each layer k:

min
hk

1
Dj j
PDj j

i¼1
� log p xki ; hk

� �� 	 ð2Þ

where hk ¼ Wk; bk; ckð Þ is the RBMs model parameter that indicates weights, visible
bias, and hidden bias in the energy function, and xki is visible input to layer k corre-
sponding to input xi. Note that in layer-wise updating manner we need to solve ‘ of the
problems from the bottom to the top hidden layer. For the fine-tuning phase we solve
the following optimization problem:

min
/

1
Dj j
PDj j

i¼1
Lð/; yi; h xið Þ½ � ð3Þ

where LðÞ is a loss function, h is the final hidden features at layer ‘, and / is the
parameters of the classifier. Here, h xki

� �
is simplified by h xið Þ.

In this article, we adopted an improved deep belief network (IDBN) model pro-
posed by Koo et al., which is a supervised models based on DBN in order to improve
this two-phase strategy. This model implement classification based on the corre-
sponding hidden space. Owing to the minimization for the expected loss, it is more
robust and thus could obtain higher precision than the basic DBN model. The problem
solving can be transformed into the following minimization of expected loss function:

min
hL;hDBN

Ey;hjx hL; y; h hDBN ; xð Þ½ � ð4Þ

Given training samples D, the mathematical form of the IDBN reads
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min
hL;hDBN

1
Dj j
PDj j

i¼1
pðhjxiÞLðhL; yi; h hDBN ; xið Þ½ �

s:t: hDBN � h�DBN


 

� d

8><
>:

ð5Þ

where h�DBN are the optimal IDBN parameters and d is a hyperparameter. With notation
h hDBN ; xið Þ ¼ h xið Þ, we explicitly show the dependency of h on hDBN . We modify the
expected loss by introducing a constraint that sets bounds on DBN related parameters
with respect to their optimal values. This model has two benefits. First, the model keeps
a good representation of input by constraining parameters fitted in the unsupervised
manner. Second, the constraint regularizes the model parameters by preventing them
from blowing up while being updated.

2.2 ELM and YELM

Extreme learning machine is one of the most popular and important learning algo-
rithms. It comes from single-hidden-layer feedforward neural networks (see Fig. 1).
Compared with the traditional algorithm, extreme learning machine only need to set the
number of hidden layer nodes, do not need to adjust the network’s input weights
between input layer and hidden layer and bias parameters on hidden layers. The unique
optimal solution needs to be learned only once.

For given samples set X;Tf g ¼ xi; tif gNi¼1 N, where xi ¼ xi1; xi2; . . .; xinð Þ 2 Rn,
ti 2 R. That standard SLFNs with L hidden nodes and an activation function can
approximate these N samples, there exist bi, wi and bi such that:

fL xj
� � ¼ PL

i¼1
big wi; bi; xj

� � ¼ tj; j ¼ 1; 2; . . .;N ð6Þ

Fig. 1. The model of ELM
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where g �ð Þ is an activation function, bi (i ¼ 1; � � � ; L) is the i-th coefficient vector, wi

denotes the weight vector connecting the i-th hidden node and the input layer, bi is the
bias of i-th hidden node. Equation (6) can be briefly denoted as:

Hb ¼ T ð7Þ

where

H ¼
g w1; b1; x1ð Þ g w2; b2; x2ð Þ � � � g wL; bL; x1ð Þ
g w1; b1; x2ð Þ g w2; b2; x2ð Þ � � � g wL; bL; x2ð Þ

..

. ..
. ..

. ..
.

g w1; b1; xNð Þ g w2; b2; xNð Þ � � � g wL; bL; xNð Þ

2
6664

3
7775
N�L

b ¼
bT1
bT2
..
.

bTN

2
6664

3
7775
L�M

; T ¼
tT1
tT2
..
.

tTN

2
6664

3
7775
N�M

where H is called the hidden layer output matrix, the i-th column of H is the i-th hidden
node output with respect to the input x1; x2; . . .; xN . ELM is a very simple algorithm and
has a high speed for learning the model. However, there is no solution for the equation
Hb ¼ T in many cases.

YELM is an extension of ELM, proposed by Yuan et al. in 2011. In YELM, Eq. (7)
is equivalent to the following equation:

HTHb ¼ HTT ð8Þ

Optimal approximation solution of YELM is discussed in cases of H is column full
rank, row full rank, neither column nor row full rank. If H is column full rank, optimal

approximation solution is solved by b ¼ HTHð Þ�1HTT ; If H is row full rank, optimal

approximation solution is solved by b ¼ HT HHTð Þ�1T; If H is neither column nor row
full rank, the rank-1 and rank-2 approximation optimal methods are used to get optimal
approximation solution. But in fact, the extra time spent in the third phase of the
algorithm is O L2ð Þ, which is shorter in comparison with that spent in the third phase of
the ELM algorithm used to compute the output weights. This improvement not only
improves the generalization of the algorithm, but also greatly improves the speed of
algorithm implementation.

3 Image Classification Based on IDBN and YELM

The training process of image classification based on IDBN and YELM includes two
stages: IDBN training and YELM training. Achieving the feature of the dimension
reduction by IDBN [23, 24], then, implementing image classification by YELM
training. The whole training process of IDBN-YELM can be expressed in Fig. 2.
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3.1 The Training Process of IDBN

Restricted Boltzmann machine consists of two adjacent layers in the improved deep
belief network, the adjustment of network weights uses the direction from the bottom
up. Adjusting the weight leads to optimizing the energy functions as follows:

E x; hð Þ ¼ �b0x� c0h� h0Wx� x0Ux� h0Vh ð9Þ

where h is a latent variable, x is an input vector, W ;U;V are weight matrices;
To optimize the energy function, using the gradient descent method:

@ log p v0ð Þ
@w1

ij
¼ h0j v0i �~v0i

� � ð10Þ

where v0i ,~v
0
i are the values of neurons status, w1

ij is the weight.
After using gradient descent method to obtain minimum energy, symmetrical

weight matrix W can be extracted. Finally, according to the input vector x, with the
output of the restricted Boltzmann machine the latent variables can be extracted,
namely the low dimensional feature.

Fig. 2. Architecture of IDBN-YELM
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3.2 The Training Process of YELM

After extracting low-dimensional data, YELM will be taken as a classifier for classi-
fication training. In training period, we adopted the dimension of the feature vector as
the number of input layer neurons and used the number of the sample’s categories to
determine the number of output layer neurons. Given an activation function g xð Þ, and
hidden node number L, the training process of YELM can be divided into three steps:

4 Experiments

The data set used in this article is the Street View House Numbers (SVHN) dataset
provided by Google [25], which is mainly used for image recognition algorithms. It is
similar to the MINIST data set, which consists of ten numbers from “0” to “9” and
represents the corresponding digital label. The SVHN dataset provides two different
formats to meet different testing needs, both of which include training set, test set and
additional set. The second format is a cropped image with a single character in the
center. These images are cropped from the original image and contain more than
600,000 images. All images are normalized to 32 � 32, and the interference factors
such as distortion, rotation, background noise are added to the image. The following
four experiments were all trained on SVHN dataset.

(1) IDBN-YELM experiment: Firstly, we reduced dimension of the samples with the
improved deep belief network, then classified the reduced-dimension data with
YELM, after all, the accuracy rate that we got is 94.57%. In this experiment, the
pre-training part is unsupervised learning, and the fine-tuning part is supervised
learning.
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(2) IDBN-ELM experiment: This process is like the IDBN-YELM experiment, just
difference in that what model we chose. Finally, the accuracy rate that we got is
94.33%.

(3) YELM experiment: We classified the image on SVHN with YELM by constantly
changing the number of hidden layer neurons, and the accuracy rate is 60.49%.

(4) IDBN experiment: We classified the image on SVHN with IDBN, the accuracy
rate is 94.29%.

As can be seen from Fig. 3 and Fig. 4, the combination of IDBN and YELM is
superior to one of them. For using the improved deep belief network, the interior
structure of high-dimensional data is got, and the goal of reducing dimension is
achieved. Then, classifying low-dimensional data with YELM, which greatly reduces
the amount of calculation and improves the classification accuracy.

As can be seen from Fig. 5 that the performance of IDBN-YELM is slightly better
than that of IDBN-ELM. The main reason of this result is that YELM classifier is
introduced.

Fig. 3. Classification accuracies of IDBN-YELM and YELM on SVHN dataset

Fig. 4. Classification accuracies of IDBN-YELM and IDBN on SVHN dataset
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5 Conclusions

In this paper, we proposed a method of image classification based on improved deep
belief network and YELM to extend the traditional classification algorithms. Firstly, we
achieved dimension reduction of high-dimensional data by improved deep belief net-
work, then we used YELM to train reduced-dimension data. Experiment results showed
that this novel method can achieve high accuracy of image classification. However, one
drawback of this model is that one more training phase to the two-phase approach is
necessary.
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Abstract. Cardiovascular Diseases represent the leading cause of deaths in the
world. Arterial Blood Pressure (ABP) is an important physiological parameter
that should be properly monitored for the purposes of prevention. This work
applies the neural network output-error (NNOE) model to ABP forecasting.
Three input configurations are proposed based on ECG and PPG for estimating
both systolic and diastolic blood pressures. The double channel configuration is
the best performing one by means of the mean absolute error w.r.t the corre-
sponding invasive blood pressure signal (IBP); indeed, it is also proven to be
compliant with the ANSI/AAMI/ISO 81060-2:2013 regulation for non invasive
ABP techniques. Both ECG and PPG correlations to IBP signal are further
analyzed using Spearman’s correlation coefficient. Despite it suggests PPG is
more closely related to ABP, its regression performance is worse than ECG
input configuration one. However, this behavior can be explained looking to
human biology and ABP computation, which is based on peaks (systoles) and
valleys (diastoles) extraction.

Keywords: Arterial blood pressure � Electrocardiogram � Machine learning �
Neural networks output error � Photoplethysmogram � System identification

1 Introduction

Cardiovascular diseases (CVDs) represent the most meaningful worldwide health
problem. Indeed, they generate a heavy impact on people’s life expectancy, on sick’s
life quality and on the use of health resources. The definition of CVDs includes
pathologies affecting both the heart and the blood vessels. The most frequent pathology
affects the arterial blood pressure (ABP). Hypertension consists of a persistent increase
in blood pressure that acts on the heart. This condition may cause serious complications
to the heart and to other organs such as the kidneys, the brain and the eyes. Globally,
hypertension kills roughly 8 million people per year [1, 2].

Blood pressure is determined by the set of forces acting on the wall of the vessels:
on one hand, the hydrostatic pressure exerted by the blood; on the other side, the
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resistance opposed by the vessel wall. The hydrostatic pressure depends on the strength
and frequency with which the heart contracts by pumping the oxygenated blood, while
the peripheral resistances depend on the extent of the blood flow, the elasticity and the
diameter of the vessel wall: the smaller the vessel diameter, the higher the pressure
inside them [3]. The complex physiological regulation system involves the autonomic
nervous system (the part of the central nervous system responsible for controlling
involuntary actions), some hormones and neuromodulators produced by the adrenal
gland and the kidney that regulates the volume (total volume of blood) [4]. When one
of these regulating elements is not able to respond appropriately to blood pressure
variations, arterial hypertension may occur. The measurement of ABP consists of two
quantities: the systole (SBP), determined by the peak pressure that is observed fol-
lowing the contraction of the left ventricle and the diastolic pressure (DBP), calculated
during the relaxation phase. Due to ageing, diastolic blood pressure tends to decrease,
while, at the same time, SBP increases; therefore, it is desirable to prevent the onset of
the disease and report values out of the norm to ensure non-reversible damage.
American Heart Association (AHA) classifies hypertension into four different stages,
which characterize the individual’s health status in relation to blood pressure values [5].
This is a great way to easily identify the severity level and find the most appropriate
cure in a timely manner. Due to the importance of prevention, and to avoid the
degeneration of hypertension, it is necessary to constantly keep both the pressure
values under control [6].

Currently, there are two methodologies for ABP measurement. On one hand, an
invasive method, based on an intra-arterial blood pressure (IBP) technique, which
represents a direct measurement by inserting a cannula needle in a suitable artery. This
method is employed in the Intensive Care Unit (ICU) and in the operating theatre and
shows continuous patient monitoring of the arterial blood pressure together with its
waveform visualization on a display. Unfortunately, this procedure may lead to pains
and infections [7]. On the other hand, a non-invasive indirect method based on Kor-
otkoff sounds. The most common device for indirect measurement is the sphygmo-
manometer, which returns the systolic and diastolic pressure values through the
compression and decompression of a cuff, positioned around the patient’s arm [8];
however, this procedure may lead to the misclassification of large numbers of patients
because the model has inaccuracies. The non-invasive method proposed in this paper is
based on the use of artificial neural networks (ANNs), which have been recently
applied to medical problems, particularly in the fields of radiology, urology and car-
diology. An ANN is a distributed network capable of identifying relationships in input
data that are not easily evident with current common analytical techniques; in this
sense, artificial neural networks can predict the relationships that exist between inputs
and outputs [9]. In cardiology, artificial neural networks have been successfully applied
to the diagnosis and treatment of coronary artery disease and myocardial infarction, in
electrocardiographic interpretation and in arrhythmia detection and in image analysis in
cardiac radiography [10]. Another application, related to blood, is a non-invasive
practice for determining hemoglobin concentration [11]. The trained model can be
embedded in wearable devices, such as the ECG Watch [12] and the VITAL-ECG [13–
15], for providing an anytime, everywhere, unobtrusive blood pressure measurement
feature. In the proposed work, the neural network output error (NNOE) model, a
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recurrent neural network, has been implemented. NNOE is able to learn the physio-
logical relation that exists between the inputs, the electrocardiographic (ECG) and the
photoplethysmographic (PLETH/PPG) signals, and the output (the ABP value) [16].
The former represents the electrical signals in the heart, which are a consequence of
cardiac muscle depolarization followed by repolarization during each cardiac cycle
(heartbeat) [17]; PPG detects blood volume changes in the microvascular bed of tissue,
in an optical way [18]. The rest of the paper is organized as follows: Sect. 2 carries out
an analysis about the methodology for ABP estimation: the dataset used for the
experiments is presented, the data pre-processing is detailed and the neural network
architecture is accurately explained together with the chosen evaluation metrics. Sect. 3
details the experimental results, followed by the conclusions in Sect. 4.

2 Methodology

Figure 1 shows the proposed framework, which is made of four main processing units:

1. Dataset description: data are extracted from MIMIC Database [19], in particular
ECG, PPG are chosen as input and the IBP as target.

2. Data pre-processing: all signals are filtered with a moving mean; ECG is also
filtered with a high-pass filter to remove disturbances that characterize the signal.

3. Neural Network: NNOE Neural Network Output Error [20], a recurrent neural
network used to predict the values of IBP, both systolic and diastolic blood pressure
values.

4. Metrics: SSE (sum-squared error) for MLP training and MAE (mean absolute error)
to evaluate the quality of the forecasting.

2.1 Dataset Description

The goal of the work is to obtain a neural network trained in a way that, given the ECG
and PPG inputs, returns a sufficiently accurate estimation of the ABP signal.

Fig. 1. Methodology of the proposed work
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Subsequently, the systolic and diastolic pressure is extracted from the peaks (SBP) and
the valleys (DBP) of the ABP predicted signal.

The MIMIC (Multi-parameter Intelligent Monitoring for Intensive Care) Database
is a collection of physiological signals from about 100 different patients, registered in
the Intensive Care Units of medicine, surgery and cardiology of Boston’s Beth Israel
Hospital [19, 21]. The recordings include continuous signals and periodic measure-
ments extracted from the patient monitors and clinical data obtained from the records of
each patient. The length of the data can vary from 20 to 40 h, and the recordings from
the patient monitors are divided into files of 10 min, which can be concatenated to
obtain a single continuous signal. Figure 2 shows the extracted signals from the
MIMIC Database of a single patient (ECG, PPG and IBP). ECG and PPG represent the
input signals, while IBP is the output. In this study, twenty-nine patients are consid-
ered. The results are analyzed comparing three different neural network configurations:

• ECG signal as input;
• PPG signal as input;
• ECG/PPG synchronized as an input (double channel).

2.2 Data Pre-processing

The ECG signal can mainly contain three types of noise:

• Baseline wander: low frequency noise around 0.5–0.6 Hz, which results in an
oscillation around the baseline; it may be due to the use of incorrect electrodes
(electrode-skin impedance), patient movements or breathing.

• Power line interference: around 50–60 Hz due to the electrical network; it can be
removed using a notch filter with a cutoff frequency of 50–60 Hz.

• Electromyography disturbance: a high frequency noise, above 100 Hz, removed
using a low pass filter having an appropriate cutoff frequency.

Fig. 2. Input signals (ECG and PPG) and output signal (IBP)
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By analyzing the signals in the database, a high-pass filter is applied to the ECG
signal to remove the baseline wander. Figure 3 shows the signal improvement after the
disturbance removal.

In addition, a moving mean filter is applied for removing the remaining noise in the
three signals (ECG, PPG and ABP). The filter, with a window of 3 samples, represents
the simplest form of a low-pass filter.

2.3 Neural Network Architecture – NNOE

There are basically two approaches to forecasting, which depend on the application
[20]: the former uses the actual and previous values of the output in the regression
vector (e.g. NARX and NARMAX), the latter uses only the previous predictions in the
regression vector (e.g. NNOE). Obviously only the second case can be considered for
ABP estimation, because the actual blood pressure information is not available.

The goal of the neural network output error (NNOE) is to implement a generic
model structure for the identification of nonlinear dynamic systems in a stochastic
environment. The basic structure of the neural network is a multilayer perceptron
(MLP, [22]), which has the ability to model very complex continuous functional
relationships.

Figure 4 shows the workflow of the dynamical system identification.

The experimental phase consists of the dataset collection, called ZN , which
describes the entire system with a sampling frequency:

Fig. 3. Baseline wander removal from ECG signal

Fig. 4. Dynamical system identification
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ZN ¼ f½u tð Þ; y tð Þjt¼1;...;N �g ð1Þ

u tð Þ and y tð Þ represent the control signal and the measured output signal, respectively,
where t specifies sampling instant.

For the selection of the model structure, a number of regressors is chosen based on
the idea of a linear system identification, determining the network architecture opti-
mization with the given regressors as inputs. For NNOE, the shape of the regression
vector is given by:

u tð Þ ¼ ½ŷðt � 1jhÞ. . .ŷ t � njhð Þ u t � dð Þ. . .u t � d � mð Þ�T ð2Þ

where h is a vector containing the weights, n is the y-predicted lag, m is the input lag
and d the delay to obtain the prediction. The vector of prediction is given by:

ŷ tjhð Þ ¼ g u tð Þ; hð Þ ð3Þ

where g is the function realized by the artificial neural network.
The most common method of validation is the investigation of the residuals (pre-

diction errors) by cross-validation on a test set.
NNOE has a predictor with a feedback through the choice of regressors, which in

the neural network terminology means that the networks become recurrent: future
network inputs will depend on present and past network outputs (see Fig. 5).

2.4 Metrics

Two metrics are considered in this paper: the Sum of Squares Error (SSE) for the MLP
training and the Mean Absolute Error (MAE) for the evaluation of the results. Both
metrics express how much the network prediction is similar to the desired output
(target).

The SSE metric quantifies how a dataset varies around a central number (like the
mean). Generally, a lower residual sum of squares indicates that the regression model

Fig. 5. Structure of NNOE model
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can better explain the data while a higher residual sum of squares indicates that the
model poorly explains the data [23, 24].

SSE ¼
Xn

i
yi � ~ylð Þ2 ð4Þ

MAE, instead, measures the average magnitude of the errors in a set of predictions,
without considering their direction. It represents the average over the test sample of the
absolute differences between prediction and actual observation where all individual
differences have equal weight [25].

MAE ¼ 1
n

Xn

i
yi � ~ylj j ð5Þ

3 Results

In the following, three NNOE configurations have been compared with regard to the
inputs; as shown in Fig. 6, the first one uses only ECG, the second one only PPG, while
the latter both ECG and PPG as inputs.

The network optimal architecture is determined using a trial-and-error approach,
where different numbers of hidden neurons and regressors were tested w.r.t. MAE. At
the end, the chosen neural architecture consists of a multilayer perceptron (MLP) with
fifty neurons and three regressors.

Figure 7 and Fig. 8 show the MAE for SBP and DBP, respectively; for each patient
(x axis) the MAEs of the three input configurations are grouped:

• the blue bar represents the network error with the electrocardiogram signal as input;
• the orange bar gives the performances with photoplethysmogram as input signal;
• the yellow bar shows the network MAE with the double channel (ECG and PPG).

To evaluate each input configuration quality, the MAEs have been averaged for all
patients (excluding the outliers) as shown in Table 1: the double channel configuration
has the best performance, with an average value of 2.42 and 3.17 for SBP and DBP,
respectively.

Fig. 6. NNOE input configurations. Single channel: ECG (left) or PPG (center); double channel:
ECG and PPG (right).
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Because the analysis based only on the MAE metric is not sufficient to assess the
quality of the proposed method, a deeper comparison between the desired target
(IBP) and the NNOE predicted signal is performed. Figure 9 shows the target-output
signals plot for each input configuration for patient 2 (which has the lowest MAEs): the

Fig. 7. Mean absolute error for SBP for every patient. (Color figure online)

Fig. 8. Mean absolute error for DBP for every patient. (Color figure online)

Table 1. Systolic and diastolic blood pressure MAE (in mmHg) for the three different inputs.

Inputs MAE (SBP) MAE (DBP)

PPG 3.03 5.72
ECG 3.94 5.49
ECG/PPG 2.42 3.17
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blue solid line represents the desired output (target) while the red dashed line the
prediction signals. As can be seen, the double channel (ECG/PPG) is the best per-
forming one.

3.1 Discussion

Some considerations can be drawn just by considering one patient (here patient 2). The
Spearman’s rank correlation coefficient measures the non linear correlation between
two variables. For ECG and ABP, it is equal to 0.17, while for PPG and ABP, it is
equal to 0.37. Hence, PPG is more correlated to ABP than ECG. Furthermore, the test
SSE for the NNOE model of the relationship between PPG and ABP is equal to
3:19� 104, and for the relationship between ECG and ABP is equal to 3:42� 104. All
these estimates prove PPG is better related to ABP than ECG. So, why does ECG yield
a better estimation of ABP? To answer this question, it must be considered that the goal
of the algorithm is the accurate evaluation of SBP and DBP. As seen before, the most
difficult evaluation is SBP, which depends on the slope of the signal, i.e. its derivative.
This first order rate is proportional to the latency time of the phenomenon. ECG is
immediately related to ABP, because the pressure depends on the heartbeat. On the
contrary, PPG depends on the level of oxygen in blood, which in turn depends on the
global cardio-circulatory apparatus: hence it requires a longer time to follow the blood

Fig. 9. Output vs. target signals for each input configuration: ECG (a), PPG (b), ECG/PPG (c).
(Color figure online)
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pressure rate of change. These considerations are also confirmed in Fig. 2, which
shows that the PPG signal has a slower rate of change in the peaks than the other two
signals. It can be deduced that the PPG inertia prevents from the accurate synchronous
detection of the pressure peaks. Concluding, despite the fact that PPG better represents
the ABP signal, ECG better estimates the ABP peaks. In the case of two channels, the
pros of both ECG and PPG yield the best result.

4 Conclusion

In this paper, a non invasive blood pressure estimation technique is presented. To
determine the best input among a single (ECG or PPG) and a double channel (syn-
chronized ECG and PPG) configurations, a comparative analysis is carried out.
Because the goal is the ABP forecasting, the NNOE method is used, which is a
recurrent neural network, based on MLP, employing only the previous predictions in
the regression vector. The algorithm is tested on twenty-nine subjects by always using
the IBP as target signal for training. From each predicted signal, peaks and valleys have
been extracted to compute the corresponding SBP and DBP values; then, they are
compared with ABP ones in terms of MAE as required by ANSI/AAMI/ISO 81060-
2:2013 regulation for non invasive ABP techniques. The double channel configuration
yields the best results w.r.t. mean absolute error, which results to be, on average,
2.42 mmHg and 3.17 mmHg for SBP and DBP, respectively; in this sense, this con-
figuration is compliant with the legislation because the estimated values are within
±5 mmHg w.r.t. real invasive measurements. Among the single input configurations,
ECG performs better than PPG w.r.t. MAE; on the contrary, the Spearman’s coeffi-
cients between the ABP and the two inputs suggests an opposite relationship. This
behavior is explained by the human biology and the SBP latency time: ECG is
immediately related to ABP by means of the heartbeat, while PPG is related to the
global cardio-circulatory apparatus, which requires a longer time to follow the blood
pressure rate of change. In this sense, PPG inertia prevents from the accurate syn-
chronous detection of the pressure peaks.

The proposed technique can be embedded in wearable portable devices to perform
continuous monitoring of vital parameters to prevent the onset of cardiovascular dis-
eases, such us hypertension; indeed, the neural approach can be exploited to fight
CVDs and reduce the amount of people, who die for such pathologies.

Future work will deal with an extensive comparison with deep neural networks, e.g.
convolution neural networks. It will be also further analyzed the use of the recurrent
neural networks, already used in this experiment [26]. Furthermore, a deeper study of
specificity and sensitivity w.r.t. the single patient will be conducted; an unsupervised
patient clustering will be exploited for tuning supervised neural networks specific for
each cluster, such an approach could be useful to improve the generalization capability
of the proposed approach.
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Abstract. In recent years, due to the high availability of omic data, data driven
biology has greatly expanded. However, the analysis of different data sources is
still an open challenge. A few multi-omic approaches have been proposed in
literature. However, none of them take into consideration the intrinsic topology
of each omic. In this work, an unsupervised learning method based on a deep
neural network is proposed. For each omic, a separate network is trained, whose
outputs are fused into a single graph; for this purpose, an innovative loss
function has been designed to better represent the data cluster manifolds.
A graph adjacency matrix is exploited to determine similarities among samples.
With this approach, omics having a different number of features are merged into
a unique representation. Quantitative and qualitative analyses show that the
proposed method has results comparable to the state of the art. The method has a
great intrinsic flexibility as it can be customized according to the complexity of
the tasks and it has a lot of room for future improvements compared to more
fine-tuned methods, opening the way for future research.

Keywords: mRNA � miRNA � Lung cancer � Multi-omics � SNF � Data
fusion � Neural networks � MLP � Unsupervised learning � Competitive
learning � Kamada-Kawai graph visualization

1 Introduction

In recent years, the development of high throughput techniques for biological data
acquisition, like next generation sequencing for DNA and RNA, has significantly
increased the availability of raw data, while decreasing the cost by orders of magnitude.
For instance, the cost of sequencing a full human genome has fallen from 100 billion
dollars to 1000 dollars in the last 20 years [23]. The availability of this kind of “omic
data” (such as genomic, epigenomic and proteomic data) has remarkably speeded up
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progress across of biology and medicine. This is also due to emerging cooperative
efforts across institutions to build common standardized datasets.

The availability and standardization of data is opening avenues to data driven
research, from statistical analysis to supervised and unsupervised machine learning.
Supervised learning is limited to the fields where it is possible to obtain accurate labels.
One example is the prediction of hard outcomes, like in survival studies [8]. Con-
versely, unsupervised learning and especially clustering analysis, can lead to the dis-
covery of new classes that may have biological relevance. For instance, clustering of
RNA expression data can lead to the discovery of cancer subtypes [12]. Applying
machine learning to single-omic data has produced significant results. mRNA
expression data has been successfully used for instance to perform clustering on cancer
subtypes or classification based on known sub-types [13]. However, it is limited by the
incomplete information carried by single omics. Thus, using multi-omic data integra-
tion is of fundamental importance in order to get more accurate analyses and predic-
tions. However, the integration is not trivial and represents an open computational
problem.

A solution can be attempted by merging all the features from different omics in a
single feature space or performing a consensus clustering among the different input
datasets. The former leads, however, to further increase the dimensionality, while the
latter is limited in accuracy by the fact that the fusion process is not learnt from the
topology of the input spaces. Indeed, multi-omic data integration does not consistently
perform better than single omic analysis on the best performing omic [24].

The development of new data fusion techniques is an open research problem. Here
the proposed method to address it is a deep learning approach called Neural Graph
Learning Fusion (NGL-F).

The paper is organized as follows: Sect. 2 introduces the background, in particular
concerning the problem of applying machine learning to the study of multi-omic data;
Sect. 3 introduces and describes the NGL-F algorithm; Sect. 4 details the dataset and
how the experiments have been performed, comparing the results with those obtained
through the Similarity Network Fusion(SNF) algorithm [26], a well-established method
for multi-omic data fusion; Sect. 5, at last, describes the conclusions and the future
works.

One of the main contributions of this work is to propose an original neural approach
for modeling multi-omic datasets. Compared to the state-of-the-art algorithms, this
approach exploits the manifold topology of the input space. The main advantage of this
approach is the possibility to extend the algorithm to the case of omics having a
different number of samples; this is not possible using the existing techniques, which
are not tailored to the problem at hand.

2 Background

Given the greater availability of omic data, thanks to high throughput techniques, data
driven biology has greatly expanded with the help of the creation of open databases and
the development and improvement of algorithms.
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Cooperative effort has led to large scale projects aiming to provide a unified basis
for omic data collection and study. Examples are the Ensembl Genome project and the
Human Proteome Project, providing respectively a growing data set for the main
eukaryotic genes and an attempt to create a map of the protein based molecular
architecture of the cell [15, 20]. Similarly, in the medical field, several public databases
combine multiple information like omic data, clinical data and histological images,
providing the foundation for data driven medical research. Among such projects, the
National Cancer Institute Genomic Data Commons (GDC) is a unified data sharing
platform for multiple cancer genomic projects. It provides standards for data collection
to minimize inconsistencies due to the procedures used. With more than 80’000
samples it constitutes a valuable resource for data driven medical research [18].

Projects like the aforementioned have opened several avenues for computational
studies, from statistical analysis to machine learning. The typical problems to be solved
are classification and clustering. Clustering problem are of great interest because they
allow the discovery of new classes from data beyond human capability. For example,
the discovery of new cancer subtypes plays an important role in designing effective
therapies that account for resistances. Clustering is an unsupervised learning approach
to partitioning sample sets so as to maximize a similarity score among samples in the
same subset and minimize it between different subsets [17]. While different compu-
tational approaches have produced significant results even with single omics, [13], any
omic taken by itself provides an incomplete picture. For example, greater gene
expression values for protein coding genes correlate with higher protein counts for the
protein they code for. However, there are regulatory mechanisms that inhibit the
translation of mRNA into proteins. One such regulatory element is a small non-coding
RNA molecule (miRNA). Thus, combining mRNA and miRNA data should provide a
better insight into the cell activity. In general, combining the information from multiple
omics is crucial to discover patterns and generate insights at a system level. However,
there are significant difficulties to be overcome.

Focusing on multi-omic clustering, different approaches are available. One dis-
tinction is between early integration and late integration algorithms: the former unite
the features from different omics in a single matrix then perform the clustering; the
latter perform clustering separately on the omics then merge the information. Early
integration might reveal problematic when the number of samples is much less than the
number of features because it increases significantly the dimensionality of the feature
space. Late integration is a complex theoretical and computational problem requiring
the discovery of new and better algorithms to perform the fusion of the clustering
results obtained from each and every omic individually. The difficulties in the use of
multi omic data emerge when widely used techniques are benchmarked on real clinical
cases an shown not to perform consistently better than single omic data, especially if
the comparison is with the best performing omic [24].

One of the state of the art techniques is Similarity Network Fusion (SNF) [26],
which starts from the similarity matrices of the original data and creates a consensus
through an iterative algorithm: at each step the matrices from individual omics are
updated accounting for relevant contributions from the others. This approach has
outperformed single-omic studies in some problems such as identification of cancer
subtypes and prediction of survival rates when combining mRNA expression, DNA
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methylation and miRNA expression. The method is simple and fast however it has
limitations like requiring to have the same samples across all omics. Although the
proposed NGL-F method has been trained on datasets containing the same samples, in
principle this is not a strict requirement. Neural networks offer an ample development
space: not only they allow to effectively build weighed graphs through strategies such
as competitive learning, which then can be merged by accounting for connection
strength, but they have built-in tools such as backpropagation to allow each clustering
to take into account the information from other omics by introducing a global loss
function with coupling terms. An open problem is the determination of well-performing
implementations of those coupling terms.

3 The NGL-F Neural Network

The Neural Graph Learning for data Fusion (NGL-F) is a gradient-based competitive
neural network [6], which uncovers topological sample-to-sample relation-ships using
multiple data sources. Given two or more types of data for the same set of samples
(e.g., patients), NGL-F learns the mutual relationships among samples taking into
account such heterogeneous information simultaneously. The output of NGL-F is a set
of graphs. For each data set NGL-F aims at finding a graph where nodes represent
cluster centroids while edges represent cluster topological properties. Thereafter, the
learned topology described by such graphs is used to create the sample adjacency
matrix (S). The information contained in the matrix represents all datasets and it can be
used to uncover latent patterns among samples. In this sense, the sample adjacency
matrix is used to build a unique graph (sample graph) in which nodes represents
samples and the edges are derived from S.

NGL-F is composed of a set of dual multi-layer perceptrons (MLPs), one for each
dataset, equipped with a final competitive layer. Weights are estimated by backprop-
agation [6]. The activation functions are ReLU for the hidden layers and linear for the
output competitive units. The input of each network is a dataset represented as a matrix
XZ 2 ℝd,n, where n is the number of samples and d the number of features. Each MLP
provides as output a set of vectors representing cluster centroids for the input
data. For each data source taken into consideration, a multi-layer neural network is
instantiated. The architecture of each network can be customized according to the
complexity of its own data set (see Fig. 1).

The loss function of NGL-F takes into account at the same time the quality of
clusters found by each MLP and their underlying topology. The relationships among
clusters are modeled using an adjacency matrix E, where E(i, j) represents the number
of samples for which and are the two closest centroids. The higher E i; jð Þ, the
more their respective clusters are related. The matrix E represents a graph on the neural
network, where the nodes are the neurons and the edges are inter-neuron connections.
These links represent the topology of the input data. The loss function of each MLP is
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composed of four terms taking into account inter and intra-cluster distances, quanti-
zation error and parsimony in representing the underlying topology:

L ¼ maxkd intraf gðCkÞ
max i;jf gd interf g Ci;Cj

� � þQþ Ej jj j ð1Þ

where d intraf gðCkÞ is the intra-cluster distance, d interf g Ci;Cj
� �

the inter-cluster distance,
and Q the quantization error. The complete diameter distance is used as an intra-cluster
quality index, representing the distance between the two remotest samples belonging to
the same cluster:

d intraf gðCiÞ ¼ max
x;y2Ci

d x; yð Þ ð2Þ

The single linkage distance, representing the closest distance between two samples
belonging to two different clusters, is used to model inter-cluster distance:

d interf gðCiÞ ¼ min
x2Ci;y2Cj

d x; yð Þ ð3Þ

The quantization error is computed as the norm of the distances between cluster
centroids and cluster points (Ci):

ð4Þ

Fig. 1. NGL-F architecture: N datasets are fed in input to NGL-F. For each dataset, a multi-layer
perceptron is employed and customized according to dataset complexity. Clustering outputs are
at the end combined in order to create a sample graph built from the adjacency matrix S.
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The NGL-F loss function is the linear combination of MLPs’ losses:

L ¼
X
z

LZ ð5Þ

Once all networks terminate the training procedure, the resulting clusters are
analyzed. For each data set, two samples are considered near to each other in case they
belong to the same cluster; far from each other in case they belong to different clusters.
A sample adjacency matrix S is then computed as follow:

S i; jð Þ ¼
Xn

d¼1
neard i; jð Þ ð6Þ

where neard i; jð Þ is a boolean function calculating the proximity of the samples as
previously explained and n is the number of data set taken into consideration. This
matrix is the result of the fusion process. Its quality can be analyzed and compared to
other methods in different ways, as it will be shown in the next section.

4 Experiments

Data are downloaded from the portal of the NIH Genomic Data Commons [22] and are
collected in tabular form, resulting in a mRNA and a miRNA transcriptome profiling
matrix.

The mRNA matrix consists in raw counts gene expression values [4]. A higher
value represents, for protein coding genes, a greater amount of protein produced. This
is true unless regulatory mechanisms inhibit the translation of the mRNA.

The miRNA matrix consists in raw counts miRNA values [9]. As miRNA inhibits
the translation of mRNA, a higher expression value corresponds to a lower presence of
the proteins related to that sequence.

The data was preprocessed as follows:

– For the mRNA matrix, the genes with an expression value equal to zero across all
the samples were deleted. Then the normalization was performed through a variance
stabilizing transformation [16] and only protein coding genes were selected. This
resulted in 17682 genes for which the expression value is reported.

– For the miRNA matrix, the sequences with zero expression value across the samples
were deleted and the matrix was normalized through DESeq2 [21]. The final values
were obtained as log2 exprValueþ 1ð Þ [3].
The patients for which either the mRNA or the miRNA data was missing were

deleted from the matrices. This resulted in 1248 miRNA and mRNA sequences for
which the expression value is reported. This deletion is not a strict requirement in
general for NGL-F but it is necessary to compare it with SNF and taken as requirement
for this specific implementation.

Data samples come from either healthy or cancerous lung tissue belonging to two
types: Lung Adenocarcinoma (LUAD) or Lung Squamous cells Carcinoma (LUSC).
The healthy tissue has been taken from non-tumoral tissue samples usually close to the
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position of the tumor. Data was acquired from three projects: TCGA-LUAD [25] and
CPTAC-3, with samples from adenocarcinoma patients, and TCGA-LUSC, with
samples from squamous cells carcinoma patients. Overall this resulted in six different
annotations all reported as the name of the project followed by either the “tumoral” or
“healthy” annotation.

All the code for the experiments has been implemented in Python 3, relying upon
open-source libraries [1, 14]. All the experiments have been run on the same machine:
IntelR©CoreTMi7-8750H 6-Core Processor at 2.20 GHz equipped with 8 GB RAM.

The two datasets previously described are fed as input to the NGL-F algorithm. The
structure of the networks employed in this paper is reported in Fig. 2. NGL-F is a
single neural network that employs a set of dual multi-layer perceptrons, one for each
analyzed omic. The use of dual networks is justified given the high-dimensionality of
the data sources [2, 6, 7]. The number of features may vary between different omic and
it is maintained through the layers, as dual networks are trained on the transposed
matrix [6]. In this way, output nodes preserve input dimensionality and can be used as
cluster centroids for each input matrix. In this implementation, the only requirement is
on the number of samples (1248) that needs to be identical among the omics. As
mentioned in Sect. 3, the fusion process consists in the creation of a unique sample
adjacency matrix that takes into consideration the information extracted from every
omic data. In order to compare the results of the proposed method, the experiment was
repeated by using the SNF algorithm [26].

The adjacency matrix built by both methods are depicted in Fig. 3. Observing the
two plots, the results are pretty similar with both methods capable of identifying
similarities among data. This is a first important result as it shows the quality of the
fusion process carried out by the proposed method when compared to a state-of-the-art
algorithm.

Fig. 2. NGL-F network architecture as used in the experiments. Between brackets the
dimensionality of input/output data of each layer are reported. Regarding the matrices, the
dimensions are defined as features x samples since the matrix is transposed. Next to each dense
and output layer, instead, is reported the dimensionality of the associated weight matrix. Also, it
should be noticed the different dimensionality of the two input sources, miRNA (top) and mRNA
(bottom) maintained through the layers.
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In order to better analyze this result, it was decided to plot the sample adjacency
matrix through the Kamada-Kawai path-length algorithm [19]. This algorithm is a
force-directed graph drawing method that can be used to visualize undirected graphs in
a two-dimensional space. The main characteristics of this class of algorithms is that
edges are displayed in such a way that the number of crossings is the lowest possible.
In the two plots of Fig. 4, it is clear that the number of connections found by SNF is
redundant: even isolated samples as the LUAD tumoral ones on the top and left edges
are connected with many other samples. Conversely, NGL-F better identifies outliers as
it can be seen with the tumoral CPTAC3 on the top right corner. However, the sample
adjacency matrix plot produced by SNF, better separates LUAD from LUSC tumoral
data, while in the plot concerning NGL-F the samples belonging to the two classes are
quite confused.

At last, the quality of the proposed algorithm is validated through a comparison of
the spectral clustering executed on the two adjacency matrices. In Fig. 5, the quality of
the clusters of the grouped samples can be appreciated. More precisely, a harmonic
mean of purity and efficiency of the clusters is computed according to the class of the
samples belonging to each cluster. Both clustering techniques are capable to precisely
identify CPTAC3 healthy samples, grouped in the C5 cluster. Also, CPTAC3 tumor
samples are mostly collected in a single cluster, C4; however, the adjacency matrix
produced by SNF seems to better separate these samples as the corresponding cluster
quality is higher. Instead, samples belonging to LUAD and LUSC (both tumor and
healthy) seem to be more difficult to identify. Indeed, for both tissues, tumor samples
are collected together in the C0 and C2 clusters for SNF and C0 and C1 clusters for
NGL-F. At last, the few LUAD and LUSC healthy samples are mostly placed in
C3cluster for NGL-F, while they are split among all the clusters in the case of SNF.

Summing up, the results produced by the two algorithms are very similar. It is
worth pointing out the importance of this result, as NGL-F is a completely new
algorithm and it is based on a recent neural theory [6]. Compared to state-of-the-art
methods, the neural network structure of NGL-F shows a higher flexibility and can be

Fig. 3. Adjacency matrix of the sample using (left) SNF and (right) NGL-F algorithms
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easily extended to omics with different number of samples. Future works may include
the improvement of the loss function taking account cluster densities [11] and the
development of incremental, hierarchical [10], and biclustering [5] versions of NGL-F.

Fig. 5. Harmonic mean of cluster efficiency and purity computed on the spectral clusters,
computed on the adjacency matrix produced by SNF (top) and NGL-F (bottom) algorithms

Fig. 4. Graph of the sample adjacency matrix through the Kamada-Kawai path-length algorithm.
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5 Conclusions

Since the interpretation of data coming from multiple data sources is still an open and
challenging problem, some multi-omic approaches have been recently proposed.
However, these methods do not take into account the intrinsic topology of each omic.
Therefore, NGL-F has been designed to tackle this issue. It is an unsupervised deep
learning neural network endowed with an original final layer which is competitive,
because of the choice of the loss function. Indeed, it takes into account both the
quantization and the clustering and the onset of the edges. The training procedure is
repeated for all input datasets generating each a network of centroids to which the
samples are assigned in a competitive fashion, with criteria for creating and decaying
connections between the centroids themselves. The final outcome is a connected graph
for each input which is merged to obtain the final graph from which the clusters are
derived. Experimental results show its competitiveness with state-of-the-art algorithms;
however, they are more flexible in the sense that several kinds of layers can be
employed and more than two input sources can be fed simultaneously. Hence, the
proposed algorithm is suitable for a wider range of applications.

Future work will deal with the implementation of convolutional layers into the
neural architecture and with a deeper analysis of the loss function. A shallow version of
the network, which underlines both the competitive aspect of the approach and the
topology of the data by the edges, is under study. It will be applied not only to few
omics and also to non-biological data.
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Abstract. Person re-identification, as the basic task of a multi-camera
surveillance system, plays an important role in a variety of surveillance appli-
cations. However, the current mainstream person re-identification model based
on deep learning requires a lot of labeled data, which takes a lot of time and
manpower. In this study, we proposed a person re-identification method based
on random occlusion recovery with noise channel. We add random occlusion
blocks to the original image, use the GAN model for repair, and use the repaired
image to expand the original training set. After that, the generated image is
adjusted through the noise channel. Finally, we use the enhanced data set to train
the baseline model. Our model achieves the state-of-the-art on Market-1501
dataset, proving that the method is effective.
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1 Introduction

Person re-identification (ReID) refers to the process of matching the similarity of all
people in the images taken by other candidate cameras given a person’s captured image
under a certain camera. The given camera and candidate camera usually have no
overlapping area of view angle. A person re-identification system is generally divided
into two parts: Person tracking and image capture, and Person identification and
retrieval. Detection and recognition are regarded as two independent problems in
computer vision research, so most of the research work on Person re-recognition is
focused on the Person recognition and retrieval part.

At present, there are still many difficulties in the field of Person re-identification.
First, because the database of Person recognition comes from ordinary surveillance
cameras, the image resolution is low, and the Person images cut from it are often very
blurred. Taking Market1501 of Tsinghua University as an example [1], the resolution
of the image is only 64 � 128. In addition, for the same Person target, factors such as
angle of view, scene, lighting, scale, posture and occlusion at the time of shooting will
lead to different cameras The images below are quite different. For example, different
angles of view will make the angle formed by the optical axis of the Person and the
camera different, making the picture in the image different; and occlusion will cause
some important features to be unrecognizable. In extreme cases, the image of the same
person under two cameras is very different, but the images of two different people are
very similar.

Besides, the available public ReID datasets are limited in size, especially the
number of images per identity. For example, for large Reid datasets like CUHK03 [2],
Market-1501 and DukeMTMC-ReID [3], the average number of images per identity is
only 9.6, 17.2 and 23.5, respectively. Recently, several GAN based data enhancement
methods have been introduced to alleviate this problem [4, 5]. However, because the
appearance and background of the generated samples are far from their original
identity, most of the above methods must assign new labels to the generated samples.
In addition, if some methods are adopted to label the generated image, such as random
selection of labels, label noise will inevitably be introduced, which will affect the effect
of the model.

Therefore, the number of images per identity cannot be increased. In order to solve
the above problems, our purpose is to generate enough similar but not identical samples
with the original image, and add its original label to generated images. Finally, we
introduce the Noise Label model, so that the original data and the generated data can be
used simultaneously in training process.

2 Related Work

2.1 GAN-Based ReID Model

In recent years, in order to solve the scarcity of data, some people have tried to use the
GAN model to expand the size of the person-ReID data set. Zheng et al. [4] proposed a
generative adversarial network to generate unlabeled samples of the ReID dataset. They
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introduced an outlier label smoothing regularization (LSRO) method to label the
generated samples. To reduce the domain gap between different data sets, Wei et al. [6]
introduced a transfer generation adversarial network to alleviate the field gap by
transferring people in the data set to the B data set. The transferred Persons from A
maintain the similar background, lighting and other styles as dataset B. A camera style
adaptive model is proposed, which converts the image style captured by one camera to
another camera [5]. They use label smoothing regularization (LSR) method to reduce
the influence of noise introduced by pattern transfer samples. In [8], the normalized
GAN model was introduced to reduce the impact of pose changes.

2.2 Label Noise Model

For the most common classification methods, such as logistic regression and support
vector machines, robust noise variables are proposed [8, 9]. Then a general unbiased
estimation method for binary classification with noise tags is proposed by Natarajan
et al. [8]. They developed an agency cost function that can be represented by the
weighted sum of the original cost functions, and provided an asymptotic bound on
performance. Grandvalet and Bengio [11] solved the problem of label loss, which can
be regarded as an extreme case of label data noise. They proposed a semi-supervised
algorithm that encourages classifiers to predict label-free labels with high confidence by
adding regularization terms to the cost function. Despite the great success of deep
learning, few studies have explicitly attempted to solve the neural network
(NN) training problem using unreliable label data [12, 13]. Besides, Inspired by the
improvements shown in the noise labeling neural network [14], we can directly apply
NLNN to the combined set of existing clean data and noise self-labeling data (Fig. 1).

Fig. 1. The network architecture
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3 The Proposed Method

3.1 Random Occlusion

For each target image, we randomly add a rectangular occlusion block on it, and
randomly select the region length and width from 2 cm to 5 cm. In order to make the
rectangle block the Person image as much as possible, we divide the image into three
columns from left to right, and randomly select the center of the matrix in the middle
column. The pixel values of R, G and B channels of the occlusion block are 0,255 and
the average values on the dataset. On the Market-1501 dataset, the pixel average values
are 89.3,102.5 and 98.7.

3.2 GAN Model

The generative adversary network (GAN) [14] adopts the idea of two person zero-sum
game, which consists of two parts: generative network and discriminative network.
GAN is used to learn the original data set and generate the image, while the dis-
criminator network is used to determine whether the input image is real (original data
set) or forged (generated by the generator network). Two networks are trained at the
same time. The goal is to make the discrimination model unable to distinguish the
authenticity of the generated image. In this paper, we used the conditional GAN [15],
the mathematical expression of the optimization objective is as follows:

minhg maxhd ½Ex;y logDhd ðx; yÞþEx;zlogð1� Dhd ðGhgðx; zÞÞÞ�

Where x is the occluded image, y is the target image, D and G represent the dis-
criminator network and generator network.

3.3 Noise Channel

For the generated image, we can not directly think that the original label is the true
label. For the observed noise label z, we need to learn the transition probability before
the noise label and the true label:

hði; jÞ ¼ pðz ¼ jjy ¼ iÞ

Using a similar idea from Bekker and Goldberger (2016), for a multi-classification
network with softmax output,

pðy ¼ ijx;wÞ ¼ expðuTi hÞ
Pk
j¼1

expðuTj hÞ

Where k is the number of classes, x is the input feature, y is the true label, and w is the
network weights.
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For all training images, we think that the label of the original data is clean (z 2 C),
and the label of the generated data is noisy (z 2 N). For the observation label z, we
define the following distribution:

pðz ¼ jjx;w; hÞ ¼
Pk
i¼1

pðz ¼ jjy ¼ i; hÞpðy ¼ ijx;wÞ if z 2 N

pðy ¼ jjx;wÞ if z 2 C i:e: z ¼ y

8<
:

Given the distribution, we need to use the EM algorithm to solve the hidden
parameters. In E-step, fixed parameters h;w predicting the true distribution probability
c of each noise label z.

cti ¼ pðyt ¼ ijxt; zt;w; hÞ ¼ pðztjyt ¼ i; hÞpðyt ¼ ijxt;wÞP
j
pðztjyt ¼ j; hÞpðyt ¼ jjxt;wÞ for zt 2 N

In M-step, updating parameters h:

hði; jÞ ¼
P
t
cti1zt¼j

P
t
cti

i; j 2 f1; . . .; kg; zt 2 N

As describe above, the target function can be expressed as:

SðwÞ ¼
X
zt2C

logpðztjxt;wÞþ
X
zt2N

Xk
i¼1

logpðyt ¼ ijxt;wÞ

4 Experiments and Results

In this section, we present the experiment details to testify the effectiveness of the
proposed method. The datasets and training details as well as the comparison results are
also discussed.

4.1 Datasets

The Market-1501 dataset was collected by the team of Tsinghua University. The data
comes from 6 cameras (5 high-resolution cameras and 1 low-resolution camera). The
data set contains a total of 32668 images from 1501 pedestrians. The images of each
pedestrian are from at least two cameras. The data set is randomly divided into three
parts: train set, test set and query set. The train set contains 12936 images from 751
pedestrians, the test set contains 19732 images from 750 pedestrians, and the query set
contains 3368 images from 750 pedestrians.
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4.2 Implementation Details

We select the imagenet pre-trained DenseNet as CNN base model. The last FC layer
are modified with 751 units. We set the dropout probability to 0.5. We use the
stochastic gradient descent as the optimizer to update the network. The momentum and
weight decay are set to 0.9 and 5e−4, respectively. We set initial learning rate a to 0.01
and decrease it by dividing 0.1 after each 30 epochs. The total training epoch and mini-
batch size are set to 60 and 32, respectively.

For the GAN model, we use the U-Net [16] as the generator network, Similar to the
work of [17], we apply a five layers convolutional network that with PReLU and batch
normalization operations for the discriminator. All the occluded and original images are
resized into 256 � 256 pixels. The Adam is used to optimize the network. We set the
momentum and initial learning rate to 0.5 and 0.0002, respectively.

4.3 Results

We compare our approach with the following approaches: BoW + KISSME [1], SL
[18], DNS [19], Gated Siamese [20], Deep Transfer [21], CAN [22], CNN Embedding
[23], SVD-Net [24], HydraPlus-Net [25], CNN+DCGAN [4], TriNet [26], CamStyle
[27]. The experimental comparison results are shown in this section below (Table 1).

Table 1. Results (mAP, Rank1 and Rank5 matching accuracy in %) on the Market-1501

Single query
Method mAP Rank-1 Rank-5 Rank-10

BoW + KISSME [1]
SL [18]
DNS [19]
Gated Siamese [20]
Deep Transfer [21]
CAN [22]
CNN Embedding [23]
SVD-Net [24]
HydraPlus-Net [25]
CNN+DCGAN [4]
TriNet [26]
CamStyle [27]

20.76
26.35
35.68
39.55
65.50
35.90
59.87
62.10
–

56.23
81.07
71.55

44.42
51.90
61.02
65.88
83.70
60.30
79.51
82.3
76.9
78.06
86.67
89.49

–

–

–

–

–

–

90.91
92.3
91.30
–

93.38
–

–

–

–

–

–

–

–

95.2
94.5
–

–

–

DesNet-Base
Ours
Ours+rerank

73.58
80.86
90.42

89.67
91.48
93.35

96.61
97.45
96.87

98.16
98.52
97.92
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5 Conclusions

In this study, a GAN-based data augmentation with noise channel method was pro-
posed for person ReID. We generated images from occluded images and process label
with noise channel. The original images and the generated images composed of the
training set to train the baseline model. Our method enhancing the discriminative and
robust of the feature representations. the experiment on Market-1501 dataset demon-
strated that achieved state-of-the-art performance.
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Abstract. In the era of increasingly prominent information security issues,
Anti-Photographing is a subject worthy of study, which is based on the problem
of camera equipment detection and camera behavior analysis. Although the
current target detection algorithm is relatively mature, there are still problems in
the accuracy of target detection in complex scenes. Resnet50 is a neural network
framework with high learning efficiency based on the residual module, which is
widely used in object recognition tasks. In this paper, we propose a new
detection framework, which is based on the Gaussian skin color model com-
bined with the Openpose method to improve the accuracy of hand region
extraction. At the same time, the mobile phone recognition model based on the
Resnet50 network is used to identify whether the hand holds a mobile phone. At
last, the gestures of the person’s hand and face are combined to complete the
evaluation of whether there is a photographing behavior. The results of testing
experiments on the photographing behavior in the video frame show that the
framework has a good detection effect on photographing behavior.

Keywords: Gauss skin color model � Openpose � Hand region extracting
Resnet50 � Object detection � Behavior analyzing

1 Introduction

With the popularization and development of smartphones, information storage using
photos as a medium has become extremely common. At the same time, the use of photos
as an information carrier for leaks is increasing. In the confidentiality and information
management work of national defense leaking units and confidential departments, key
industries, and enterprise units, screen photo leaks have become a severely affected area
for the control of leaks. Tracing back to the source is that on some important occasions,
there is no monitoring and control of the photographing behavior. It can be seen that the
monitoring and prevention of the candid camera behavior of the mobile phone have far-
reaching significance, which can effectively prevent information leakage and avoid the
occurrence of huge losses at the source. Now, most video surveillance back-ends still
rely on manual monitoring for analysis and processing. Obviously, relying on humans
will always have the drawbacks that people are tired and unable to perform real-time
monitoring and analysis. Our goal is to propose a system that recognizes camera
behaviors based on deep learning for video surveillance. It mainly includes two tech-
nologies, target detection and behavior recognition.
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Analyzing behavior in video surveillance generally refers to detecting areas where
pixels change in an image under an ordered time series, and extracting the changed
areas from the background image for analysis. Target classification and behavior
analysis are based on the extracted content of the target pixel area, so the quality of the
target area extraction [1] directly affects the accuracy of subsequent algorithms. Among
them, object detection is closely related to the feature expression of the image. There
are two kinds of feature expressions. One is the manually designed feature expressions,
such as gradient histogram feature (HOG) [2, 3], color space SIFT [4], and local self-
similarity [5]. The other is the feature expression method of deep learning. This method
is relatively abstract. It uses a convolutional neural network to extract various abstract
features by highly abstracting the image. On a sufficient data set, deep learning is more
accurate in extracting features from samples, but the disadvantage is that it is not yet
possible to cognitively interpret the features extracted from deep learning.

The behavior recognition subject framework in the behavior analysis of video
surveillance is divided into feature extraction and behavior classification. With the rise
of deep learning, mainstream video behavior analysis algorithm frameworks include
Two Stream [6–8], C3D [9], etc. where the main idea of the Two Stream method is to
perform single-frame pictures and superimposed optical flow pictures, respectively.
Network training detection, and then weight the two detection results to complete the
behavior recognition. The C3D algorithm can be seen from the naming that it is a 3D
convolution of the input video stream in time and space, extracting features and
classifying to obtain behavior analysis results.

The research topic of this paper is mainly based on the deep learning in the
surveillance scene of the camera behavior detection [10–12], the main part is to extract
and analyze the information of the hand, so the perfect acquisition of the hand area is a
key to behavior detection. The acquisition of the hand area is usually modeled using the
skin color model [13, 14], and the hand area extraction is performed by setting the skin
color and the range of the human torso interval range [15–17], which has a lot of noise
The interference has a great influence on the classification accuracy of the later clas-
sification model.

In this paper, we propose an algorithm based on the appearance of the human hand
region and Resnet50 [18] framework algorithm to achieve the detection of camera
behavior in video surveillance. This new algorithm uses a hand region extraction
method based on the appearance of the human body to eliminate the noise as much as
possible. It first uses the denoising algorithm to perform Gaussian denoising on the
captured video frame images, and then uses Openpose to frame the human body
rectangular frame and standard. The joint node of the hand defines the range of the
hand extraction area; then to eliminate other noise interference in the rectangular frame
of the human body, this paper proposes a second skin color screening algorithm to limit
the human skin color to the color space to obtain the hand area. After acquiring the
hand area, input it into the trained mobile phone recognition model to identify whether
the hand area contains a mobile phone, and then combine the results of the behavior
analysis of the video to obtain the final evaluation, and realize the function of video
surveillance intelligent behavior analysis.

The rest of the paper is organized as follows. The second section briefly introduces
the related work. The third section introduces our methods and experiment, the mobile
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phone recognition algorithm based on the human hand surface extraction model
combined with the resnet50 framework, and the description of the experimental
part. Section 4 presents the experimental results and analysis. Section 5 gives con-
clusions and puts forward some prospects for future work.

2 Related Work

For the problem of anti-photographing behavior detection, there are two main aspects
to be solved. One is the detection and extraction of the hand area, and the other is the
detection of whether the camera device is held in the hand area. For the detection and
extraction of hand regions, there are currently many solutions. Most of the traditional
methods are based on skin color to obtain the hand and face area range, and then locate
the hand area. These include RGB-based skin detection [19]; elliptical skin model-
based skin detection [20]; YCrCb color space Cr component combined with Otsu
threshold segmentation skin detection [21]; face detection algorithm based on
improved YCrCb color space [22]; Adaptive skin color detection based on HSV color
space [23], etc. We briefly introduce two methods, one is the skin color detection
method based on RGB, which finds the pixels within the defined skin color range
according to the RGB color model, and then sets the pixels outside the range to black to
reach the extraction target The purpose of area extraction. However, because RGB is
greatly affected by light, the robustness is too low, and the experimental effect is not
ideal. Another method is skin detection based on an elliptical skin model. The principle
of this method is to map skin information to YCrCb space. In the two-dimensional
space of CrCb, these skin pixels approximate an ellipse distribution. According to this
principle, we can use the skin color statistical information to obtain a CrCb ellipse, and
filter the input image pixels to obtain the target skin color area. The experimental effect
is relatively ideal. However, the traditional skin color-based area extraction method
cannot directly and accurately extract the hand area, because the skin color includes not
only the hand skin color but also the facial skin color, and even the leg skin color. The
problem to be solved in this paper is that after determining the area close to the human
skin color range, it can be further accurate to the hand area, and then accurately extract
the target area. With the rise of deep learning, hand detection can also be detected by
training models, but compared to skin color detection, the effect is not so ideal.

Target detection is based on target classification. In recent years, the target
detection algorithm has made great progress. The more popular algorithms can be
divided into two categories. The first category is based on Region Proposal’s R-CNN
series of algorithms, such as R-CNN [24], Fast R-CNN [25], Faster R-CNN [26], etc.,
they are two-stage, need to first generate the target candidate box by algorithm, locate
the target position, and then classify and return the candidate box. The other type is a
one-stage algorithm such as Yolo [27] and SSD [28], which only uses a convolutional
neural network CNN to directly predict the category and position of different targets.
The first type of method has a higher accuracy but is slower, and the second type is the
opposite. However, most of these algorithms are based on classifying the content
within the frame and then achieving the recognition effect, which is equivalent to
traversing the entire image, which takes time. The problem to be solved in this article is
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to use traditional methods to frame the exact location of the target, and then only need
to classify the content in the frame to achieve the target detection effect, the speed will
be faster.

3 Method and Experiment

In this work, we propose a new method for detecting camera behaviors in video
surveillance. Its overall architecture is shown in Fig. 1. The method includes two parts,
one is the hand region extraction based on the Openpose combined with the skin color
selection model, and the other is the mobile phone recognition based on the ResNet50
neural network model.

3.1 Hand Region Extraction

Using skin color to detect the hand region is a common method. The main reason is that
the posture of the hand is changeable, and the shape and texture characteristics of the
hand are different in different postures. Compared with the skin color, the detection of
the hand region is more stable and accurate, and it will not be translated. And rotation
effects. The RGB color space is the most common and common in life. Since the
chromaticity space of RGB information does not have good separation, it is easily
affected by light intensity to cause chromaticity changes, which affects the extraction of
hand regions. However, after investigation, it was found that the YCbCr color space
can separate the luminance Y information, and it can better represent the characteristics
of skin color information in the chroma CrCb space. After a statistical analysis of the
distribution of skin color under different brightnesses, it is finally concluded that for
different brightnesses, the change in brightness range in YCbCr space is large (Y
value), while the change in chromaticity range is small (CbCr value). Basically tends to
be consistent, and approximates a two-dimensional Gaussian distribution. Therefore,
the skin color can be modeled based on these to obtain a two-dimensional skin color
Gaussian model G ¼ Mcr;cb;C

� �
. Where Mcr;cb is expressed as the mean value of skin

Fig. 1. Photographing detection framework
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color in CbCr space, C represents its covariance. Let pixel Pi ¼ Cri;Cbið Þ be the pixel
value of the skin color of the pixels in the sample set in the CbCr space, and N the
number of sample sets, then the Gaussian model formula is:

Mcr;cb ¼ E Pð Þ ¼ 1
N

XN
i¼1

Pi ð1Þ

C ¼ E P�Mcr;cb
� �

P�Mcr;cb
� �Th i

ð2Þ

¼ 1
N

XN
i¼1

Pi �Mcr;cb
� �

Pi �Mcr;cb
� �T

After the Gaussian skin color model is established, the skin color probability of
each pixel on the graph, P Ix;y

� �
, can be calculated according to the Gaussian model.

The formula is:

Ix;y ¼ Crx;y;Cbx;y
� � ð3Þ

P Ix;y
� � ¼ exp �0:5 � Ix;y �Mcr;cb

� �T
C�1 Ix;y �Mcr;cb

� �h i
ð4Þ

However, when directly using the YCbCr color space to detect human skin color,
noise information is introduced. In order to solve this problem. This article uses
openpose to help define the target area of the human body. Next is a brief introduction
to openpose. Openpose is an open source library based on convolutional neural net-
work and supervised learning and using caffe as the framework. It can realize the
tracking of human facial expressions, torso, limbs and even fingers. It is not only
suitable for single person but also for multiple people, and has a good Robustness.
Enter a picture to be detected and get a Feature map through the vgg network. After 6
stages, each stage has two branches, one for key point detection and one for PAF
detection. With heatmap and PAF, you can know all the key points in the picture, and
then map the points to each person through PAFs to achieve the positioning of the joint
points of the human body. The use of Openpose has a good positioning aid for human
hands and faces, and provides strong support for accurately extracting the hand area.

Our paper proposes a new hand region extraction algorithm as follows: (1) The
input image is converted from the original RGB color space to the YCbCr color space,
which is used to reduce the impact of lighting on target recognition in the later hand.
(2) The openpose framework is introduced to determine the position of the face and
hand joints, and frame the approximate target area, which can effectively reduce the
noise range generated by the image during processing. (3) Since the skin color dis-
tribution of the human face area and the human hand area belong to the same distri-
bution, this paper uses the skin color range of the face to further frame the hand area
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within the human body area range, and then combine the hand marked by openpose
The gateway node further extracts the range of the hand area more accurately. (4) Since
the hand area and the face area overlap when taking pictures under the camera, you can
first determine whether the hand area and the face area determined by the skin color
selection model are connected. If it is connected, it means that the person is taking a
picture Suspected. In order to more accurately determine whether a picture is being
taken, a comprehensive judgment can be made in combination with the recognition
result of the subsequent mobile phone.

Since this article is to detect the camera behavior in video surveillance, the object of
this module is the mobile phone, the mobile phone itself is not large, if you want to
learn more mobile phone features, you need to learn a deeper neural network, so this
module is selected Residual network. The residual network ResNet aims to solve the
problem of degradation of the network and the disappearance of gradients as the
number of neural network layers increases. At this point, the number of layers of the
neural network can exceed the previous constraints, reaching dozens, hundreds, or even
thousands of layers, providing feasibility for advanced semantic feature extraction and
classification. In this module, the residual network is used to extract the deep features
of the mobile phone, which is helpful to improve the accuracy of mobile phone
recognition.

3.2 Experiment

In this part, we will introduce the training of our model, and at the same time, we will
verify the effectiveness of our trained Resnet50 model to recognize the mobile phone
through the input picture. The specific experimental environment configuration is as
follows:

Experimental Environment
Window10, 12G DDR3 1600 MHz, i7, Anaconda4.8, Python3.6, Opencv-python3.4,
openpose.

Training Data
We train the model on a proprietary data set, which is a collection of photos of the
poses of the person we took and then annotate them. The data set was taken by
ourselves, which mainly includes yellow people, and there are two types of genders.
The data set includes various poses for taking pictures, and also contains various
handshaking techniques, many of which have hands. Block the phone’s data set. It
should be mentioned that the camera devices in the data set used in this article are
mainly mobile phones. For model training, we divide the data into three parts, namely,
2288 camera poses with a mobile phone in the hand, 3600 camera poses without a
mobile phone in the hand, and 2051 background pictures, the datasets are shown in
Fig. 2. Train Resnet50 as a three-category.
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(a) phone of datasets                                           (b) nophone of datasets

(c) background of datasets

Fig. 2. Datasets of training

Training Model
We set epoch to 15, batch to 16, and learning rate to 0.001. The loss function is the
cross-entropy loss function.

4 Results and Analysis

In this module,wemainly introduce the experimental results. It includes the following parts:

(1) Display and analysis of Renderings during the extraction of hand area
It can be clearly seen from the flow in Fig. 3 that before extracting the hand region,
this article will first obtain the wrist joint point coordinates of the target person
through Openpose, and then save the wrist joint point position, and at the same
time intercept the approximate target area. Then the RGB to YCrCb processing is
performed on the rough target area image, that is, the transition from (c) module to
(d) module in Fig. 3. Then use the YCrCb threshold to define the skin color
selection model to filter the approximate target area to obtain the target person’s
hand and face area, select the center of the respective connected area in each
connection area of the hand and face area, and then combine the wrist coordinates
to frame an approximate Hand area, determine which center of each connected area
falls in this area, and then you can get the final hand area extraction frame
according to the intersection of the hand area obtained by skin color filtering and
the hand area determined by the wrist node, that is, This is the expected result of
the hand region extraction algorithm in this paper.
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(a) Origin Picture              (b) Get location of the         (c) RGB Space
wrist joint by Openpose 

(d) YCbCr Space           (e) Get precise hand area     (f) Results of hand 
region in this paper

Fig. 3. Extract detail region by a noval skin color selection algorithm

(a) Origin Picture                                        (b) Simple skin color Gaussian
model

(c) YCrCb Space skin color       (d) Model of this paper
selection model

Fig. 4. Comparison of hand region extraction algorithms

Detection of Abnormal Behavior 199



(2) Comparison and analysis of hand area extraction effects based on several skin color
selection models.
It can be clearly seen from the experiment in Fig. 4 that the YCrCb color space is
similar to the color space distribution obtained by the Gaussian model trained with
a large number of skin samples, but the YCrCb color space selection model has a
more accurate effect on skin color extraction. Most of the reasons for this difference
come from the threshold setting. The two models are similar in that they cannot
directly and accurately extract the hand area, but can be used as the first screening
option. The algorithm in this article is based on them to first extract the main target
area through Openpose, which to a large extent suppresses the generation of
additional noise in the entire picture, and at the same time can obtain the
approximate area of the hand based on the wrist joint coordinates obtained by
Openpose Then, combined with the skin color region obtained by the skin color
extraction model, the hand regions obtained by the two methods are properly fused
to obtain a more accurate hand region. It can be seen from the (d) module in Fig. 4
that the algorithm proposed in this paper has a very good effect on the extraction of
the hand region.

(3) The effect of detecting mobile phones based on ResNet50 mobile phone identifi-
cation model.
We extract a frame of the picture from video surveillance, use the hand area
extraction algorithm proposed in this paper to frame the hand area in the video
frame, and input the area into the trained mobile phone recognition model based on
the Resnet50 network framework. The region performs deep feature extraction to
determine whether the hand holds a mobile phone.

(a)Hand Region of Skin          (b) Hand Region of origin (c) no mobile phone:0.75
Color Mask without Mobile    picture without Mobile     (True label:no mobile phone)
Phone in hand Phone in hand

Fig. 5. Detect Mobile Phone without phone in hand
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From the detection effects of Fig. 5, Fig. 6 and Fig. 7, we can see that the mobile
phone identification model based on the Resnet50 network is in line with the
expected mobile phone detection effect in the hand area, which can effectively
identify camera devices such as mobile phones, which can better combine photos
behavior analysis for more accurate detection of photographing behavior.
In order to verify the feasibility of the algorithm framework of this article, this
article also selected about 100 pictures in two videos for testing. In terms of hand
positioning, compared with the ordinary Gaussian skin color model and the YCrCb
threshold limit model, the hand area extraction algorithm proposed in this paper
achieves 89.6% accuracy, which is significantly higher than the 75% based on the
ordinary Gaussian model and the YCrCb threshold limit model. 84%. The main
reason for this difference is on the one hand because of the light, on the other hand
is the influence of the surrounding environment tone. In terms of mobile phone
recognition model, this paper chose the deep model framework Resnet-50. Com-
pared with the mobile phone recognition model based on vgg, the recognition
accuracy rate has increased from 65% to 71%. The deep network is conducive to
the picture. The extraction of deep-level features plays a key role in the identifi-
cation of subsequent targets.

(a)Hand Region of Skin        (b) Hand Region of origin        (c) mobile phone:1 
Color Mask with Mobile       picture with Mobile Phone     (True label:mobile phone)
Phone in hand in hand

Fig. 6. Detect Mobile Phone with phone in hand

(a)Hand Region of Skin        (b) mobile phone:0.76            (c) no mobile phone:0.93
Color Mask  with Mobile (True label:mobile phone)   (True label:no mobile phone)
Phone in one Hand                                                                  

Fig. 7. Detect Mobile Phone with phone in one hand
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5 Conclusion

In the era of the rapid development of artificial intelligence, intelligent video surveil-
lance has begun to gradually replace the traditional artificial-based video behavior
analysis as the mainstream monitoring method. In real life, more and more business
scenarios are also stimulating the intelligent video surveillance industry. Rapid
development. This article is mainly based on solving the prevention and control of
prohibited photography in secret scenes such as museums, company core meetings,
military bases, etc., using human skin color Gaussian modeling combined with
Openpose to obtain the hand area and relying on detection algorithms to complete the
recognition of photographing behavior.

Although this article has achieved a certain effect on the detection of photographing
behavior in a static background, it has not yet involved dynamic video detection. The
algorithm we propose now is only for the analysis of single-frame pictures. Therefore,
we need to further improve the detection dimension. In addition to the current feature
extraction of space, we need to further study in the future work to extract some
sequence features from the time dimension, combined with the time and space features
to identify the camera action and improve the accuracy of intelligent video surveillance.
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Abstract. Emergency Siren Recognition (ESR) is an important issue for
automotive safety. We are interested in the early recognition of ambulance
sirens in urban scenarios, where noise can be produced by a wide variety of
sources and represents an impediment to the perception of alarm sounds by
drivers. In this paper, we propose a deep convolutional neural network based on
the U-Net encoding path for the ESR task. To overcome the problem of audio
acquisition, an algorithm has been implemented to generate a synthetic dataset
that reproduces the sound of a siren in multiple urban traffic contexts. We
perform emergency sound recognition to identify the presence of the alerting
sound using spectrogram-like features. Our experimental evaluations demon-
strate that our ESR approach has achieved excellent performance both in mono-
scenarios and multi-scenarios at very low SNRs, also in conditions unseen
during training thanks to a large amount of training data.

Keywords: Emergency siren recognition � Convolutional neural network �
Synthetic dataset

1 Introduction

Nowadays, artificial intelligence in the automotive industry has found many applica-
tions to increase efficiency, performance, and safety. Research has achieved important
results in the implementation of acoustic sensors, e.g., for automatic detection of road
conditions [1].

Emergency Siren Recognition (ESR) is an important branch of sound recognition
applied in intelligent car safety systems via devices called Emergency Vehicle
Detection Systems (EVDS). They are used as safety systems both in conventional cars
with warning lights and in autonomous driving with an automatic approach to the side
of the road to allow emergency vehicles to pass undisturbed. Such devices have an
important task because in some cases drivers do not have a clear perception of signals
coming from outside. This is due to high soundproofing in passenger compartments,
distractions, or driver hearing impairment. Besides, the noise level produced by urban
traffic may mask the presence of emergency vehicle siren. The background noise level
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varies on an hourly and daily basis due to different traffic flows, and it is influenced by
exceptional events such as the passage of trains, planes, heavy vehicles, or weather
conditions (thunderstorms, gusts of wind). Rapid identification of the approach of
emergency vehicles is therefore essential so that precautions can be taken quickly.

The theme of ESR was developed several years ago with the implementation of
radio waves detection systems emitted by emergency vehicles [2]. Later implementa-
tions are based on conventional adaptive filtering techniques applied to the signal
received by microphones [3], or on the use of ultrasound signals [4]. In [5], the periodic
siren signal is extracted from an aperiodic signal with a pitch detection algorithm; in
[6], an approach based on Longest Common Subsequence (LCS) is applied for
ambulance siren recognition. Recent realizations employ Machine Learning algorithms.
In [7, 8], and [9], Mel-Frequency Cepstral Coefficients (MFCCs) are used as features to
train neural networks. In [10], a method based on sinusoidal modeling where the sound
is represented by a relatively low number of tones is compared with a method that uses
PLP cepstral features to train a Multi-Layer Perceptron (MLP). In [11], different types
of features are selected to train a Support Vector Machine classifier (SVM). The most
recent studies use deep learning architectures with data augmentation techniques,
combined features, and multi-task learning models. In [12], a multi-channel CNN
architecture with mixup [13] augmentation is compared to a single-channel architecture
without any augmentation to classify emergency and non-emergency signals. In [14],
an exhaustive study for the classification of siren, horn, and noise sounds is illustrated.
Three CNN-based neural network models are developed: the first combines MFCC and
log-Mel features in a 2D-CNN (MLNet), the second develops a 1D-CNN (WaveNet)
which automatically learns the features for classification from raw waveform, and at
last, a CNN-based ensemble model (SirenNet) is designed from the combination of the
two described networks. In [15], alerting acoustic event detection and sound source
localization in an urban scenario are performed in a Multi-Task Learning
(MTL) scheme, together with signal denoising. Two neural networks are used for this
purpose. The first one is based on a U-Net [16] architecture to perform two tasks
simultaneously, semantic segmentation of the input and classification. The second one
is a CNN that uses the outputs of the segmentation to perform the localization, i.e.,
identification of the direction of arrival of the sound source. The features used in both
neural networks are gammatone-like spectrograms, known as gammatonegrams [17].

1.1 Scope of the Work

This work aims to study and evaluate the performance of an automatic system based on
deep learning algorithms for ESR in urban traffic scenarios. For this purpose, a syn-
thetic dataset of audio files has been generated; it considers the Doppler effect due to
the relative source-observer movement and simulates different acoustic scenarios in
which the emergency vehicle siren is immersed. Two types of features have been
extracted from the generated audio files: gammatonegrams and log-Mel spectrograms.
The features have been input to two CNN networks whose structure is inspired by the
U-Net encoding branch described in [15]. The CNNs were trained with a supervised
approach and tested for a binary classification task: Siren vs. Noise (S/N). For the
training of the CNNs two datasets and a third one obtained from the union of the
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previous ones have been realized. The networks were then tested with three datasets at
different Signal-to-Noise Ratio (SNR) values. At last, the performance in terms of
accuracy was compared and analyzed.

The rest of this paper is organized as follows. Section 2 provides a detailed
introduction of proposed methods. Section 3 presents the experiment settings on dif-
ferent datasets, and Sect. 4 gives experimental results. Finally, Sect. 5 concludes the
paper.

2 Proposed Method

2.1 Synthetic Dataset Generation Algorithm

An important part of the ESR work is the dataset generation process. To overcome the
problem of direct data acquisition, an algorithm has been implemented to generate
audio files containing the sound of an ambulance siren according to the Italian law [18]
within different contexts of background urban traffic noise.

First, an audio file of an Italian ambulance siren was found on the web. It consists
of the alternation of two tones, respectively at 392 Hz and 660 Hz corresponding to the
musical notes G4 and E5. The period is obtained by alternating two consecutive times
of 392 Hz tone for the duration of 1/3 period, 660 Hz tone for the duration of 1/18
period, 392 Hz tone for the duration of 1/18 period, and 660 Hz tone for the duration of
1/18 period. It is supposed to last for (3 ± 0.5) s. A pause between two sound
sequences is not supposed to last longer than 0.2 s. Ambulance alarm devices generate
a two-tone siren from a square wave, so the emitted signal will be made up of a
fundamental frequency plus other higher-order harmonics. A single period of the siren
audio file has been isolated to repeat it until the desired duration.

Then a Doppler effect simulation algorithm was implemented using the delay line
concept developed in [19]. The Doppler effect consists of a frequency shift or a con-
tinuously variable delay in time; the implementation was done emulating a variable-
length delay line to be applied to every single sample. In case the delay to be imple-
mented is an integer quantity, the sample of the signal affected by Doppler is given by a
sample of the delayed input signal. Otherwise, in case the delay to be implemented is
constituted by a fractional quantity, the output sample is generated starting from the
linear interpolation between two adjacent samples of the second original input signal.

The simulation of the source motion to the receiver has also been implemented. It
has been possible to simulate different situations of approach or alignment of the sound
source to the receiver, assuming that the receiver is in quiet. The variables are source
position and velocity, specifically: starting coordinate along the x-axis, starting coor-
dinate along the y-axis, velocity along the x-axis, velocity along the y-axis, and the
vector sum of the x and y velocity components to simulate motion at different angles.
Different boundary conditions have been simulated, expressed in approaching and
moving the source away from the receiver, evaluating different directions and dis-
tances; various background noise contexts of urban traffic and weather events; various
SNRs to simulate a gradual reduction in siren warning perception (Fig. 1).
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2.2 Features

Several studies have shown that different features work best for different types of
acoustic scene or task. As mentioned in Sect. 1 and depicted in Fig. 4, we employ two
types of spectrograms as features: gammatonegrams and log-Mel coefficients.

Gammatonegram: is the result of filtering a signal for a gammatone filter-bank. This
type of filter-bank has been introduced to describe the impulsive response of the human
auditory system and represent auditory perception; it emphasizes frequencies in the
range of the audible. A gammatone filter-bank is composed of linear filters. The
impulse response centered in a given frequency fc takes the expression:

g t; fcð Þ ¼ atn�1e�2pbtcos 2pfctþuð Þ if t� 0
0 otherwise

�
ð1Þ

where a controls the gain, n is the filter order, b is filter bandwidth, u is the phase of the
carrier, and fc is central frequency.

Given x(t) the waveform of the audio signal, the output response y(t, fc) of a filter
characterized by a central frequency fc can be calculated as:

y t; fcð Þ ¼ x tð Þ � g t; fcð Þ ð2Þ

A gammatonegram consists of a two-dimensional representation of audio signal
intensity, depending on time and frequency. If a spectrogram is composed of filters that
all have the same spectral width, a gammatonegram is the result of filtering for a
gammatone filter-bank in which each filter is characterized by a band whose amplitude
increases with the central frequency fc. The Equivalent Rectangular Bandwidth
(ERB) scale is usually used to quantify the bandwidth of these filters.

log-Mel spectrogram: is widely used for acoustic scene classification tasks. It begins
with a set of short-time Fourier transform (STFT) spectra, computed from an input

Fig. 1. Source in position (xs, ys) approaching the receiver in position (xr, yr). Given velocity
source vs, the radial velocity vs,rad varies as a function of the angle a.
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signal divided into frames lasting between 20 � 40 ms since the signal is not subject to
significant changes on a short-term scale. A Mel-filter bank, which simulates the
overall frequency selectivity of the human auditory system using the frequency
warping

Mel fð Þ ¼ 2595 � log10 1þ f
700

� �
ð3Þ

is then applied to the power spectra to generate a Mel spectrogram. Logarithmic scaling
is then applied to all filterbank energies to obtain the log-Mel spectrogram. We use the
Librosa toolbox [20] to extract log-Mel features used in our experiments.

2.3 Deep Learning Model

The proposed work uses a Convolutional Neural Network (CNN) as an ESR system
model, inspired to the U-Net encoding path described in Sect. 1 to perform a
Siren/Noise binary classification task.

In particular, the CNN structure is illustrated in Fig. 2 and Table 1.

Fig. 2. CNN architecture for Siren/Noise classification.

Table 1. Configuration of proposed CNN.

Layer Ksize Stride Nums of filters

Input – – –

Conv1 (3, 3) (1, 1) 4
Conv2 (3, 3) (1, 1) 4
Pool1 (2, 2) (2, 2) –

Conv3 (3, 3) (1, 1) 8
Conv4 (3, 3) (1, 1) 8
Pool2 (2, 2) (2, 2) –

Conv5 (3, 3) (1, 1) 16
Conv6 (3, 3) (1, 1) 16
Pool3 (2, 2) (2, 2) –

FC1 – – 10
FC2 – Nums of classes Nums of classes
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The proposed CNN architecture is composed of six convolutional layers and two
fully connected layers. The first part has the task to perform a sub-sampling of the input
through the application of three successive downsampling steps. The first two con-
volutional layers both use filter kernels of size (3 � 3). An Exponential Linear Unit
(ELU) activation function is applied to the output of each of them. The max pooling
layers, placed as successive steps to the convolutional layers, use a square matrix of
size (2 � 2) and a stride of 2. The number of feature channels doubles at each
downsampling step, from 4 to 8 to 16. At the same time, the resolution (the spatial
dimension of the feature maps) is halved after each max pooling operation. So, what
you get at the end of the convolutional part of the network is a more compact repre-
sentation of the input. The second part deals with classification and consists of two
fully-connected consecutive layers. Finally, a sigmoid activation function has been
applied in the last layer to obtain a binary classification.

3 Experiments

3.1 Dataset

Three datasets have been created for the training of the networks, called training
datasets (A), (B), and (A + B). The training dataset (A) is composed of 64000 files, of
which 32000 are urban traffic noise audio files and the remaining 32000 are siren audio
files in an urban traffic context with spectral content mostly at frequencies below
2500 Hz. Also, the training dataset (B) consists of 64000 files with the siren/noise
distribution equal to the training dataset (A); the only difference is that the traffic noise
spectral content in the siren situation is mostly below 5500 Hz. The training dataset
(A + B) is the sum of the previously described datasets. Siren audio files for training
were generated with SNR values of 0, −5, −10, and −15 dB.

Three datasets have been created for the network test, called test datasets (a), (b),
and (a + b). The test dataset (a) consists of 12000 files, of which 6000 are urban traffic
noise audio files and 6000 are siren audio files mixed with noise with spectral content
similar to siren files belonging to the training dataset (A). The same subdivision and
characterization were assigned to the test dataset (b); the test dataset (a + b) is the sum
of the previous ones. Siren audio files for testing were generated with SNR values of 0,
−5, −10, −15, −20, −25, and −30 dB to evaluate the capability for recognition and
generalization of the networks at decreasing SNRs.

Detailed information of the dataset files subdivision is shown in Table 2.
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The files used for network testing are different from the ones used for training. All
the audio files from which the features have been extracted have a duration of 0.5 s
with an overlap of 10 ms. A Hamming type window has been applied to the frames of
both classes to avoid spectral leakage.

3.2 Preprocessing

All audio files have been downsampled to 16 kHz and normalized at −1 dB. We use
two spectrogram-like representations: log-Mel spectrogram and gammatone spectro-
gram. Features are extracted from all recordings with a hamming window size of 1024,
hop length of 512, 64 bands for gammatonegrams, and 40 bands for log-Mels. Then,
the resulting spectrograms are converted into a logarithmic scale.

(i) Noise spectrogram (ii) Siren spectrogram         (iii) Siren GT          (iv) Siren log-Mel

Fig. 3. Example of spectrogram representations of a sound frame of 10 s for the different
acoustic classes considered (training dataset (A)). The frequency range is between 0 and 8 kHz.
From left to right: (i) urban traffic noise spectrogram, (ii) siren spectrogram (SNR = 0 dB),
(iii) siren gammatonegram (SNR = 0 dB), and (iv) siren log-Mel spectrogram (SNR = 0 dB).

Table 2. Description of datasets.

Dataset Class (label) Num of samples SNR (dB)

Train (A) Noise (0) 32000 –

Siren (1) 32000 0/−5/−10/−15
Train (B) Noise (0) 32000 –

Siren (1) 32000 0/−5/−10/−15
Train (A + B) Noise (0) 64000 –

Siren (1) 64000 0/−5/−10/−15
Test (a) Noise (0) 6000 –

Siren (1) 6000 0/−5/−10/−15/−20/−25/−30
Test (b) Noise (0) 6000 –

Siren (1) 6000 0/−5/−10/−15/−20/−25/−30
Test (a + b) Noise (0) 12000 –

Siren (1) 12000 0/−5/−10/−15/−20/−25/−30
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3.3 Training Settings

The CNNs have been trained through a supervised learning task to perform binary
classification. Splitting percentages of each dataset are about 70% for the training-set,
15% for the validation-set, and 15% for the test-set. The network input batch size is 32
samples, each with its label indicating its class. Training has been performed by using
Adam [21] and binary cross-entropy loss. At the end of the training phase, the weights
have been saved to be loaded for the test phase.

The networks have been trained on the three datasets generated (train (A), train (B),
and train (A + B)), and tested for different SNRs. Training cases (A) and (B) have been
tested with both test datasets (a) and (b); training case (A + B) has been tested with test
dataset (a + b). Figure 4 shows the general scheme of the experiments.

We used the following metrics to evaluate the results of the classification:

Accuracy ¼ TPþ TN
TPþFPþ TNþFN

and F1score ¼ 2� P� R
PþR

ð4Þ

where P and R represent precision and recall, respectively:

P ¼ TP
TPþFP

and R ¼ TP
TPþFN

ð5Þ

where TP, FP, TN, and FN are the true positive, false positive, true negative, and false
negative rate respectively.

Fig. 4. Experiment overview: download urban traffic noise audio files from www.freesound.org
[22], generation siren audio files and raw data organization; feature extraction using https://
github.com/mcusi [17] and LibRosa [20]; train the networks with datasets (A), (B), and (A + B);
test the networks using datasets (a), (b), and (a + b) at different SNRs.
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The metrics are evaluated using scikit-learn1 python library. Computer experiments
were performed using Keras2 with Tensorflow3 as backend. Parallel computing is
performed using cuDNN4 libraries and Nvidia GeForce GTX 970.

4 Results

The following tables summarize the results of the CNNs performance trained and tested
with the datasets described in Sect. 3.

In Table 3, we can observe that the CNNs trained with the dataset (A) and tested
with the dataset (a) have excellent performance in the ESR task. Accuracy at SNR of
−15 dB is 95.00% for GTs and 91.92% for log-Mels. On the other hand, the perfor-
mance with test dataset (b) decreases at SNRs less than −5 dB for GTs and 0 dB for
log-Mels, showing better results for GTs.

In Table 4, the same considerations apply to the experiments performed with the
training dataset (B). Accuracy at SNR of −15 dB is 99.87% for GTs and 83.98% for
log-Mels, considering the results obtained with the test dataset (b).

In Table 5, the networks trained with the dataset (A + B) and tested with the
dataset (a + b) show excellent accuracy results (94.97% for GTs and 92.00% for log-
Mels at SNR equal to −15 dB). In all cases, GTs perform better than log-Mels.

Finally, Table 6 shows the best results of the experiments for SNRs not used during
the training. The CNNs trained and tested with the corresponding datasets have gen-
eralization capabilities even at low SNRs (−20, −25, and −30 dB).

Table 3. Results obtained with training dataset (A) and test datasets (a), (b) at the same SNRs
used in training.

Train (A)

SNR (dB) Test (a) Test (b)

GTs log-Mels GTs log-Mels
Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%)

0 100 100 93.94 93.93 96.75 96.64 95.72 95.80
−5 98.77 98.75 92.69 92.58 93.63 93.19 79.04 75.38
−10 95.01 94.75 91.94 91.79 66.67 50.02 62.47 45.35
−15 95.00 94.74 91.92 91.76 50.11 0.50 57.56 33.42

1 scikit-learn.org.
2 keras.io.
3 www.tensorflow.org.
4 https://developer.nvidia.com/cudnn.
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The following considerations can be drawn from the analysis of the results:

• the CNNs trained with frames that contain siren sounds in mono-scenario noise
contexts show good performance even at low SNRs only when tested with frames
characterized by similar noise spectral contents. In this case, the networks tested
with siren frames in background noise conditions unseen during training have good
performance only at high SNRs;

Table 4. Results obtained with training dataset (B) and test datasets (a), (b) at the same SNRs
used in training.

Train (B)

SNR (dB) Test (a) Test (b)

GTs log-Mels GTs log-Mels
Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%)

0 86.55 84.46 67.37 57.26 100 100 98.79 98.79
−5 55.76 20.65 56.01 24.72 100 100 98.30 98.30
−10 50.00 0.00 49.19 1.45 100 100 89.41 88.39
−15 50.00 0.00 48.79 0.00 99.87 99.87 83.98 81.46

Table 5. Results obtained with training dataset (A + B) and test dataset (a + b) at the same
SNRs used in training.

Train (A + B)

SNR (dB) Test (a + b)

GTs log-Mels
Acc (%) F1 (%) Acc (%) F1 (%)

0 99.78 99.78 95.63 95.63
−5 99.34 99.34 94.70 94.65
−10 98.10 98.07 92.71 92.52
−15 94.97 94.72 92.00 91.76

Table 6. Results obtained with the corresponding training and test datasets at SNRs not used in
training.

Train (A) Train (B) Train (A + B)

SNR (dB) Test (a) Test (b) Test (a + b)

GTs log-Mels GTs log-Mels GTs log-Mels
Acc (%) Acc (%) Acc (%) Acc (%) Acc (%) Acc (%)

−20 95.00 91.92 93.91 83.79 94.62 91.63
−25 95.00 91.92 90.00 83.79 94.37 91.44
−30 95.00 91.92 90.00 83.79 94.37 91.41
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• the CNNs trained with frames that contain siren sounds in multi-background noise
contexts give excellent results in the test even at SNRs not used in training, showing
a good capability to generalize.

We have obtained the best results at low SNRs when the networks are trained with the
dataset (A) both in the condition of a single spectral range and in multiple background
noises. This consideration can be reasonably justified by the presence of harmonic
components in the siren sound. In Fig. 3, we can observe that the low tone of the siren
with fundamental at 392 Hz (G4) has harmonic components up to 6272 Hz and the
high tone (E5) with fundamental at 660 Hz has visible harmonic components up to
7920 Hz. These frequency values are subject to slight variations due to the Doppler
effect. A background noise characterized by a low-frequency spectral content does not
mask the higher harmonic components, so siren frames are more easily recognizable
even at low SNRs. The results also show that the network learns not only the siren
sound but also the characteristics of background noise.

In Fig. 5, the best accuracy of the GTs and log-Mels is compared for each
experiment. The results show that both GTs and log-Mels give very good results with
cleaner datasets. In more complex urban traffic scenarios GTs have better performance
at low SNRs.

At last, Table 7 compares our work with recent related CNN-based works for the
ESR task. From the comparison with [15], we can observe that our network trained and
tested with gammatonegrams achieves the same results obtained by the Mono network,
from which our work was inspired. As in our work, the dataset consists of noises
acquisitions, and the siren audio files were generated by mixing the target signal with
the recorded background noise. However, we have no detailed information about the
method of generating synthetic datasets and the number of samples used. On the other
hand, the accuracy obtained in [14] shows that the recent techniques of feature com-
bination achieve better performance than log-Mels only. In this case, the number of
samples of the dataset is comparable to ours but all audio files are real-field recordings
from online resources, public datasets, and direct acquisitions. No information is
provided on the SNR values of the audio files for network training and testing.

(i) GTs and log-Mels accuracy 
with training (A) and test (a) 
datasets.

(ii) GTs and log-Mels accura-
cy with training (B) and test 
(b) datasets.

(iii) GTs and log-Mels accura-
cy with training (A+B) and 
test (a+b) datasets.

Fig. 5. GTs and log-Mels best test accuracy for (A), (B), and (A + B) training conditions at
different SNRs.
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In this paper, we want to show that the classification performance is closely related
to the background noise of the training dataset. Therefore, it is essential to improve the
ESR task as much as possible before correlating it with other tasks, such as the sound
source localization. The accuracy obtained by aggregating raw data with combined
MFCCs and log-Mels is not much higher than the performance of gammatonegrams, so
they prove to be extremely useful features in audio classification tasks.

5 Conclusion

In this work, we proposed a deep learning approach for emergency siren recognition in
urban scenarios. We used a convolutional neural network inspired by the U-Net
encoding path for the Siren vs. Noise classification task. Given the difficulty of having a
large number of siren audio recordings, a synthetic dataset that simulates the siren
alarm in different background noises has been generated. We considered different
relative source-observer positions and multiple speeds of the source to simulate the
Doppler effect. The level of perception of the siren sound was obtained by generating
audio files at different SNRs. Network performance in multi-condition training and
testing with two types of features at different SNRs was compared. The classification
accuracy obtained from the proposed method achieves excellent results since the
generation of a synthetic dataset can provide a big number of data for the training. Our
future work will focus on reducing background noise through filtering and denoising
techniques.

Table 7. Comparison of the mean classification accuracy obtained with recent related CNN-
based models (input data length of 0.5 s).

Work Dataset Features Model Acc
(%)

L. Marchegiani et al. [15],
2018

Recordings, and
synthetic
−35 � SNRtest � −5

GTs SeC
network

94.00

FS network 98.00
Mono
network

96.00

V.-T. Tran et al. [14],
2020

Recordings
No SNR details

Raw data WaveNet 94.43
MFCCs + log-Mels MLNet 95.37
Raw,
MFCCs + log-Mels

SirenNet 97.42

This work Recordings, and
synthetic
−15 � SNRtrain � 0
−30 � SNRtest � 0

log-Mels Mono-
scenario

90.58

Multi-
scenario

92.79

This work GTs Mono-
scenario

96.25

Multi-
scenario

96.51
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Cucumber Disease Recognition Based
on Depthwise Separable Convolution

Xianfeng Wang, Zhen Wang, and Shanwen Zhang(&)
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Abstract. Cucumber disease seriously affects the yield and quality of cucum-
ber planting, so quickly and accurately identifying the type of cucumber disease
is the premise of cucumber disease control. In view of the complexity of feature
extraction in existing cucumber disease recognition methods based on disease
leaf image, and the vulnerability of extracted features to the diversity of disease
leaf image, light and background, a cucumber disease recognition method based
on depthwise separable convolutional network was proposed. This method can
automatically obtain the classification features of the image of disease leaf,
which overcomes the shortage of the existing crop disease recognition methods
that need to extract the classification features manually, and the recognition rate
has been greatly improved. The method was applied to the cucumber leaf dis-
ease data set and the average recognition accuracy reached 99.23%. The results
show that this method has high recognition accuracy and can provide reference
for other crops.

Keywords: Leaf image of disease � Cucumber disease identification �
Convolutional neural networks (CNNs) � Depthwise separable convolution
(DWSC)

1 Introduction

Cucumber is one of the most important vegetable crops in the world. Cucumber downy
mildew, powdery mildew and fusarium wilt are the three major diseases of cucumber
production in China. Timely and accurate identification of cucumber diseases is of
great significance for reducing loss, stabilizing yield and ensuring quality. Studies have
shown that many disease symptoms are usually found in disease leaves. Different kinds
of cucumber diseased leaves have their own characteristics of color, texture and shape.
The disease types can be determined by observing the image of cucumber disease
leaves. The traditional methods of disease identification based on the image of disease
leaf have achieved good results, but these methods need more complicated processing
and recognition process of disease image [1, 2]. Under normal circumstances,
cucumber leaves of different kinds will show different forms, and change with time,
without fixed shape, so cucumber disease recognition based on disease leaf image is
still a challenging research topic [3, 4].

With the continuous development of big data, machine learning, artificial intelli-
gence and other technologies, people are more and more able to realize the value of big
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data. The data-driven concept has also been gradually applied in various fields, and the
use of data to drive decision-making and product intelligence has been continuously
realized. In recent years, Convolutional Neural Networks (CNNs) has achieved great
success in image recognition, semantic segmentation, target detection and other fields
[5, 6]. Because of its strong ability to represent image features, more and more scholars
have applied CNNs in the field of agriculture and achieved a high recognition rate [7,
8]. Brahimi [9] et al. used the improved convolutional neural network to identify the
tomato leaf diseases, replaced the traditional convolutional neural network’s Softmax
classifier with an SVM classifier, and extracted the input image features in layers using
the cascade network architecture during the training process, so as to obtain the deeper
semantic features of the image. The average identification accuracy reached 98.6% in
the tests of identifying different tomato diseases. Yang et al. [17] trained a regional
convolutional neural network model by using images of rice disease in multiple natural
scenes. During the construction of the model, the local receptive field of the original
convolutional kernel is enlarged by using void convolution, and the full connection
layer of the original convolutional neural network is replaced by the global pooling
layer. The average identification accuracy of 10 common rice diseases was 95.48%.
The experimental results show that it is effective and feasible to use CNNs for crop
disease image classification. The network structure of CNNs is mainly constructed by
alternating repetition of the convolutional layer and the lower sampling layer. The
convolutional layer is used to extract the local features of the input neuron data, and the
lower sampling layer is used to scale and map the data extracted from the upper layer to
reduce the amount of training data, so that the extracted features have the invariability
of scaling. Generally speaking, the convolution kernel of different scales can be
selected to extract multi-scale features, so that the extracted features have the invari-
ance of rotation and translation. The input image is convolved with the kernel that can
be learned, and the data after the convolution is obtained through the activation
function to obtain a feature graph. The feature graph of the convolutional layer can be
obtained by combining multiple input graphs, but the convolution kernel parameters of
the same input graph are consistent, which is also the significance of weight sharing.
The initial value of the convolution kernel is not randomly set, but is pre-set through
training or according to certain standards, such as preprocessing with Gabor filter
according to biological visual features. The lower sampling layer enhances the scale
invariance by reducing the spatial resolution of the network. It avoids the complicated
feature extraction and image reconstruction in traditional recognition algorithms. The
observation characteristics obtained by the local receptive field method are independent
of translation, scaling and rotation. In the convolution phase, the weight sharing
structure is used to reduce the number of weights and thus the complexity of the
network model, which is more obvious when the input feature map is a high-resolution
image. However, generally speaking, CNNs model has a large number of parameters, a
large amount of computation, and a high requirement for the use of equipment,
resulting in poor popularity. Instead of standard convolution, the method combining
depthwise separable convolution and convolution can greatly reduce the number of
parameters of the model, accelerate the convergence, improve the recognition accuracy,
and obtain a device model with small number of parameters and calculation, which is
suitable for mobile devices and resource-limited devices. Under normal circumstances,
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cucumber leaves of different kinds will show different forms, and change with time,
without fixed shape, so cucumber disease recognition based on disease leaf image is
still a challenging research topic. In order to solve the problems of the existing
cucumber disease identification methods, such as heavy computation and complex
feature extraction, a cucumber disease identification method based on depthwise sep-
arable convolution was proposed, and the experimental verification was carried out on
the database of six kinds of cucumber disease leaf images.

2 Depthwise Separable Convolution (DWSC)

The traditional CNN uses large-scale convolution kernel, such as the 11 � 11 con-
volution kernel in AlexNet. Although the receptive field is large, the parameters of the
model are also greatly increased. In the GoogleNet model, several cascade structure of
small size convolution kernel in 3 � 3 are used to keep the same receptive field to the
original image, at the same time, the parameters of the model are greatly reduced, the
depthwise of the network is increased, and the nonlinear expression ability of image
features is enhanced. Since the traditional convolution kernel acts on each channel of
the input eigengraph, the computation is still too large. Howard et al. [26] used DWSC
to construct the CNN so that it can also operate efficiently at the mobile end. The idea
of DWSC is to divide the traditional convolution operation into two steps: first, one-to-
one two-dimensional convolution is carried out for each channel of the input eigen-
graph to reduce the parameter calculation, which is called depth-wise convolution; then
the traditional convolution (three-dimensional convolution) operation is carried out
with 1 � 1 size convolution kernel to combine the characteristics of each channel, also
known as point-wise convolution. DWSC is refers to the standard convolution is
decomposed into a deep convolution and a 1 � 1 standard convolution (point by point
convolution). By deep convolution corresponds to the characteristic picture of each
input channel, 1 � 1 point convolution is responsible for the fused characteristics were
extracted by depth convolution. Separation by feature extraction and feature fusion can
effectively reduce the computational complexity and capacity model. Figure 1 shows
the standard convolution and depth of separable convolution structure. The structure of
DWSC is shown in Fig. 1.

(A) Traditional convolution  (B) Depth-depth convolution  (C) Point-point convolution

Fig. 1. The structures of standard convolution and DWSC
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Assuming that the size of the input characteristic graph is Df � Df , the number of
channels is M, and the size of the convolution kernel is Dk � Dk , N in total, then the
calculation cost of the traditional convolution and DWSC is shown in Eq. (1) and
Eq. (2), respectively.

Df � Df �M � N � Dk � Dk ð1Þ

Df � Df �M � Dk � Dk þDf � Df �M � N ð2Þ

Then, the ratio of computation cost of DWSC to the traditional convolution is

Df � Df �M � Dk � Dk þDf � Df �M � N
Df � Df �M � N � Dk � Dk

¼ 1
N

þ 1
Dk � Dk

ð3Þ

It can be seen that the reduction of DWSC computation cost is related to the output
channel N and the convolution kernel size Dk � Dk used. In practice, the 3 � 3-size
convolution kernel is generally used in the deep separable convolution. If the output
channel is 64, the calculation cost of the deep separable convolution is only 0.126 times
that of the traditional convolution parameters. The structure of the depthwise separable
convolution is shown in Fig. 2C and D. Assume that the size of the input feature maps
is Df � Df , the number of channels is M, and the size of the convolution kernel is
DM � DM , which contain N convolution kernels.

(A) The kernels of DWSC

(B) The traditional CNNs module (C) DWSC module 

(D) DWSC module

ReLU
3 3 

convolution BN
1 1

convolution BN

Fig. 2. The structures of traditional CNNs model and DSCNNs
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Because the number of input channels is small, the expression ability of the model
feature map to image features is weak, so this paper will expand the number of input
channels in DWSC to enhance the nonlinear mapping ability of the model and improve
the accuracy of the model.

The convolution of DWSC can be expressed as:

ConvDeepðW ; yÞði;jÞ ¼
XK;L
k;l

Wðk;lÞ � yðiþ k;jþ lÞ;ConvpointðW ; yÞði;jÞ ¼
XM
m

Wðk;lÞ � yði;j;mÞ

ð4Þ

where � represents the multiplication of corresponding elements.
The separation convolution of DWSC is obtained by combining depth-by-depth

convolution and point-by-point convolution:

ConvDWSC Wp;Wd; y
� �

i;jð Þ¼ Convpoint i;jð Þ Wp; Convdeep i;jð Þ Wd; yð Þ� � ð5Þ

In DWSC, the fully connected layer is replaced with global average pooling layer.
Global average pooling (GAP) layer enforces direct correspondences between feature
maps and categories. In this way the feature maps can be intuitively interpreted as
categories confidence maps. Furthermore, there is no parameter to optimize in GAP
layer; thus overfitting is avoided. We can see that GAP layer takes the average value of
each feature map which can be regarded as confidence value for each category, and the
resulting vector is fed directly into the Softmax function to get the probability distri-
bution among sentiment categories.

In DWSC, each layer is faced with the situation that the distribution of input
changes with training, so each middle layer needs to constantly adapt to the changes of
its input, resulting in the network becomes difficult to train. By standardizing the mean
value and variance of the input, the normalized layer enables each layer to learn a more
stable input distribution, ensuring that the network can use a larger learning rate, thus
improving the training speed of the network and the network expression ability. Batch
Normalization (BN) performs global normalization along the batch dimension N of the
sample. When the input distribution changes, the previously calculated data distribution
may also change, resulting in inconsistent weight training at each layer of the network.

3 Cucumber Disease Recognition Method

Taking the input image size 384 � 384 as an example, the specific parameters of each
layer of the model structure shown in Fig. 2C are as follows: r is the width coefficient,
and Depth-wise residuals layer is the residual block composed of depthwise separable
convolutions. The Down sample layer is the lower sampling layer, which is composed
of the Max pooling layer and the common convolution (Conv) layer. The step size is 2.
The size of the pooling kernel of the Max pooling layer is 2 � 2, and the size of the
Conv kernel is 3 � 3. The output of the lower sampling layer consists of the super-
position of the characteristic graphs of the pooling layer and the convolution layer.
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With the Down sample layer 1 as an example, the 32 output channels is composed of
the superposition of the 3 channels with the pooling core of 2 � 2 and the 29 channels
with the Conv kernel of 3 � 3. Up sample layer is the upper sampling layer, using the
2 � 2-size transposition convolution with step size of 2.

In general, CNNs uses Softmax as the optimization objection to train the network
model. Softmax’s loss function optimizes the difference between categories, but
ignores the intra-class compactness, resulting in a larger classification error. To solve
this problem, a central loss function is introduced to optimize class compactness to
reduce class variation. Combining with the Softmax loss function and the center loss
function, the training network model can simultaneously increase the inter-class dif-
ference and reduce the intra-class change, so that the model can learn the discriminative
depth feature. Softmax loss function is defined as follows:

LS ¼ �
Xm
i¼1

log expðWT
yi
xi þ byi Þ=

Xn
j¼1

expðWT
j xi þ bjÞ ð6Þ

where xi 2 Rd is the i-th depth feature belonging to the category yi, d is the dimension
of the feature, W 2 Rd�n is the weight of the last full connection layer, b 2 Rn is the
bias term, m and n represent the batch and category numbers, respectively.

Combined with Softmax loss function and center loss function, the training network
model can effectively increase the inter-class difference and reduce the intra-class
change, so that the model has higher robustness and recognition accuracy. The loss
function L can be trained by Stochastic gradient descent (SGD). The model hyper-
parameters of the model are trained to minimize the cost function.

4 Experiments and Analysis

In order to verify the performance of DWSC based cucumber disease identification
method, we used the image database of cucumber disease leaves constructed by
agricultural demonstration park in Yangling district, Shaanxi province for experiment.
Using simple camera devices, the images were collected under several conditions
depending on the time (e.g., illumination), season (e.g., temperature, humidity), and
place where they were taken (e.g., greenhouse) with various types of data, including:

Leaf images with various resolutions. Leaf images at early, medium, and last
infection status. Leaf images containing different infected areas in the plant (e.g., stem,
leaves, fruits, etc.). Different cucumber leaf sizes. Leaf images surrounding the plant in
the greenhouse, etc. The database contains 1,200 images of the leaves of the six
common cucumber diseases of scab, powdery mildew, downy mildew, anthrax, ker-
atinosis and bacterial keratinosis, 200 per class. DWSC is trained by A large number of
images. So, we augmented the original by the transforms as follows.

Randomly select Crop Center on the original image of the 256 � 256 size, and use
the 224 � 224 size window to capture it, then extend the screenshot to 256 � 256 so as
to unify the image input size.
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A 30% Gauss noise is added to the original image with an offset of 0.2 and a
standard deviation of 0.3.

The original image RGB components are increased by 20%, the contrast is
increased by 30%, the sharpness is decreased by 10%.

The original image is radially blurred by rotation blur and scaling blur respectively.
The rotating fuzzy unit is 10, and the scaling fuzzy unit is 30. They are used to simulate
the effects of quickly rotating or moving cameras to achieve radiation like functions.

From the above process, each original is augmented to produce 10 corresponding
enhanced images respectively. Finally the imbalanced standard image set containing
12000 images, 2000 per disease.

The 6-fold cross validation method is selected for the experiment, that is, 10,000
samples were randomly selected as the training sample set and 2000 samples were
selected as the test sample set. Through the input of color disease leaf images with the
dimension of the three channels of 128 � 128 � 3, the convolution template was
selected as 9 � 9 � 3, and the pooling layer was selected as 2 � 2 maximum pooling
method for the down sampling. In the network construction, the linear correction unit
(ReLUs) is used as the output function of each convolutional layer. In the pooling
layer, dropout method is adopted to randomly disconnect network nodes to prevent
network overfitting. The random gradient drop method is used to calculate the DCNN
parameters layer by layer. The number of neurons in the full connection layer is about
1000. In the output layer, Softmax excitation function was used to obtain 6 recognition
results, corresponding to the prediction probability of 6 disease image categories; The
momentum gradient descent method of adaptive learning rate was used to optimize the
model. Parameter setting: learning rate is 0.01, learning rate is reduced to 0.001 after
1000 iterations, training target is 0.001, weight attenuation coefficient is 0.001, max-
imum training times is 3000.

In order to demonstrate the effectiveness of the proposed algorithm, the proposed
method was compared with four existing methods for cucumber disease identification:
Image Processing Technology (IPT) [1], global-local singular value decomposition
(GLSVD) [3] and image processing (IP) [7]. The proposed method does not need to
extract the disease spots from the image of disease leaf, and directly uses the color
image of disease leaf to identify the disease. The other four methods firstly used
histogram threshold segmentation to remove the background, then used the maximum
inter-category variance method to segment the disease spots [4, 5], and finally used the
disease spot image to identify the disease. All algorithms were simulated by MATLAB
R2013a, and the experimental platform was a workstation based on Win7 operation
system (Intel(R) Xeon(R) e5-2650 v2 CPU and 32 Gb memory). The recognition
results are shown in Table 1.

Table 1. The recognition rates and variances on five methods

Method IPT GLSVD IP DWSC

Recognition rate (%) 78.14 ± 1.84 87.31 ± 1.42 84.26 ± 2.06 96.12 ± 2.03
Training time (h) 0.25 1.5 17 62
Recognition time (s) 9.3 3.8 5.4 2.5
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As can be seen from Table 1, the recognition rate of this method is very high. The
reason is that the classification features extracted by the traditional disease identifica-
tion method based on feature extraction are sensitive to the rotation and illumination
changes of the image of disease leaves, so it is not easy to extract the best classification
features. However, the deep learning model can be used to learn the invariable features
of image rotation and illumination. Through experimental comparison, the cucumber
disease classification model proposed in this paper has obvious advantages in large
database and can be applied to the winter jujube disease identification system based on
the Internet of things.

5 Conclusions

Aiming at the problem of cucumber disease identification based on disease leaf image, a
cucumber disease identification method based on DWSC is proposed, and the experi-
mental results showed the effectiveness of the method. Compared with traditional crop
disease identification methods, this method can directly input a two-dimensional color
disease leaf image into DWSC, and obtain the disease type identification results at the
output end. Its advantage is that it does not need complicated spot segmentation and
feature extraction process, and feature extraction and pattern recognition are completely
put into a network. The core of this method is the structural design of DWSC and the
solution of network. Therefore, how to reduce the training time and avoid the occurrence
of over-fitting state is the direction of further research in the future.
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Abstract. Face recognition under varying lighting conditions is an important
topic in many real-life applications. In this paper, we propose a novel algorithm
for illumination invariant face recognition. We first convert the face images to
the logarithm domain, which makes the dark regions brighter. We then use
contourlet transform to generate face images that are approximately invariant to
illumination change and use collaborative representation-based classifier
(CRC) to classify the unknown faces to one known class. We set the approxi-
mation subband and a few highest frequency contourlet coefficient subbands to
zero values, and then perform the inverse contourlet transform to generate
illumination invariant face images. Experimental results show that our proposed
algorithm outperforms two existing methods for the Extended Yale Face
Database B for high noise levels. Nevertheless, our new method is not as good
as existing methods for low noise levels. In addition, our new method is com-
parable to existing methods for the CMU-PIE face database.

Keywords: Face recognition � Contourlet transform � Collaborative
Representation-based Classifier (CRC) � Invariant features � Pattern
recognition � Computer vision

1 Introduction

Face recognition is an active research topic in such applications as commercial, mili-
tary, and public security. We review a lot of existing face recognition algorithms here.
Eigenfaces [1, 2] are a popular method for face recognition that computes the principal
components of face images. This method creates a mathematical model that best
describes a face by extracting the most relevant information contained in the face
images. He et al. [3] proposed Laplacianfaces, where the face images are analysed by
using locality-preserving projections. Wright et al. [4] proposed robust face recognition
by means of sparse representation. They investigated the problem of automatically
recognizing human faces from frontal views with varying expression, illumination,
occlusion, and disguise. They treated the classification problem as recognizing among
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multiple linear regression models, and their new theory from sparse signal represen-
tation offers the key to addressing this problem. Lee et al. [5] investigated face
recognition in variable lighting conditions. They arranged physical lighting in such a
way that the acquired images can be used as the basis vectors of a low-dimensional
linear space. Du and Ward [6] studied a region-based image enhancement method for
face classification. However, this method produces defects on the boundary between
different image regions. Yang et al. [7] studied a new wavelet-based method for face
recognition. They revealed that nonlinear approximation preserves more information in
an image than linear approximation. Chen et al. [8] investigated illumination nor-
malization for robust face classification by first performing logarithm transform to the
face images and then performing discrete cosine transform (DCT) to the logarithm
images (LOG-DCT). They set the low-resolution DCT coefficients to zero and then
perform inverse DCT to obtain illumination invariant face maps for classification.
Ruiz-Pinales et al. [9] proposed a translation-invariant support vector machines
(SVM) for face image recognition. They presented a novel method for incorporating
global translation invariance in SVM. Even though other methods incorporated a
feature extraction stage, they scaled the image and then recognized it by using a
modified SVM classifier. Translation invariance is obtained by replacing dot products
between pattern images with the maximum cross-correlation value. Ahonen et al. [10]
investigated face recognition with local binary patterns (LBP). In their paper, they
proposed a novel and fast face image representation by means of LBP texture features.
They divided the face images into several regions, extracted the LBP feature distri-
butions, and then concatenated into a feature vector as a face descriptor. Xie et al. [11]
investigated normalization of face illumination based on large and small-scale features.
This method achieved particularly good recognition results for illumination invariant
face recognition. Lai et al. [12] investigated a face classification method by means of
multiscale logarithm difference edge-maps under varying lighting conditions. They
used a logarithm difference model that eliminates light intensity from pixels in a
neighbourhood. It is better than holistic image decomposition methods such as LOG-
DCT and LTV. Zhang et al. [13] studied face classification by using gradient faces
under varying illumination conditions. Nevertheless, these gradient faces are extremely
sensitive to noise. Chen et al. [14] presented a log total variation model (LTV) for face
recognition under variable lighting conditions. Nevertheless, it is more complex than
other methods because it needs to solve differential equations. Chen et al. [15–17] also
proposed several novel methods for illumination invariant face recognition by means of
dual-tree complex wavelet transform (DTCWT) and novel filters. In addition, Chen
et al. [18, 19] investigated hyperspectral face recognition by using log-polar Fourier
features and other features. Both methods achieved particularly good classification
results when compared to state-of-the-arts methods published in the literature.

In this paper, we develop a novel algorithm for face recognition by means of
contourlet transform to generate illumination invariant face images, and by using col-
laborative representation-based classifier (CRC) to classify the faces. Our novel method
improves upon existing methods in most testing cases for both the Extended Yale Face
Database B and the CMU-PIE illumination face database. In addition, our proposed
algorithm does not require any modelling, and they can be applied directly to any face
image without any lighting assumption or any prior information on 3D face geometry.
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2 The Proposed Method

We briefly introduce the Lambertian reflectance theory, the contourlet transform, and
the CRC classifier here. Based on the Lambertian reflectance theory [20], the intensity
image can be modeled as

I x; yð Þ ¼ R x; yð ÞL x; yð Þ ð1Þ

where R is the reflectance and L is the illumination. Because R depends only on the
surface material of the person, it is the intrinsic representation of a face image. The very
convenient solution is to convert the face intensity image to the logarithm domain. As a
result, the multiplication in the above equation becomes addition:

log I x; yð Þ ¼ log R x; yð Þþ log L x; yð Þ ð2Þ

Hence, the face recognition problem is easier than before.
Do and Vetterli [21] proposed contourlet transform for efficiently representing 2D

images. We all know the major limitations of commonly used separable extensions of
one-dimensional transforms, e.g., the Fourier and wavelet transforms, in capturing the
geometry of image edges. Do and Vetterli introduced a 2D transform that can capture
the intrinsic geometrical structure, which is a key in visual information. The important
challenge to explore geometry in images is from the discrete nature of the data. As a
result, unlike other methods, e.g., curvelets, that first develop a transform in the con-
tinuous domain and then discretize for sampled data, their method begins with a
discrete-domain construction and then studies its convergence to an expansion in the
continuous domain. Particularly, Do and Vetterli constructed a discrete-domain mul-
tiresolution and multidirection expansion using nonseparable filter banks, in much the
same way that wavelets were derived from filter banks. This construction produces a
flexible multiresolution, local, and directional image expansion using contour segments
and it is called the contourlet transform. The discrete contourlet transform has a fast-
iterated filter bank algorithm that requires O(N) operations for N-pixel images. Fur-
thermore, they generated a precise link between the developed filter bank and the
associated continuous domain contourlet expansion by means of a directional mul-
tiresolution analysis framework. They demonstrated that with parabolic scaling and
sufficiently directional vanishing moments, contourlets achieved the optimal approxi-
mation rate for piecewise smooth functions with discontinuities along twice continu-
ously differentiable curves. Finally, they conducted some experiments to demonstrate
the potential of contourlets in several image processing tasks.

It is believed that the l1- norm sparsity constraint on coding coefficients plays an
important role in the success of sparse representation-based classifier (SRC), whereas
the use of all training samples to collaboratively represent the query sample is ignored.
In [22], the authors discussed how SRC works, and showed that the collaborative
representation mechanism used in SRC is more important to its success of face clas-
sification. The SRC is a special case of the CRC, which has various instantiations by
applying different norms to the coding residual and coding coefficients. Furthermore,
the l1 or l2 norm characterization of coding residual is related to the robustness of CRC
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to outlier facial pixels, and in the meantime the l1 or l2 norm characterization of coding
coefficient is related to the degree of discrimination of facial features. Experiments were
performed to show the accuracy and efficiency of the CRC for face recognition.

Motivated by LOG-DCT [8], we propose a new method for illumination invariant
face recognition in this paper. Because of different illumination conditions, the acquired
face images can be very dark, which makes existing face recognition methods perform
worse. To increase recognition rate, we intend to elevate the dark region and suppress
bright region by using the logarithm transform. We perform contourlet transform to
these logarithm images and set the approximation subband, and a few highest fre-
quency contourlet subbands to zero values. An inverse contourlet transform will
generate our enhanced face images, which are approximately invariant to illumination.
The reason why we choose contourlet transform is because this transform can represent
edges more accurately. Figure 1 shows the different stages of our illumination invariant
face recognition algorithm: (a) the input face image, (b) the logarithm of the input
image, (c) the contourlet transform on the logarithm image, (d) the output illumination
invariant face generated by inverse contourlet transform.

We present the steps of our new algorithm LOG-CONTOURLETS for illumination
invariant face recognition by using the contourlet transform. This algorithm can be
described as follows:

Algorithm LOG-CONTOURLETS

Step 1. Initialization: J = [0,2,3,4].
Step 2. Take the logarithm transform of the intensity image I x; yð Þ as Eq. (2).
Step 3. Normalize image log I x; yð Þ to the range [0., 255], denoted as IM.
Step 4. Perform the forward contourlet transform to IM for J decomposition levels,

denote it as CIM = CONTOURLETS (IM, J).

Fig. 1. The different steps of our new face recognition algorithm LOG-CONTOURLETS:
(a) the input face image, (b) the logarithm of the input image, (c) the contourlet transform on the
logarithm image, (d) the output illumination invariant face image generated by inverse contourlet
transform.
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Step 5. Set the approximation subband and a few highest frequency contourlet coef-
ficient subbands to zero values.

Step 6. Conduct inverse contourlet transform to the output image from Step 5 to
obtain face image D.

Step 7. Normalize D so that it has zero mean and unit variance.
Step 8. Set E ¼ Dk, where k ¼ 0:69 is a constant.
Step 9. Use CRC to classify the resulting face image to one of the known classes.

The contributions of this paper can be summarized here. In our new algorithm, we
perform logarithm transform to make dark regions brighter and we use contourlet
transform to generate illumination invariant face images. This combination of loga-
rithm transform with the contourlet transform is new to our best knowledge. Our
method is easy to implement, and it yields higher recognition rates than two existing
methods for most testing cases.

3 Experimental Results

In this paper, we perform experiments with the Extended Yale Face Database B [5] and
the CMU-PIE illumination face database [23]. The Extended Yale B database contains
face images of 38 subjects in 64 diverse lighting conditions: from normal to extremely
badly illuminated. There exists only one ideal image for each person. There are 2414
available images in total. We cropped and fixed the face images to have 192 � 168
pixels. We take one well-lighted face image as the single reference and take all the rest
available 2414 − 38 = 2376 images as test samples. The faces are divided into 5 subsets
according to angles between the light source direction and the camera axis (Table 1):

The degree of variation gets higher from Subset 1 to Subset 5. Figure 2 shows the
five subsets for one subject.

Table 1. The five subsets of the Extended Yale Face Database, their corresponding angles, and
the number of faces in each subset.

Subsets Angles Number of faces

Subset 1 1° � angle � 12° 7 � 38
Subset 2 13° � angle � 25° 12 � 38
Subset 3 26° � angle � 50° 12 � 38
Subset 4 51° � angle � 77° 14 � 38
Subset 5 78° � angle 19 � 38
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The CMU Pose, Illumination and Expression (PIE) database has 41368 face images
from 68 persons. Every person contains images captured for 13 poses and 43 illumi-
nation conditions. We only select the images that focuses on illumination variations on
light intensity and direction in frontal view. There exist 68 persons in each 43 images
yielding a total of 2924 images. Figure 3 shows different original face images under
different lighting condition in this database.

For both face databases, we select only one frontally lit face image in each class for
training and the remaining face images for testing. We convert every face image to the
logarithm domain and normalize it to have pixel values to fall in the range of [0, 255].
We then perform contourlet transform to these normalized face images for several
scales and set the contourlet coefficients to zero for a few high frequency subbands and
the approximation subband. An inverse contourlet transform will generate the enhanced
faces, which are approximately invariant to illumination changes and hence are good
for noisy face recognition.

Fig. 2. The five subsets of the Extended Yale-B face database.

236 G. Chen and W. Xie



We conduct experiments to test the performance of our proposed algorithm for
different noise levels. In our experiments, the noise standard deviation rn ranges from 5
to 40. The noisy face images are generated by adding Gaussian white noise to the
noise-free face images:

B ¼ A þ rnI; ð3Þ

where I obeys Gaussian distribution N(0, 1) with 0 mean and unit variance. Figure 4
shows the noise-added face images for rn ranging from 5 to 40. We compare our
proposed algorithm with LOG-Discrete Wavelet Transform (LOG-DWT) and LOG-
DCT [8] for both extended Yale face database B and CMU-PIE face database. Table 2
shows the correct classification rates (%) of the proposed method LOG-
CONTOURLETS, the LOG-DWT, and the LOG-DCT for face images corrupted by
Gaussian white noise. The correct recognition rate is defined as the percentage of faces
that are recognized correctly regarding their true class labels. For extended Yale face
database B, our proposed algorithm outperforms both LOG-DWT and LOG-DCT for
higher noise levels, but our new algorithm is not as good as LOG-DCT for low noise
levels. For the CMU-PIE face database, all algorithms achieve perfect recognition
results (100%). In conclusion, our new algorithm proposed in this paper is very robust
to Gaussian white noise for illumination invariant face recognition.

For our proposed method LOG-CONTOURLETS, we consider four testing cases:
(0*000), (0**00), (0***0), and (0****). We perform the contourlet transform to the
Log face images and we obtain one approximation subband and four high frequency
subbands. In the above notation, the ‘0’ means to set the subband to 0 values and the
‘*’ means to keep the subbands unchanged. For example, (0*000) means the
approximation subband is set to 0 values, the next subband is unchanged, and the
remaining three subbands are set to 0 values. The meanings of the other three testing
cases can be understood easily.

Fig. 3. An example of the face images under different lighting condition of the CMU-PIE
illumination face database.

Noise Robust Illumination Invariant Face Recognition 237



4 Conclusions

In this paper, we have proposed a novel algorithm for face recognition by extracting
contourlet faces in logarithm domain. Our new algorithm is relatively invariant to
illumination changes in the face images. The CRC is used as a classifier in our algo-
rithm. Our new algorithm is better than two existing algorithms in correct recognition
rate for the Extended Yale Face Database B for high noise levels, but it is not as good

Fig. 4. An example of the noisy face images with different noise levels.

Table 2. The correct classification rates (%) of the proposed method LOG-CONTOURLETS,
the LOG-DWT, and the LOG-DCT [8] for face images corrupted by Gaussian white noise. The
best results are highlighted in bold font.

Databases Methods Noise standard deviation (rn)

5 10 15 20 25 30 35 40

Extended
Yale Face
Database B

LOG-CONTOUR-LETS (0*000) 80.65 75.98 73.68 71.84 71.04 69.95 69.18 68.54
LOG-CONTOUR-LETS (0**00) 84.93 81.52 79.00 77.00 75.55 74.99 74.03 73.29
LOG-CONTOUR-LETS (0***0) 84.55 80.51 78.53 77.18 75.92 74.87 74.26 73.54

LOG-CONTOUR-LETS (0****) 84.20 80.63 78.62 77.40 76.17 75.26 74.76 74.15
LOG-DWT 83.26 78.93 76.68 75.34 73.94 73.00 72.25 71.58

LOG-DCT [8] 87.28 82.28 78.85 77.17 75.85 74.59 73.94 73.53
CMU-PIE LOG-CONTOUR-LETS (0*000) 100 100 100 100 100 100 100 100

LOG-CONTOUR-LETS (0**00) 100 100 100 100 100 100 100 100
LOG-CONTOUR-LETS (0***0) 100 100 100 100 100 100 100 100
LOG-CONTOUR-LETS (0****) 100 100 100 100 100 100 100 100
LOG-DWT 100 100 100 100 100 100 100 100
LOG-DCT [8] 100 100 100 100 100 100 100 100
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as existing methods for low noise levels. Our new algorithm is comparable to existing
algorithms for the CMU-PIE illumination face database. Our proposed algorithm is
more suitable for recognizing noisy face images with varying illumination.
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Abstract. At present, Automatic License Plate Recognition(ALPR) technology
has been widely used in residential parking, high-speed intersection toll stations,
roadside illegal parking, smart transportation and other fields. Although auto-
matic license plate technology has been widely used in various fields, at present,
whether it is commercial or academic methods, it is to explore the license plate
recognition research of approximate frontal images in specific regions or specific
countries (such as China, Brazil, and the United States). Aiming at real and
complex scenarios, this paper builds a dataset for countries along the Belt and
Road (such as Kenya, Nigeria, Togo, Ghana, etc.), called BR-ALPR dataset,
designed to ALPR. We use yolov3 to complete the license plate detection. For
license plate recognition, we use an improved Convolutional Recurrent Neural
Network (CRNN) algorithm, which inserts the Spatial Transformation Network
(STN) into the CRNN. In addition, we still use the method of template paste to
complete the enhancement of the dataset. Experimental results show that our
method is superior to advanced commercial methods for the detection and
recognition of license plates in complex real Scenarios.

Keywords: License plate � CRNN � STN � BR-ALPR � Template paste

1 Introduction

Automatic License Plate Recognition (ALPR) has been greatly improved with the
development of software and hardware, among which Deep Learning makes the
greatest contribution on the software side. Deep learning networks based on Convo-
lutional Neural Networks (CNNs) have been widely used in many fields [1–5]. Many
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scholars have also done a lot of research on deep learning [6–9]. The introduction of
CNNs has improved accuracy a lot on both image detection and recognition, making it
possible for ALPR to be used in more scenarios [10–14]. Some popular CNN
frameworks includes Yolo [15], a state-of-the-art, real-time object detection system,
and CRNN [16], a Network for Image-based Sequence Recognition which is widely
used in Optical Character Recognition (OCR). Combining these mature networks and
machines of good configuration, some ALPR system has obtained a better result and
been recognized commercially.

While these commercial ALPR perform well in most cases, they are not that good
in complex scenarios like tilt, distortion, bad weather, uneven lighting and blurring.
Additionally, these systems mainly focus on specific countries, their datasets are lim-
ited to specific characters and shape, which cannot cover other parts of the world.

Our system has good performance in most complex scenarios, moreover, it is
dedicated to regions along the Belt and Road, which is not explored yet. Our first
contribution is the datasets part, we collected huge amount of data from variety of real-
time scenarios in different countries, we also generalized some artificially. By applying
data augmentation technique to these images, the final datasets are more complete than
others. The Second contribution is the integrating Spatial Transformer Networks
(STN) [17] with CRNN in detection phase, making the network capable of learning
invariance to translation, scale, rotation and more generic warping.

At the OCR stage, we also generalized some character datasets artificially, these
characters are processed through affine transformation, perspective transformation and
brightness transformation respectively, training on these datasets make the system more
robust, achieving very high accuracy in the Belt and Road datasets.

The rest of the paper is organized as follows: Sect. 2 discusses some work related to
our own. At the same time, the Sect. 3 presents our BR-ALPR dataset. we introduce the
formulation and implementation of our ALPR system in Sect. 4, and finally give the
results of experiments in Sect. 5. The last part is the analysis of experimental results
and our further research work in the future.

2 Related Work

ALPR system is composed of two tasks, license plate detection and recognition, as our
main contribution is the recognition phase and dataset part, we start this section by
giving a brief introduction to previous work on detection, then we introduce complete
ALPR solutions.

2.1 License Plate Detection

License plate detection is to localize the license plates in the image in the form of
bounding boxes. Deep learning methods have been used in many fields to perform well
[18–26]. There are also many license plate detection and recognition algorithms based
on deep learning. Following is some existing methods. The Deformable Parts Models
(DPM) [27] algorithm uses the sliding window technique to run the classifier at evenly
spaced positions throughout the image, traversing each region of the image.
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This algorithm performs poorly when it comes to calculation cost. DPM cuts out too
many small squares in the picture, which convolutional network has to deal with one by
one. The R-CNN [28] algorithm uses the idea of Region Proposal, first generating
potential bounding boxes in the image, and then running classifiers on these bounding
boxes. After classification, the boundary boxes are refined through post-processing to
eliminate repeated detection, and the boundary boxes are reextracted according to other
objects in the scene. These complex pipelines are slow and difficult to optimize because
each individual component must be trained separately. Yolo uses the idea of grid,
YOLOv3 [29] split input image into grids on 3 scales in order to achieve the prediction
of large, middle and small objects. YOLOv3 adopts a new Darknet-53 structure.
Darknet-53 borrows the ideas of Resnet and adds residual module to the network,
which is conducive to solving the gradient problem of deep network.

In 1, the authors created a new CNN Network, Warped a Planar Object Detection
Network, based on Yolov2 [30]. This network use STN to detect and adjust non-
rectangular regions, making it easier to recognize in OCR phase, and Residual Network
[31] is added in this network to improve the gradient problem and training speed,
which is further improved due to the introduction of mini-batch gradient descent
method and the use of ADAM [32] optimizer. As Residual Module is already inte-
grated into Yolov3, this network can be enhanced using Yolov3.

[33] adopts a lightweight and high-performance multi-angle license plate recog-
nition model based on YOLOv2 and makes the following improvements: (1) Increase
the number of grids to achieve a good recall rate when recognizing small characters.
(2) Increase the number of Anchor box to increase the recall rate. (3) Reduce the
number of convolutional layers in YOLOv2 and change the size of the filter, so as to
achieve a balance between recall rate and calculation amount. The effect of this liter-
ature on more complex scenes and real-time performance is not that good.

2.2 Complete ALPR Solutions

[34] introduces a new data set CCPD and a new RPNet network for vehicle license
plate recognition, implementing an end-to-end recognition system. According to this
paper, CCPD is by far the largest and most diverse public data sets used for license
plate recognition. RPNet is divided into the detection and recognition module.
Detection module is based on CNN, it integrates the dropout algorithm to improve the
generalization ability of the algorithm; The recognition module is based on ROI, it
implements the reuse of feature map from convolution layer, through sharing feature
map in detection and recognition stage, license plate location and character recognition
can be integrated in one network, the loss function can also be joint training, improve
the efficiency of training and recognition This method needs to be optimized as follows:
(1) The detection and recognition of multiple license plates in one picture is not
supported. (2) For pictures without license plates, it still output result. (3) Rotation
detection is not supported. (4) The recognition part does not support the recognition of
Variable-length characters. (5) Using 7 different classifiers, resulting in too many
model parameters.

Similar to [29], the network in [35] is also a single end to end network. This
network use VGG-16 to extract feature map, simplifying the network architecture,
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while, increasing the feature number to be trained. Region Proposal Network
(RPN) [10] is used to select candidate box, RPN will generate a number of different
scales and different aspect ratio candidate box for each feature point, these boxes will
be filtered by non-maximum suppression(NMS) to give the final sample of 100 can-
didate box, through moving candidate box evenly, RPN can more quickly and accu-
rately find the target frame. The recognition phase is regarded as a sequence labeled
process, which uses a two-way RNN(BRNN) network with CTC loss [36], as well as a
LSTM network to avoid gradient vanishing and exploding. The problem of this method
is nearly half of the prediction time is spent on NMS part, which is a weakness in
performance compared to our proposed method.

3 The BR-ALPR Dataset

The dataset contains 219 Kenyan national license plate data captured from intersection
monitoring while driving through regular traffic in an urban environment, as well as
137 Ghanaian national license plate data collected from the Internet and 115 Brazilian
license plate data.

The Kenyan license plate dataset we proposed is shown in Fig. 1. This data set is
collected by vehicles passing through road intersections and monitoring equipment
installed above the intersections. The data consists of two time periods, partly collected
from 17:13:52, December 11, 2019 to 17:26:49, December 11, 2019, and partly col-
lected at 17:13, December 01, 2019 :51 to 17:26:39 on December 01, 2019. The
resolution of each picture collected is 4096 � 2160. Each picture contains at least one
car, and at least one car’s license plate is clearly visible.

When we searched the national license plate information of Ghana, we found that
Ghana is a special country with many foreign license plates. For example, it contains
Nigeria, Togo and Burkina Faso national license plate data. The Burkina Faso license
plates we collected include license plate information for ambassadors, public-private
partnerships, government departments, private cars, international organizations, etc.

Fig. 1. Kenya license plate data in BR-ALPR
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Table 1. Different license plate styles in different countries in the BR-ALPR dataset

COUNTRY TYPE STYLE

Burkina Faso
Private(Personal and 
Comercial)(Long) 

Burkina Faso
Private(Personal and Com-
mercial) (Short) 

Burkina Faso
Government(Type 1(Long)

) 

Burkina Faso Government(Type 2)

Burkina Faso Government(Type 3) 

Burkina Faso Public private partner-
ship(Long)

Burkina Faso Public private partner-
ship(Short)

Burkina Faso Public private partner-
ship(Type 2)

Burkina Faso Embassy(Long) 

Burkina Faso Embassy(Short)

Nigeria Private

Nigeria Commercial

Nigeria Top public civil servant

Nigeria Military and Paramilitary 
operatives

Nigeria Diplomatic
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The Nigerian license plates in current use were introduced in 1992 and revised in 2011.
Nigeria and Liberia are the only two African countries that use the North American
standard 6 � 12 inches (152 � 300 mm). The international code for Nigeria is
“WAN” (West Africa Nigeria). The Nigerian license plates, with the exception of the
plates for the diplomatic community and international organizations, all generally have
a white background with the number and lettering imprinted in blue, red, green and
black depending on the classification of the car. The upper left-hand corner usually
carries the Flag of Nigeria with the national coat of arms on the right while the map of
the country rests in the background. The state name and slogan are displayed at the top
center of the plate with the “Federal Republic of Nigeria” written at the bottom. The

Brazil Private

Kenya Private

Togo Type 1

Togo Type 2

Togo Type 3

Togo Type 4

Togo Type 5

Togo Type 6

Togo Type 7

Togo Type 8

Togo Type 9

Togo Type 10
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unique plate combination itself is in the format ABC-123DE. The first three letters
indicate the Local Government Area in which the vehicle was registered, which are
followed by three digits and two letters. The background consists of an outline of a map
of Nigeria. Before 2011, the three letters indicating the Local Government Area were at
the end, in the format AB123-CDE. Other types of Nigerian license plates are also in
use. Commercial vehicles are written in red and government plates are in green.
Diplomatic plates have a purple background with white lettering, and consist of up to
three numbers, followed by CD or CMD and another number. Instead of the name of
the state, they read CORPS DIPLOMATIQUE. Cars of the consular corps have the
letters CORPS CONSULAIRE(CC). The national license plates of Togo are more
complicated, with 10 types of license plates, different types of license plates, and
different numbers of characters. The types of license plates are complex, and the type
changes are varied. Some are simple license plates, some contain vehicles, some are
inclined, some are not clear, and some license plates are two-line characters. The
various license plate styles of various countries in BR-ALPR are shown in Table 1.
Otherwise, more detailed introductions and downloads of the BR-ALPR dataset will be
shared on www.yunyunai.cn.

The dataset of 115 Brazilian license plates collected from the Internet. Each picture
contains a license plate information. Brazilian license plates are relatively simple. Each
license plate consists of 7 characters. The first three digits are letters and the last four
digits are Arabic numerals.

4 Proposed ALPR Approach

This section describes our proposed license plate detection and recognition method,
which includes two stages of license plate detection and recognition. The first stage
mainly completes the license plate detection, and the second stage mainly performs
character recognition on the detected license plates. We use YOLO v3 for license plate
detection. For the detected license plates, we use the improved Convolutional Recur-
rent Neural Network (CRNN) algorithm to complete character recognition.

4.1 License Plate Detection

The license plate detection stage is to find the license plate targets in the image and
determine their positions. There are many related algorithms. The deformable parts
models (DPM) algorithm uses a sliding window technique to run the classifier at evenly
spaced positions on the entire image, traversing each area of the image. The sliding
window algorithm has an obvious shortcoming, which is the calculation cost. The
algorithm cuts out too many small squares in the picture, and the convolution network
has to deal with each one. The R-CNN algorithm uses the idea of selection, first
generating potential bounding boxes in the image, and then running classifiers on these
bounding boxes. After classification, the bounding box is refined through post-
processing to eliminate duplicate detection, and the bounding box is re-extracted
according to other objects in the scene. These complex pipelines are slow and difficult
to optimize because each individual component must be trained separately. Unlike
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sliding window and candidate area-based technologies, Yolo uses a grid idea. YOLOv3
divides the input image into coarse, medium, and fine grids in order to predict large,
medium, and small objects, respectively. Each grid corresponds to a ROI (region of
interest). If the center of an object happens to fall in this grid, then this grid is
responsible for predicting this object. If the size of the input picture is 416 � 416, then
the coarse, medium and fine grid sizes are 13 � 13, 26 � 26 and 52 � 52 respectively.
In this way, it is scaled by 32, 16 and 8 times in the length and width dimensions. In
fact, these multiples are just the size of the ROI. This project uses Yolo’s latest version
of Yolo V3 algorithm to complete this task. The main improvement of YOLO V3
relative to yolo v2 is: adjusted the structure of the network, yolo v3 uses a new darknet-
53 structure, darknet-53 borrows the idea of resnet, and adds a residual module to the
network, which is helpful to solve the deep The gradient problem of the hierarchical
network, each residual module consists of two convolutional layers and a shortcut
connections. In the entire v3 structure, there is no pooling layer and fully connected
layer. The downsampling of the network is by setting the convolution stride to 2.
Achieved, the size of the image will be reduced to half every time through this con-
volutional layer; using multi-scale features for object detection, for the input 416 � 416
� 3 images, three different scale prediction results are obtained through the darknet
network Each scale corresponds to N channels, and contains prediction information;
the object classification is replaced with softmax by Logistic, and softmax is not used
when predicting the object category, and the logistic output is used for prediction,
which can support multi-label objects.

For our proposed BR-ALPR data set. We use LabelImage to label the location
information of the license plate, and then input the label data to YOLO v3 to complete
the detection of the license plate. As shown in Fig. 2, the license plate detection result
is framed by a green box. Figure 3 shows the BR-ALPR dataset license plate detection
results.

Fig. 2. Using yolov3 for license plate detection
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4.2 License Plate Recognition

After we use YOLO v3 to complete the license plate detection, the character recog-
nition of the next license plate needs to be performed for the detected license plate. We
use the scene text recognition algorithm CRNN. The CRNN algorithm has shown great
advantages in many scene text recognition. Compared with the previous scene text
recognition system, CRNN has four significant characteristics: (1) It has end-to-end
trainability, and most of the existing algorithm components are individually trained and
adjusted. (2) Naturally process sequences of arbitrary length without involving char-
acter segmentation and horizontal scale normalization. (3) Not limited to any prede-
fined vocabulary, and has achieved remarkable results in both non-vocabulary and
vocabulary-based scene text recognition tasks. (4) An effective but much smaller model
is generated, which is more practical for real application scenarios. The basic idea is:
text recognition is a method for predicting sequences, so an RNN network for sequence
prediction is used. After extracting the features of the picture through CNN, the RNN is
used to predict the sequence, and finally the final result is obtained through a CTC
translation layer. Simply put, it is the structure of CNN+RNN+CTC. We transplanted it
to license plate character recognition, which can recognize characters of indefinite
length, suitable for complex real scene character recognition. The network structure
diagram of CRNN recognition of license plate characters is shown in the Fig. 4.

Fig. 3. License plate detection results of BR-ALPR dataset

Fig. 4. Structure diagram of license plate character recognition using CRNN
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Considering that our data set is more complicated (for example, the quality of
Ghana national license plate data we collected from the Internet is relatively poor, and
some license plates are not taken as front images). Real-world scenes like roadside
mobile law enforcement shots are not necessarily approximate frontal images. Con-
sidering the locality, translation invariance, reduction invariance, rotation invariance,
etc. of the input samples of the CRNN algorithm, it is necessary to transform the data to
achieve better recognition. Based on the above ideas, we improve the CRNN algorithm.
Before CNN extracts features, we insert a spatial transformation network. The STN
network can adaptively transform and align the input license plate data transformation
(including translation, scaling, rotation, and other geometry, etc.), the STN network
structure is shown in Fig. 5. The STN network is mainly composed of three parts,
Localisation net, Grid generator and Sampler. Localisation net is a network for
regression transformation parameter h. Its input feature image, after a series of con-
volution operations, the last regression layer outputs spatial transformation parameters.
For our license plate data, we need to correct the inclined license plate, h is a 6-
dimensional (2 � 3) vector. h can be expressed as

h ¼ fLocalisation net Uð Þ ð1Þ

Grid Generator is to construct a sampling grid according to the parameters obtained
by the affine transformation. It is the output of a set of points in the input image after
sampling transformation. What the grid generator actually obtains is a mapping rela-
tionship h. Assume that the coordinate of each pixel of the feature image U is xsi ; y
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the coordinate of each pixel of V is xti; y
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, and the spatial transformation function Ch
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Fig. 5. The STN network structure
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The sampler uses the sampling grid and the input feature map as input to generate
output, and obtains the result of the feature map after transformation. After obtaining
the changed feature map, use bilinear interpolation for sampling to complete the back
propagation of the error, so that the network can learn the best h. The loss of the entire
improved CRNN consists of two parts. The first half is the loss generated by the
training STN network part, and the second half is the loss generated by the CRNN
recognition. The total loss is shown in the following formula:

Ltotal ¼ LSTN þLCRNN ð3Þ

We insert the STN network into the CRNN to complete the BR-ALPR license plate
recognition network structure as shown in the Fig. 6.

5 Experimental Results

In this section, we conduct experiments to verify the effectiveness of the proposed
ALPR system. We conduct the test on the experimental machine with GPU NVIDIA
GTX Titan Z. For the license plate detection, we complete the labeling of the labelimg

Fig. 6. The improved CRNN network structure
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of the BR-ALPR dataset, and use YOLOv3 built by the darknet network framework to
complete the license plate detection. Since our BR-ALPR data set has real scene
collection and online collection, the data set is relatively messy, but YOLOv3 has three
scales, which can detect license plate targets of different sizes in the picture, so we use
YOLOv3 directly detects the license plate on BR-ALPR.

Due to the relatively small amount of data, we use the method of template paste to
generate some license plate data. We make the license plate base plate that is the same
as the real scene. According to the Kenya license plate data format, we randomly
generate numbers and paste them on the template, and add affine conversion and
perspective conversion. A large number of license plate data is generated by specific
scene techniques such as brightness conversion, affine conversion, etc., thereby com-
pleting the expansion of Kenyan license plate data in BR-ALPR. The generated license
plate data is shown in Fig. 7. Data enhancement can further solve the shortage of data.
In the experiment, we used this method to double the Kenyan license plate data in BR-
ALPR dataset.

Fig. 7. Enhanced data display effect of Kenyan license plates

Fig. 8. Confusion matrix diagram of license plate character recognition
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We resize the detected license plate image to (100,32), and then use the same
protocol proposed by Goncalves et al. [37] to divide the detected license plate dataset
as follows: 40% for training, 40% for testing, 20% Used for verification, and then input
it into the improved CRNN network structure. Our improved CRNN layer network
parameters are shown in Table 2. We use the improved CRNN for license plate
character recognition. The experimental results show that the mean test per char
accuracy is 0.96, and the test license plate sequence recognition rate is 0.8019. We have
drawn a confusion matrix for improved CRNN for character recognition. The confu-
sion matrix is shown in Fig. 8. It can be seen from the confusion matrix that due to the
small number of samples, certain characters cause errors in the prediction of some
characters. Our method is compared with the current commercial Sighthound [38]and
OpenALPR [39] license plate recognition methods. The comparison results are shown
in Table 3. Because our data set is special, these commercial methods are only suitable
for specific countries and regions. For example, OpenALPR has a better recognition
effect on Brazilian license plate data. Therefore, the method we proposed on this data
set takes precedence over other commercial methods and can be very good. Realize the
license plate recognition of the countries covered by this dataset.

Table 2. Structural parameters of our improved CRNN

Type Configurations

Input (10,32,100,3)
STN(Localisation net) Conv2d Kernel-size:3 stride:1
MaxPooling Pool_size:2 stride:2
Fully_connected
Fully_connected
Conv2d Kernel-size:3 stride:1
Conv2d Kernel-size:3 stride:1
Conv2d Kernel-size:3 stride:1
MaxPooling Kernel-size:2 � 1 stride:1
Conv2d Kernel-size:3 stride:1
Conv2d Kernel-size:3 stride:1
MaxPooling Kernel-size:2 � 1 stride:2 � 1
Conv2d Kernel-size:2 stride:2 � 1
Map-to-Sequence
Bidirectional-LSTM Hidden units:256
Bidirectional-LSTM Hidden units:256
Transcription
character recognition
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6 Conclusions and Future Work

At present, most methods of license plate recognition are the license plate recognition
of specific countries and similar frontal images. This paper proposes a complex data
BR-ALPR for the license plate recognition of some underdeveloped countries in the
Belt and Road Initiative. Part of the data set is collected by cameras on the road, and
part is collected on the Internet. The license plates of these countries that we want to
recognize are more complicated, have many styles, and are difficult to recognize. Since
the current commercial methods and academic methods do not have these national data
sets, there is little exploration of license plate recognition in these countries. This paper
proposes this BR-ALPR data set, which is of great significance to promote license plate
recognition in these countries. For the BR-ALPR data set, we propose a set of methods
for the license plate detection and recognition of this data set. We use YOLO v3 to
complete the license plate detection. For the license plates after detection, we use the
improved CRNN for license plate character recognition. We insert the spatial trans-
formation network into the CRNN to achieve the correction of inclined license plates to
achieve better character recognition. Our experimental results are compared with
existing commercial methods, and the results show the superiority of our proposed
method.

Regarding future research, we will further improve the BR-ALPR dataset, and at
the same time add more national license plate data along the Belt and Road. In addition,
we will upgrade the license plate detection module and upgrade YOLO v3 to YOLO v4
[40]. In addition, we will continue to explore the impact of the state space network
inserted into the CRNN’s different network layers on license plate character recogni-
tion, or we continue to optimize the network and use the end-to-end network License
plate detection and recognition.
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Table 3. The accuracy of our proposed method and advanced commercial method in the BR-
ALPR dataset for license plate recognition

ALPR Full sequence accuracy

Sighthound [21] 46.36%
OpenALPR [22] 43.64%
Ours 80.19%
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Abstract. Applications such as surveillance, banking and healthcare deal with
sensitive data whose confidentiality and integrity depends on accurate human
recognition. In this sense, the crucial mechanism for performing an effective
access control is authentication, which unequivocally yields user identity. In
2018, just in North America, around 445K identity thefts have been denounced.
The most adopted strategy for automatic identity recognition uses a secret for
encrypting and decrypting the authentication information. This approach works
very well until the secret is kept safe. Electrocardiograms (ECGs) can be
exploited for biometric purposes because both the physiological and geometrical
differences in each human heart correspond to uniqueness in the ECG mor-
phology. Compared with classical biometric techniques, e.g. fingerprints, ECG-
based methods can definitely be considered a more reliable and safer way for
user authentication due to ECG inherent robustness to circumvention, obfus-
cation and replay attacks. In this paper, the ECG WATCH, a non-expensive
wristwatch for recording ECGs anytime, anywhere, in just 10 s, is proposed for
user authentication. The ECG WATCH acquisitions have been used to train a
shallow neural network, which has reached a 99% classification accuracy and
100% intruder recognition rate.

Keywords: Biometrics � CCA � ECG � EKG � ECG WATCH �
Electrocardiogram � Intruder recognition � Multilayer perceptron � PCA �
Supervised learning � Wearable device

1 Introduction

In the last decades, the increasing amount of information technologies, smartphones
and wearables, has led to an exponential growth of the data shared on internet.
Information is always travelling around, e.g. over Bluetooth. In such a scenario, each
piece of information must be accessible only to its authorized users, aka access control
[1]. Applications such as surveillance, banking and healthcare deal with sensitive data
whose confidentiality and integrity depends on accurate human recognition [2]. In this
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sense, the crucial mechanism for performing an effective access control is authenti-
cation, which unequivocally yields user identity.

Biometric-based techniques take advantage of intrinsic human properties, such as
physiological and behavioural; the former are related to some characteristic of human
body like fingerprints [3] and retinas [4], while the latter one relies on the subject
behaviour, e.g. typing rhythm, gait, and voice. Since the authentication method needs
to be robust to forgery, not every biological parameter can be employed for biometrics.
In this sense, it can be used any physiological and/or behavioural feature that fulfils
requirements such as universality, distinctiveness and permanence [5].

ECG Biometrics. Because of its inherent robustness to circumvention, obfuscation
and replay attacks, a biosignals-based approach has been largely explored during the
last decades [6]. The idea is to exploit vital signals typically employed for medical
diagnoses - such as electroencephalogram (EEG) [6, 7], photoplethysmography [8] and
electrocardiogram (ECG) [9, 10] - for biometric purposes. In particular, the latter is
quite interesting because both the physiological and geometrical differences in each
human heart correspond to uniqueness in the ECG morphology [11]. In this sense,
ECG exhibits various meaningful properties - such as uniqueness, permanence, and
ease of collection [9] - that make ECG a preferable choice over both PPG and EEG;
compared with classical biometric techniques, e.g. fingerprints, ECG-based methods
can definitely be considered a more reliable and safer way for user authentication [12]
because:

• ECG is an internal signal and no traces remain after its acquisition, i.e. it is harder to
be sniffed without the user noticing.

• The inherent inter-variability of each recording implies ECG is difficult to be
fabricated.

• ECG acquisition is less prone to ambient noise than other methods, such as voice
[13, 14] or face recognition [15], where ambient noise or lighting conditions can
deeply affect the recognition process.

• The ECG signal can be acquired via various conductive materials and simple
electronics, which can also be easily embedded in fabric or wearables.

Paper Outline. The rest of the paper is organized as follows. Section 2 presents the
state of the art of ECG-based neural biometric techniques. In Sect. 3 the proposed
approach, based on wearable devices, is detailed. Section 4 illustrates the experimental
ECG dataset, whose manifold and intrinsic dimensionality is analysed in Sect. 5. The
chosen shallow neural network for user authentication is described in Sect. 6. Finally,
Sect. 7 yields the conclusions.

2 State of the Art

ECG based biometrics has proven to be robust to both emotional and mental state
variations [16]. With respect to the nature of the considered features ECG-based bio-
metric systems can be clustered into three groups: fiducial, non-fiducial and hybrid.
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The former approach is based on the extraction of specific points on the ECG
heartbeat, called fiducials, and their usage as input features, which may also involve
their amplitude, angle, or duration. The fifteen fiducial features based on the R peaks
used in [17] yield 82% and 79% heartbeat identification rates using two different ECG
sites, neck and chest, respectively. The fiducial amplitude and duration, together with
QRS and PR intervals, are exploited in [18]; the method reaches 79% and 85.3% of
accuracy w.r.t. different lead configurations.

Non-fiducial methods are based on statistical attributes of the signal, in either the
time or frequency domain, rather than specific points on the electrocardiogram curve.
Autocorrelation and linear dimension reduction using kernel principal component
analysis (kPCA) and SVM [19] is used in [20]. K-nearest neighbourhood classifier and
Hadamard transform were exploited in [21]. 1-D convolutional neural networks were
used in [22]. The discrete cosine transform and autocorrelation coefficients are
employed in [23–25].

Finally, both fiducial and non-fiducial features are combined in the latter category
[26, 27], which, in this sense, is called hybrid. For instance, [11] presents a technique
where the fiducial features are the positions and amplitudes of the P, Q, R, S and T
points, while the non-fiducial attributes are represented by the autocorrelation and
discrete cosine transform coefficients.

3 The ECG WATCH Biometric System

Data breaches can be prevented by using biometric authentication devices for limiting
the access to specific software and sites such as airport security areas or hospital
neonatal wards. The identity and access management market is quickly increasing
(today is bigger than $4bn), with biometric hardware credentials being a key growth
trend [28]; specifically, a rising amount of companies is working for using ECG
biometrics in both consumer and enterprise applications, such as smart clothing, access
control cards and wrist wearables [12].

In this contest, a perfect tool for ECG biometric authentication is the ECG-
WATCH [29, 30], shown in Fig. 1. It is wearable and unobtrusive; it records, in only
10 s, a single-lead ECG, which will be shown into a smartphone or desktop app;
acquisitions are stored in the smartphone in an open format; data can also be shared to
physicians for deeper analysis. The device is as big as an everyday watch; thus, it can
be constantly worn at wrist without any discomfort for the user; it is low cost (30 €)
and, above all, wireless (no long cables are required). In this sense, the ECG-WATCH
has been designed as a full-heart-monitoring too; indeed, the app is provided with an
automatic silent atrial fibrillation detecting algorithm [31]. The ECG WATCH uses two
dry electrodes (one on top and the other on the back) to measure the user electrical
potential difference along one of the three peripheral leads (I, II, III) of the Einthoven’s
triangle [32]: when it placed between user wrists, it acquires the lead I; when signal is
recorded among the left leg and the right arm, the device measures the lead II; finally, if
it is used between the left leg and arm, it gathers the lead III.

In [33] authors have proven device acquisition quality, which has been then
exploited for pathology recognition through a neural system [34]. In this work, instead
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of classifying heart diseases, an artificial neural network [35–42] is used for discrim-
inating among different individuals. Due to the employment of wearable devices and
mobile apps, and the need of a fast recognition algorithm, a shallow neural network
[43–45] analogous to the one proposed in [46] is preferred to deeper models such
the 1-D convolutional neural network of [47].

4 The Experimental Dataset

ECGs have been collected in the Neuronica Lab of Politecnico di Torino on six male
volunteers: five healthy subjects and one cardiopathic (Subject3). All acquisitions were
recorded between wrists at 1 kHz; heartbeats (HBs), whose length has been empirically
set to twenty time-instants, have been extracted using autocorrelation and discrete
cosine transform (DCT). For each volunteer, the number of acquired ECGs, together
with the corresponding total amount of HBs, is detailed in Table 1. The final TS has
2331 rows (the cumulative sum of HBs) and 20 columns (the chosen heartbeat size).

Figure 2 does not exhibit a common pattern for all the subjects; R-peaks, i.e. the
HBs, are somehow distinguishable but the plot is quite noisy. Figure 3 provides a
deeper level of analysis; here, HBs are plotted into a separate subfigure for each
subject:

• Subject2 and Subject5 subfigures are very well concentrated around their mean, i.e.
the heartbeats are clearly distinguishable.

• Subject6 is thicker around the mean but the overall shape is still appreciable.

Fig. 1. The ECG WATCH

Table 1. Dataset taxonomy

Age Sex No. of ECGs No. of heartbeats

Subject1 26 M 47 429
Subject2 27 M 22 185
Subject3* 60 M 63 748
Subject4 24 M 56 531
Subject5 27 M 20 190
Subject6 23 M 31 248

*Cardiopathic
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• Subject1 and Subject4 are quite noisy.
• Subject3 heartbeats are completely unrecognizable; it can be argued that the mor-

phology loss is due to the cardiovascular disease.

5 Manifold Analysis

The database has been studied to determine its intrinsic dimensionality (ID). A pre-
liminary linear analysis has been conducted using the Principal Component Analysis
(PCA) [48]. Figure 4 shows the corresponding Pareto chart [49] computed on the
whole dataset, where each column represents the amount of variance explained by the
corresponding principal component (of course, the plot has a decreasing trend).

Fig. 2. Heartbeat visualization: whole dataset.

(a) Subject1 (b) Subject2 (c) Subject3

 (d) Subject4        (e) Subject5        (f) Subject6 

Fig. 3. Heartbeat visualization: single subject.
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Assuming 90% is a significative threshold for the explained variance while ignoring
noise, the intrinsic dimensionality can be estimated to 12.

Because of the differences depicted in Fig. 3, each subject samples have been
analysed separately; Table 2 summarizes the results: despite the intrinsic dimension-
ality of the whole dataset is equal to 12, it varies a lot w.r.t. each volunteers, from a
minimum of 8 up to 15. Interestingly, Subject3, whose plot is the less HB shaped, has
also the higher intrinsic dimensionality w.r.t. the PCA linear analysis.

6 MLP-Based Authentication

Although the previous analyses have demonstrated the input dataset is easy to be
clustered in terms of healthy and sick subjects, it must be further deepened if it is
possible also to recognize each volunteer. The wearable philosophy requires a simple
algorithm with regard to both the computational complexity and the time needed for
providing a result, i.e. the authorization token; at the same time, the most important
constraint to be considered is the accuracy. At this purpose, a simple shallow neural
network has been trained. The input layer is mapped one-to-one to the input features;
thus, it is made of twenty units. The hidden layer is made of fifty neurons, and the
output units are equipped with soft-max activation functions [49]. Due to the cross-
entropy error function, the network yields the membership probabilities for each
subject of the TS. To balance the overrepresentation (see Table 1) of Subject3 (*750

Fig. 4. Pareto chart: whole dataset.

Table 2. Intrinsic dimensionality

Whole DB Subject1 Subject2 Subject3 Subject4 Subject5 Subject6

PCA* 12 (90.27) 14 (91.04) 8 (90.12) 15 (92.23) 11 (90.45) 14 (91.44) 13 (91.92)

*in brackets the percentage of explained variance.
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samples), the two youngest attendees (Subject4 and Subject6), were merged into as a
single fifth class (*780 HBs), say other, which is also used for representing external
people w.r.t. the authentication system. The shallow network has been trained by
means of the Scaled Conjugated Gradient algorithm [49]. To preserve the input label
distribution, in all the simulations, the input dataset was split into balanced training,
validation and test subsets w.r.t. the five classes (Subject1, Subject2, Subject3, Sub-
ject5, other). Seventy percent of the TS was used for training, while the rest was
divided in equal parts for test and validation sets, respectively.

The training and testing confusion matrices are shown in Fig. 5; in both cases, the
overall accuracy exceeds 99%. More in detail, classes 2 and 4 precision and class 3
recall reach 100% for both training and testing, while class 3 precision and class 5
recall are higher in testing than in training.

Class 3 (the cardiopathic attendee) has confirmed to be the simplest to be recog-
nized; however, both the overall and the single class performances are definitely
impressive. In this sense, the proposed technique is suitable for the application at hand.

6.1 Unknown Subject

As a final test, the method robustness has been measured using a novel, additional
subject never fed to the network, neither in training nor in test. The scope was simu-
lating a real case scenario, where an intruder tries to deceive the system by means of a
fake identity; here, it is modelled using the fifth class, which represent the non-
authorized users, i.e. the rejected tokens.

The intruder is a ten-years old child, who kindly provided 128 heartbeats. Figure 6
yields the recall phase confusion matrix: the intruder is never misclassified, which
proves the biometric model is robust and can be exploited for real authorization tasks.

Fig. 5. Shallow neural network confusion matrices: training (left) and testing (right).

Shallow Neural Network for Biometrics from the ECG-WATCH 265



7 Final Considerations

ECG-based authentication provides greater security and safety in a world of risk; if
used together with other biometrics, it can yield the most powerful digital security
strategy; indeed, such an approach may totally modify the security model, from
external-based biometric to internal physiological data, which are almost impossible to
forge. In this paper, a shallow neural network has demonstrated to be able to recognize
subjects and, above all, to detect intrusion attempts. Its robustness has also been proven
w.r.t. heart pathologies.

Finally, studying vital parameters signals could lead to extrapolate deeper human
insights, which could have even more significative applications than authentication. For
instance, ongoing researches have explored the usage of wearable devices to assess
changes in the human nervous system w.r.t. external inputs [50]: pre-defined emotional
states have been related to physiological data acquired with a wristband. In this sense, it
can be thought as an advancement towards the understanding of the physiology
underlying emotions.
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Abstract. Level set methods are fruitful in computer vision, image coding,
image processing, geographic information systems, and many other fields. The
connected components of the level sets of an image, ordered by inclusion, are
organized into a component tree. We present an algorithm to compute the
component tree from image level lines. The running time is O(m), where m is the
number of image level lines. Experiments show that the new algorithm runs
nearly 2 times faster than the existing method.
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1 Introduction

The component tree representation provides a unifying formalism for many applica-
tions, such as feature extraction [1, 2], image filtering [3, 4], segmentation [5, 6],
classification [7], data visualization [8], and stream analysis [9]. The upper
(resp. lower) level sets of an image are the pixel sets of level greater (resp. less) than or
equal to a given level. The connected components of these level sets, ordered by
inclusion, are organized into a component tree, where the component tree of upper
(resp. lower) level sets are called a max-tree (resp. min-tree). Max and min-trees are
contrast invariant representations of images. This representation is proven to be
equivalent to some other popular morphological hierarchies: watersheds, quasi flat
zones, and binary partition trees [10, 11]. A more general framework can be found in
[12], which encompasses watersheds, graph cuts, random walker, and shortest path
segmentation.

Traditional component computation can be classified into three classes: immersion
algorithms, flooding algorithms, and merge-based algorithms [13]. Recent trends
include parallel computation [14, 15] and extension to multivariate images, i.e., color
or multispectral images [16]. Component algorithms generate components, not their
boundaries. Monasse et al. argued that for human vision system the boundaries of the
components are perceptually more important than the components themselves [17].
Their algorithm, FLLT (Fast Level Line Transform), computes a tree of level lines,
where a shape is a level set component with holes filled, and the boundary of a shape is
called a level line. FLLT takes a region growing approach to build the min and max-
trees. The two trees are then fused to build a level line tree. An improved version, FLST
(Fast Level Set Transform) [18], decomposes an image into a shape tree and computes
the shape boundaries. The shape tree computation has been extended for the general
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case of multidimensional images [19, 20]. Level lines of 2D images can also be
computed by a top-down approach [21, 22], which takes the image boundary as the
root level line and then processes the private region of each level line to extract its child
level lines.

The relationship between the level line tree and the component tree was investi-
gated, based on which an algorithm was proposed to build the component tree from the
level lines [23]. The representation of the components by level lines can be used for
computing contour-based shape attributes, examining and analyzing object inner
structures, and investigating chiaroscuro patterns. In this paper we introduce a new
components-from-level-lines algorithm, which visits the level line tree bottom-up, and
matches the inner and outer boundaries of components to build the component tree.
The algorithm takes O(m) time, where m is the number of level lines. The time is
optimal. Experiments show that the new algorithm runs nearly 2 times faster than the
existing method in [23].

The rest of the paper is organized as follows. The algorithm is presented in Sect. 2.
Section 3 is an experimental report. Section 4 concludes.

2 Proposed Method

2.1 Algorithm Overview

Given the image f on the domain X, we call upper level set Xk of value k and lower
level set Xl of value l the subsets of X: Xk = {x 2 X|f(x) � k}, Xl = {x 2 X|f(x)
� l}. The connected components of the upper/lower level sets are organized into an
inclusion tree, called the max/min-tree. In this paper we elaborate on how the max-tree
T is computed from the tree s of the level lines (the boundaries of the upper level sets).
The min-tree can be computed by flipping the image.

The algorithm computes the max-tree T from the level line tree s. Each component
C 2 T consists of an outer boundary (a positive level line in s) and zero or more inner
boundaries (negative level lines in s). The computation is to match each positive line
with the right negative lines at right levels. The basic idea is quite simple. We process
the lines bottom-up, and maintain a tree-structured stack of unmatched negative lines
during the process. At each negative line a, a is “pushed” to the stack and becomes the
root. At each positive line b, the roots of the stack, if not empty, are “popped” to match
b and build the components out-bounded by b. A brief trace of the algorithm is as
follows, using the example in Fig. 1.

(1) We process the level lines (Fig. 1b) in inverse depth first ordering: d, c, b, a, r,
and η, where only the first 3 level lines are negative.

(2) At d, stack(d) = {d}
(3) At c, stack(c) = {c}.
(4) At b, stack(b) = {b} [ stack(c) = {b, c}, ordered by inclusion. b becomes the

root.
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(5) At a, stack(a) = stack(b) [ stack(d) = {b, c, d}, ordered by inclusion. See Fig. 1
(f).
a) a matches with b and d at levels in [k2 + 1, k1], making C1. See Fig. 1(d, e). b

is popped from stack(a). Now stack(a) = {c, d}.
b) a matches with c and d at levels in [k3 + 1, k2], making C2. d is popped from

stack(a). Now stack(a) = {c}.
c) a matches with c at levels in [k4 + 1, k3], making C3. Now stack(a) = {c}.
d) After the 3 components C1, C2, and C3 are built, stack(a) = {c}. See Fig. 1(g).

(6) At r, stack(r) = stack(a) = {c}.
a) r matches with c at levels in [k5 + 1, k4], making C4. c is popped from stack

(r). Now stack(r) = {}.
(7) At η, stack(η) = stack(r) = {}.

a) η does not match any negative line. So η solely makes C5 with no holes. Now
stack(η) = {}.

2.2 The Algorithm

The whole algorithm consists of 4 procedures, Algorithm 1–Algorithm 4, where
Algorithm 4 is the main procedure. Algorithm 1 processes a negative line a: build stack
(a) by merging {a} and the stacks at a’s child lines. Algorithm 2 processes a positive
line a, building the component sequence Q of a, where Q consists of the components
with a as their outer boundary. The last component in the sequence of each positive line
a is recorded by a function Ф(a). Algorithm 3 computes the child components of the
components in a sequence Q. Algorithm 4 computes the component tree T from the
level line tree s. The procedure visits s bottom-up and process all the lines to build T.

In the procedures, each level line is a node of s with the following attributes:

• pregion, the private region, i.e., the region inside the level line and outside its child
level lines. In the private region, the image assumes a constant pixel value, which is
called the private value.

• pvalue, the private value,
• parent, the parent level line,
• children, the set of the child level lines.

Each component, as a node of T, has the following attributes:

• outb, the out boundary,
• inB, the list of inner boundaries,
• pvalue, the private value, i.e., the pixel value in the region which is the subtraction

of the component by its child components.
• children, the set of the child components.

Component Tree Computation of 2D Images 275



(d)

(e)

(f) (g)

(a) (b) (c)

Fig. 1. (a) An image. (b) The level line tree s. (c) The component tree T. (d) The components.
(e) The intensity (of darkness) function along the blue dashed 1D slice in (a). In this figure we use
red dash lines (whose levels are ki’s, respectively) to separate the levels of the components.
(f) stack(a) at the beginning of step (5). (g) stack(a) at the end of step (5).
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A time analysis for the algorithm is straightforward. Let m be the number of level
lines. Algorithm 1 requires O(|a.children|) time. Processing all negative lines takes O
(
P

a2s a:childrenj j) = O(m) time. Algorithm 2 takes O(|a.children| +
P

C2Q að Þ Bd Cð Þj j)
time, where Bd(C) is the boundary set of C. Processing all positive lines takes O
(
P

a2s a:childrenj j + P
a2s

P
C2Q að Þ Bd Cð Þj j) = O(m). In Algorithm 3, For each C in

Q, we search the children (Lines 2–5, 9–10) in O(
P

C2Q að Þ C:childrenj j) time. The
subtotal time on all components is O(

P
a2s

P
C2Q að Þ C:childrenj j) = O(

P
C2T

C:childrenj j) = O(|T|). For each C in Q, we access the inner boundaries of the children
(Lines 7–8) in O(

P
C2Q að Þ

P
D2C:children Bd Dð Þj j) time. The subtotal time is O

(
P
a2s

P
C2Q að Þ

P
D2C:children

Bd Dð Þj j) = O(
P

C2T
P

D2C:children Bd Dð Þj j) = O

(
P

C2T Bd Cð Þj j) = O (m). The total time of the algorithm is O (m).

3 Experiments

We implemented our algorithm in C++ and ran experiments on a Dell Precision T1600
workstation with 3.10 GHz E31225 CPU and 3.25 GB RAM. The test images, listed in
Table 1, are natural images of different sizes and scenes. For each image, we ran the
algorithm in [22] to build the level line trees and ran the algorithm in [23] and the
proposed algorithm, respectively, to build the component trees. Experiment statistics
are listed in Table 2. In the experiments, when measuring the computation time of an
algorithm on an image, we ran the algorithm on the image 20 times and took the
average execution time. We compared the computation times by the algorithm [23] and
the proposed algorithm in Table 3. The proposed method is nearly 2 times faster in
average (See the time ratio column in the table).
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Table 1. The test images.

Table 2. Statistics of the test images. For each image, we list the image size n (in pixels), the
number m of the level lines, the number M of components in the max-tree.

Image n m M

1 531 � 411 36882 16935
2 560 � 420 19765 9895
3 1414 � 971 191371 95284
4 1320 � 870 153667 79288
5 1600 � 1200 274944 138154
6 1600 � 1200 125552 60591
7 2592 � 1944 993808 505662
8 1912 � 2700 3133980 1569496
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4 Conclusion

We introduced a novel algorithm to compute level set components from level lines. The
algorithm visits the level line tree bottom-up, and matches the positive level lines with
the negative level lines at the proper levels to build the component tree. The running
time of the algorithm is linear to the number of input level lines. Experiments show that
the new algorithm runs nearly 2 times faster than the existing method. The algorithm
represents the components by level lines. The new representation can be used for
computing contour-based shape attributes, examining and analyzing object inner
structures, and investigating chiaroscuro patterns.

Acknowledgment. This research was supported by Natural Science Foundation of China
[61070112], Tianjin Science and Technology Innovation Platform Plan [16PTGCCX00150], and
Tianjin Artificial Intelligence Science and Technology Major Project [17ZXRGGX00070].

References

1. Silva Dennis, J., Alves Wonder, A.L., Fumio, H.R.: Incremental bit-quads count in
component trees: theory, algorithms, and optimization. Pattern Recogn. Lett. 129, 33–40
(2020)

2. Serna, A., Marcotegui, B., et al.: Segmentation of elongated objects using attribute profiles
and area stability: application to melanocyte segmentation in engineered skin. Pattern
Recogn. Lett. 47, 172–182 (2014)

3. Naegel, B., Passat, N.: Towards connected filtering based on component-graphs. In:
Hendriks, Cris L.Luengo, Borgefors, G., Strand, R. (eds.) ISMM 2013. LNCS, vol. 7883,
pp. 353–364. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-38294-9_30

4. Kurtz, C., Naegel, B., Passat, N.: Connected filtering based on multivalued component-trees.
IEEE Trans. Image Process. 23(12), 5152–5164 (2014)

5. Gloger, O., Tönnies, K.: Subject-Specific prior shape knowledge in feature-oriented
probability maps for fully automatized liver segmentation in MR volume data. Pattern
Recogn. 84, 288–300 (2018)

Table 3. Computation time in milliseconds by the proposed algorithm (Tnew) and the algorithm
in [23] (Told), as well as the time ratio Told/Tnew.

Image Tnew Told Told/Tnew

1 5 11 2.20
2 2 3 1.50
3 28 50 1.79
4 23 39 1.70
5 43 80 1.86
6 16 24 1.50
7 176 347 1.97
8 900 2829 3.14
average 1.96

280 R. Tao and Y. Song

https://doi.org/10.1007/978-3-642-38294-9_30


6. Xu, Y., Carlinet, E., Géraud, T., et al.: Hierarchical segmentation using tree-based shape
spaces. IEEE Trans. Pattern Anal. Mach. Intell. 39(3), 457–469 (2017)

7. Pham, M.T., Aptoula, E., Lefevre, S.: Classification of remote sensing images using attribute
profiles and feature profiles from different trees: a comparative study. In: IEEE International
Geoscience & Remote Sensing Symposium. IEEE (2018)

8. Drapeau, J., Thierry, G., Mickaël, C., et al.: Extraction of ancient maps content by using
trees of connected components. In: International Conference on Document Analysis &
Recognition. IEEE (2018)

9. Çağlayan, T., Behzad, M., et al.: Component trees for image sequences and streams. Pattern
Recogn. Lett 129 (2019) https://doi.org/10.1016/j.patrec.2019.11.038

10. Maia, D.S., Cousty, J., Najman, L., et al.: On the probabilities of hierarchical watersheds. In:
Mathematical Morphology and its Applications to Signal and Image Processing (2019)

11. Najman, L., Cousty, J., Perret, B.: Playing with Kruskal: algorithms for morphological trees
in edge-weighted graphs. In: Hendriks, C.L.L., Borgefors, G., Strand, R. (eds.) ISMM 2013.
LNCS, vol. 7883, pp. 135–146. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-
642-38294-9_12

12. Couprie, C., Grady, L., Najman, L., Talbot, H.: Power watershed: a unifying graph-based
optimization framework. IEEE Trans. Pattern Anal. Mach. Intell. 33(7), 1384–1399 (2011)

13. Carlinet, E., Géraud, T.: A comparison of many max-tree computation algorithms. In:
Hendriks, C.L.L., Borgefors, G., Strand, R. (eds.) ISMM 2013. LNCS, vol. 7883, pp. 73–85.
Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-38294-9_7

14. Gotz, M., Cavallaro, G., Geraud, T., et al.: Parallel computation of component trees on
distributed memory machines. IEEE Trans. Parallel Distrib. Syst. 29(11), 2582–2598 (2018)

15. Gueunet, C., Fortin, P., Tierny, J., et al.: Task-based augmented contour trees with fibonacci
heaps. IEEE Trans. Parallel Distrib. Syst. 30(8), 1889–1905 (2019)

16. Carlinet, E., Geraud, T.: MToS: a tree of shapes for multivariate images. IEEE Trans. Image
Process. 24(12), 5330–5342 (2015)

17. Monasse, P., Guichard, F.: Fast computation of a contrast-invariant image representation.
IEEE Trans. Image Process. 9(5), 860–872 (2000)

18. Monasse, P.: Morphological representation of digital images and application of registration.
PhD dissertation, University of Paris-Dauphine (2000)

19. Caselles, V., et al.: Constructing the tree of shapes of an image by fusion of the trees of
connected components of upper and lower level sets. Positivity 12(1), 55–73 (2008)

20. Géraud, T., Carlinet, E., Crozet, S., Najman, L.: A Quasi-linear algorithm to compute the
tree of shapes of nD images. In: Hendriks, C.L.L., Borgefors, G., Strand, R. (eds.) ISMM
2013. LNCS, vol. 7883, pp. 98–110. Springer, Heidelberg (2013). https://doi.org/10.1007/
978-3-642-38294-9_9

21. Song, Y.: A topdown algorithm for computation of level line trees. IEEE Trans. Image
Process. 16(8), 2107–2116 (2007)

22. Song, Y.: Computation of level lines of 4-/8-connectedness. J. Vis. Commun. Image
Represent. 25(2), 435–444 (2014)

23. Song, Y., et al.: Computation of level set components from level lines. IEEE Trans. Image
Process. 20(10), 2722–2729 (2011)

Component Tree Computation of 2D Images 281

https://doi.org/10.1016/j.patrec.2019.11.038
https://doi.org/10.1007/978-3-642-38294-9_12
https://doi.org/10.1007/978-3-642-38294-9_12
https://doi.org/10.1007/978-3-642-38294-9_7
https://doi.org/10.1007/978-3-642-38294-9_9
https://doi.org/10.1007/978-3-642-38294-9_9


An Efficient Method for Computation
of Entropy and Joint Entropy of Images

Debapriya Sengupta1,2(&), Phalguni Gupta3, and Arindam Biswas1

1 Indian Institute of Engineering Science and Technology (IIEST),
Shibpur, Howrah, India

debapriya_20oct@yahoo.co.in
2 National Institute of Technical Teachers’ Training and Research (NITTTR),

Kolkata, India
3 GLA University, Mathura, India

Abstract. This paper proposes an efficient method to compute entropy and
joint entropy of images. Entropy of images is used to determine its quality. It is
defined as the randomness or uncertainty present in the image. Similarly, joint
entropy is a measure of the uncertainty present in the overlapped region of two
images. Entropy and joint entropy computations are vital in several image
processing applications. Intensity based image registration is done by max-
imizing the mutual information between two images. Mutual information is
nothing but the difference between sum of individual entropies and joint entropy
of two images. Image registration has applications, especially in the medical
field, e.g. diagnosis and treatment of diseases. The entropy and joint entropy
computation methods proposed in this paper are computationally less expensive
than the standard methods. Entropy computation takes 78.60% less time than the
standard method while computational time of joint entropy is reduced by
83.59%. This increase in efficiency comes at the cost of an error of 1.52% in
entropy and 4.54% in joint entropy.

Keywords: Entropy � Joint entropy � Image registration

1 Introduction

Entropy is a measure of information available in the image. Similarly, joint entropy is
the amount of information contained within the overlapped portion of two images.
Entropy and joint entropy computations are vital in image processing applications. One
of the most common applications, where entropy and joint entropy are indispensable, is
image registration. Registration is a process which makes the pixels in two images
precisely coincide to the same points in the scene. Once registered, the images can be
combined or fused in a way that improves information extraction.

Several algorithms are available to register two images. A few common ones are
corresponding landmark based registration algorithms [1, 2, 5, 19] and surface based
registration algorithms [3, 4, 9, 11, 13, 14]. But the recent and more accurate algo-
rithms are based on pixel intensities [7, 8, 12, 21, 22]. Development and use of entropy
and joint entropy have brought in a breakthrough in the field of image registration using
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pixel intensities. Minimizing joint entropy was proposed in [15]. This was further
improved and mutual information was used as a measure of registration [6, 20]. Mutual
information is the difference between the sum of the entropies of the individual images
at overlap and their joint entropy. Various modifications of the mutual information
measure, like normalization, have proved to be robust, and have resulted in fully
automatic 3D-3D image registration algorithms [16–18].

Medical images are big in size. Registering two medical images requires to max-
imize the mutual information of the two images. Automatic maximization of mutual
information, therefore, is a time consuming process. It consists of computing entropies
of two overlapped images and their joint entropy, at overlap. Computation time for
mutual information can be reduced by a significant amount, if entropy and joint entropy
can be computed efficiently. In this paper, we have attempted to develop an efficient
computation method for entropy and joint entropy of images.

The rest of the paper is organized as follows. Section 2 gives definitions and
mathematical expressions for entropy and joint entropy. Section 3 derives the proposed
modified formulae. Section 4 calculates the gain in computation time. Section 5 dis-
cusses about the error or difference in entropy and joint entropy values computed by the
standard and proposed methods. Finally, Sect. 6 concludes the paper.

2 Entropy and Joint Entropy

The term entropy is derived from information theory and it gives a measure of the
information contained in an image. It can also be defined as a measure of randomness
or uncertainty within the image. More randomness implies more information which in
turn implies higher entropy. Joint entropy is the entropy of the combination of two
images which are overlapped on each other. Joint entropy changes with the position of
overlap.

2.1 Entropy

Given events e1, e2 ��� em occurring with probabilities p1, p2 ��� pm, the Shanon Entropy,
is defined as,

H ¼
X

i

pi log
1
pi

� �
¼ �

X

i

pi log pið Þ ð1Þ

The term log 1
pi

� �
signifies that the amount of information gained from an event

with probability pi is inversely related to the probability of occurrence of the event. The
rarer the event, the more meaning is assigned to occurrence of the event. The infor-
mation per event is weighted by the probability of occurrence. The resulting entropy
term is the average amount of information to be gained from a certain set of events.

In case of images, a probability distribution of intensities can be estimated by
counting the number of times each intensity occurs in the image and dividing that
number by the total number of occurrences. An image consisting of almost a single

An Efficient Method for Computation of Entropy 283



intensity will have a low entropy value; it contains very little information. A high
entropy value will be yielded by an image with more or less equal quantities of many
different intensities, which is an image containing a lot of information. In this manner,
the Shanon entropy is also a measure of dispersion of a probability distribution.

2.2 Joint Entropy

A joint histogram of two images, is a two-dimensional (2D) plot, showing the com-
bination of intensities, in each of the two images, for all corresponding points [10].
Joint histogram changes as the alignment of the images change. A joint histogram of
two images can be used to estimate a joint probability distribution of their intensities by
dividing each entry in the histogram by the total number of entries. The Shanon entropy
for a joint distribution i.e. joint entropy is defined as

H A;Bð Þ ¼ �
X

i;j

p i;jð Þ log p i;jð Þ
� � ð2Þ

When images are registered, corresponding structures overlap and joint histogram
shows certain clusters for the intensities of those structures. As the images become
misaligned, structures also start overlapping with structures that are not their coun-
terparts in the other image.

3 Proposed Method

In this paper, we have made an attempt to improve the efficiency of computation of
entropy and joint entropy. As it is evident from Eq. 1, the standard method for entropy
computation takes each intensity i at a time, computes pi log pið Þ, then sums up for all i.
In the proposed method, instead of considering each intensity i at a time, we consider
intensities i and iþ 1 together. Taking two consecutive intensities together, the mod-
ified equation becomes

H1 ¼ �
X

i¼2r

pi þ piþ 1ð Þ log pi þ piþ 1ð Þ ð3Þ

where r varies from 0 to L�1ð Þ
2 , L is the range of intensities. We compute the error

introduced in H1.
Histogram of an image can be assumed to follow Gaussian distribution as fre-

quency of occurrence vary smoothly with intensity. If pi ¼ a, piþ 1 can be expressed as
aþ c, where c is a small real number, as it is unlikely that there should be a drastic
change in probabilities, between two consecutive intensities. Hence, the first two terms
in Eq. 3 can be written as

T1 ¼ a log aþ aþ cð Þþ aþ cð Þ log aþ aþ cð Þ ð4Þ
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which evaluates to

T1 ¼ a log aþ aþ cð Þ log aþ cð Þþ 2aþ cð Þ log 2ð Þ

þ a log 1þ c
2a

� �
þ aþ cð Þ log 1� c

2 aþ cð Þ
� 	 ð5Þ

It can be seen that the first two terms of Eq. 5 are same as those of Eq. 1, which is
the standard equation of entropy. Thus,

2aþ cð Þ log 2þ a log 1þ c
2a

� �
þ aþ cð Þ log 1� c

2 aþ cð Þ
� 	

ð6Þ

denotes error. Since c is small,

c
2a

\1 ð7Þ

c
2 aþ cð Þ\1 ð8Þ

Using Taylor series,

a log 1þ c
2a

� �
¼ a

c
2a

�
c
2a

� �2

2
þ � � �

( )
ð9Þ

Since c
2a\1, higher order terms of the series get smaller and smaller, and can be

neglected. Hence, Eq. 9 reduces to c
2.

Similarly, using Taylor series, we also get

aþ cð Þ log 1� c
2 aþ cð Þ

� �
¼ aþ cð Þ �c

2 aþ cð Þ �
�c

2 aþ cð Þ
� �2

2
þ � � �

8
><

>:

9
>=

>;
ð10Þ

by neglecting square term onwards, Eq. 10 reduces to �c
2 .

Using Eq. 9 and Eq. 10, Eq. 6 can be written as

2aþ cð Þ log 2 ð11Þ

Using the correction of Eq. 11, the modified equation of entropy becomes

H0 ¼ �
X

i¼2r

pi þ piþ 1ð Þ log pi þ piþ 1

2

� �
ð12Þ
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Going by similar intuition as for entropy, computation of joint entropy can also be
modified. Instead of considering each intensity pair i; jð Þ of image pair A;Bð Þ, we
consider intensity pairs i; jð Þ, iþ 1ð Þ; jð Þ, i; jþ 1ð Þð Þ and iþ 1ð Þ; jþ 1ð Þð Þ together.
Taking these four pairs together, the modified form of Eq. 2 becomes,

H1 A;Bð Þ ¼ �
X

i¼2r1;j¼2r2

P logP ð13Þ

where P ¼ p i;jð Þ þ p i; jþ 1ð Þð Þ þ p iþ 1ð Þ;jð Þ þ p iþ 1ð Þ; jþ 1ð Þð Þ and r1 and r2 vary from 0 to
L1�1ð Þ
2 and 0 to L2�1ð Þ

2 respectively. L1 and L2 are intensity ranges of images A and B
respectively. For a pair of values i and j, sum of four terms of Eq. 13 can be written as,

p i;jð Þ log Pþ p i; jþ 1ð Þð Þ log Pþ p iþ 1ð Þ;jð Þ log Pþ p iþ 1ð Þ; jþ 1ð Þð Þ log P ð14Þ

Like in case of entropy, joint probability of images A;Bð Þ at any given orientation can
be assumed to follow Gaussian distribution, i.e. drastic change in joint probability
values between consecutive pair of intensities is unlikely. Hence, if p i;jð Þ ¼ k, p i; jþ 1ð Þð Þ,
p iþ 1ð Þ;jð Þ and p iþ 1ð Þ; jþ 1ð Þð Þ can be represented as kþ b1, kþ c1 and kþ d1 respectively,
where b1, c1 and d1 are small real numbers. Substituting for p i;jð Þ, p i; jþ 1ð Þð Þ, p iþ 1ð Þ;jð Þ and
p iþ 1ð Þ; jþ 1ð Þð Þ, Eq. 14 can be written as,

k log Pþ kþ b1ð Þ log Pþ kþ c1ð Þ log Pþ kþ d1ð Þ log P ð15Þ

Equation 15 evaluates to

k log kð Þþ kþ b1ð Þ log kþ b1ð Þþ kþ c1ð Þ log kþ c1ð Þ
þ kþ d1ð Þ log kþ d1ð Þ
þ log 4 4kþ b1 þ c1 þ d1ð Þ

þ k log 1þ b1 þ c1 þ d1
4k

� 	

þ kþ b1ð Þ log 1þ c1 þ d1 � 3b1
4 kþ b1ð Þ

� 	

þ kþ c1ð Þ log 1þ b1 þ d1 � 3c1
4 kþ c1ð Þ

� 	

þ kþ d1ð Þ log 1þ b1 þ c1 � 3d1
4 kþ d1ð Þ

� 	

ð16Þ

First four terms of Eq. 16 are four consecutive terms of the standard joint entropy
equation (Eq. 2). Thus,

286 D. Sengupta et al.



log 4 4kþ b1 þ c1 þ d1ð Þþ k log 1þ b1 þ c1 þ d1
4k

� 	

þ kþ b1ð Þ log 1þ c1 þ d1 � 3b1
4 kþ b1ð Þ

� 	

þ kþ c1ð Þ log 1þ b1 þ d1 � 3c1
4 kþ c1ð Þ

� 	

þ kþ d1ð Þ log 1þ b1 þ c1 � 3d1
4 kþ d1ð Þ

� 	

ð17Þ

denotes error. Since b1, c1 and d1 are small real numbers,

b1 þ c1 þ d1
4k

\1 ð18Þ

c1 þ d1 � 3b1
4 kþ b1ð Þ \1 ð19Þ

b1 þ d1 � 3c1
4 kþ c1ð Þ \1 ð20Þ

b1 þ c1 � 3d1
4 kþ d1ð Þ \1 ð21Þ

Using Taylor series, neglecting second term onwards and summing up Eqs. 18, 19, 20
and 21, Eq. 17 reduces to

log 4 4kþ b1 þ c1 þ d1ð Þ ð22Þ

Using this correction, the modified equation of joint entropy can be found out to be

H1 A;Bð Þ ¼ �
X

i¼2r1;j¼2r2

P log
P
4

ð23Þ

4 Gain in Computation Time

The proposed formula of entropy considers two intensities at a time, as opposed to the
standard formula, which considers one intensity. This results in reduction in compu-
tation. Similarly, the proposed formula of joint entropy considers four intensity com-
binations at a time, whereas the standard formula considers only one combination. This
also results in decrease in computation by the proposed method.
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4.1 Gain in Computation Time of Entropy

Two consecutive terms in entropy computation by the standard method are,

estd ¼ pi log pið Þþ p iþ 1ð Þ log p iþ 1ð Þ
� � ð24Þ

There are two logarithms, two multiplications and one addition in this computation. In
the proposed method, pi and p iþ 1ð Þ are computed together.

eprp ¼ pi þ p iþ 1ð Þ
� �

log
pi þ p iþ 1ð Þ

2

� �
ð25Þ

This computation requires one logarithm, one multiplication, one addition and one
division operations. So, compared to the standard method, the proposed method
requires one logarithm and one multiplication less, but one extra division is required.
We have noted the time required to do one logarithm and one multiplication operations
and have compared that with the time required to do one division operation. The
percentage reduction in computation time in the later, as compared to the former is
calculated. This gives a measure of the gain in computation time. The time comparison
has been done on a 64 bit Windows 10 Pro computer with 4 GB RAM and Intel(R)
Core(TM) i7-4790, 3.60 GHz processor. The average gain in time is found to be
78.60%.

4.2 Gain in Computation Time of Joint Entropy

Joint entropy of intensities i and j by the standard method is,

p i;jð Þ log pi;j
� �þ p iþ 1ð Þ;jð Þ log p iþ 1ð Þ:jð Þ

� �þ p i; jþ 1ð Þð Þ log p i; jþ 1ð Þð Þ
� �

þ p iþ 1ð Þ; jþ 1ð Þð Þ log p iþ 1ð Þ; jþ 1ð Þð Þ
� � ð26Þ

This computation requires four logarithms, four multiplications and three additions. In
the proposed method, joint entropy of intensities i and j can be computed as

p i;jð Þ þ p iþ 1ð Þ;jð Þ þ p i; jþ 1ð Þð Þ þ p iþ 1ð Þ; jþ 1ð Þð Þ
� �

log
p i;jð Þ þ p iþ 1ð Þ;jð Þ þ p i; jþ 1ð Þð Þ þ p iþ 1ð Þ; jþ 1ð Þð Þ

4

� � ð27Þ

This computation requires three additions, one multiplication, one logarithm and one
division. So, the proposed method needs three logarithms, and three multiplications
less than the standard method, but one extra division is required. Like in the case of
entropy, we have compared the time required to compute three logarithms and three
multiplications with the time required to compute one division. Gain in computation
time is given by the reduction in the time required by the later, as compared to the
former. This computation, like in the case of entropy, has been done on a 64 bit
Windows 10 Pro computer with 4 GB RAM and Intel(R) Core(TM) i7-4790,
3.60 GHz processor. The average time gain is found to be 83.59%.
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5 Error Introduced by the Proposed Method

The proposed method assumes that histogram and joint histogram of images follow
Gaussian distribution. This assumption is justified as abrupt change in frequencies
between consecutive intensities is unlikely in images. However, in order to estimate the
accuracy of our method, we compute the percentage error incurred. For this, we use a
data-set of 9979 images collected randomly from six public image databases. We find
out the average percentage difference in entropy values computed by the standard
method and the proposed method. This difference comes out to be 1.52%. Similarly, we
compute joint entropy of each image with itself rotated by 20°, on this data-set. Results
show that there is an average of 4.54% difference between the values obtained by the
standard and the proposed methods.

6 Conclusion

In this paper, we propose efficient methods for computation of entropy and joint
entropy of images. The developed methods take 78.60% (entropy) and 83.59% (joint
entropy) less time than the standard methods. This time efficiency can be of huge
benefit in case of large size images, like medical images. Intensity based medical image
registration requires to calculate entropies and joint entropy of two images. Mutual
information, which is the difference between the sum of individual entropies and joint
entropy, needs to be maximized. The proposed methods can improve time efficiency of
medical image registration to a large extent. This time efficiency in entropy and joint
entropy computations come at the cost of an error of 1.52% and 4.54% respectively.
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Abstract. The classification of leaves has gained popularity through the years,
and a great variety of algorithms has been created to target these tasks, among
those is the Deep Learning approach, which simplicity of learning from raw
imputed data makes this task easy to target. However, not all methods are into
the complex leaves classification task. In this work we propose a different
approach in the way the leaf’s pictures are used to train the models, this is done
by using the front and back face of a leaf as one element of the dataset. These
pairs will be inputted into two shared convolutional layers, making the models
to learn from a complete leaf. The results obtained in this work overpassed the
accuracy obtained in related works. For this, we created a new complex leaves
dataset, that consists of 6 different kinds of peach varieties, the dataset is
available in this link (https://drive.google.com/drive/folders/1rWCr9DrknoK0H
KFhNRavCVgZ5UKjU3hi).

Keywords: Complex leaves identification � Convolutional Neural Networks �
Computer vision

1 Introduction

Plants identification has always played an important role in different disciplines, such
as medicine in the development of new drugs [1, 2, 15], botany [3], agriculture [4, 9,
32]. This last one is important for food production. It is known that by 2050, global
food production will increase by 60%. Thus, knowing which variety of plant is better
under certain conditions, will be a clue point to improve and increase the agricultural
production [5].

Since the necessity of identifying plants has increased for different reasons exposed
above, the techniques for classifying them have also improved. Botanists use different
leaf’s characteristics (features like texture, color, morphological, venation, among
others) to identify the plants, they spend too much time studying a family of plant and
its varieties, this is because most of these features are hand-crafted [3].
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On the other hand, new technologies have targeted this aim, like machine learning
and computer vision. This has been done by applying different techniques, such as
extracting features from the leaves using different algorithms to get the more
descriptors as possible from it [6–8, 10] and then using these features to feed a clas-
sifier. Nowadays with the increasing popularity of Deep Learning and Convolutional
Neural Networks (CNN) due to its effectiveness with image classification, have
demonstrated that it is not necessary to hand-engineer the features before its classifi-
cation [11]. These kinds of models train using big datasets with millions of elements,
and it is common knowledge that the bigger the dataset is the better the performance of
the model will be [12].

Related papers have worked on big datasets classifying different kinds of plants
[13, 14], but there are not too much-related papers focused on the classification of
complex leaves using Deep Learning. In a previous work [7], we demonstrated that it is
possible to classify complex leaves, using a Genetic Algorithm to select the features
that better describe a plant, then this set of features were used to train a classifier,
obtaining high rates of accuracy. Our purpose in this research is to create a model that
could classify different varieties of peach and it will be able to learn from a complete
leaf, not just from its back face or front face, by separate; thing that is not targeted yet
in the state of the art. To accomplish this, we have created a new dataset in which these
two leaf’s faces are considered as one element of the dataset, and inputting these pairs
into our new hybrid convolutional neural network models, which first convolutional
layers are shared, this approach has overpassed our previous work’s accuracy [7].
The CNN models used in this research were based on the models exposed in [16] and
[24].

The paper is organized as follows. In Sect. 2 we give a brief review of the state of
the art related to complex leaves classification. Then in Sect. 3, we describe the method
used to classify the Peach leaves. We show the results obtained with the model
described in Sect. 4. And finally, our conclusions related to the results obtained and
future work is described in Sect. 5.

2 State of the Art

There are two main approaches that most of the literature used to classify plants by
using leaves and computer vision. These basically are: Using hand-crafted features to
feed a classifier [17], then we have the deep learning approach using CNN to auto-
matically extract the main information from pictures and then classify them, in some
cases it is necessary to pre-process the pictures to feed a CNN, something unusual,
because in most of the cases CNN’s are fed with raw pictures. We will give a glimpse
of the state of the art related to the methods described above.

The hand-crafted extraction method has been broadly used for plant classification
since every plant has unique physical characteristics that distinguish them from others
[30, 31]. Like the morphological characteristics, which could be extracted using Fourier
descriptors [18], where Aakif and Khan [13] used it together with a new feature called
shape-defining, this final vector was used to feed an artificial neural network (ANN),
obtaining an accuracy of 96%. Another way to do it is by the texture of the leaf, like
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Backes et al. [19], who uses fractal theory to classify ten types of leaves achieving a
precision of 90%. Caglayan et al. extracted shape and color features to classify them
using algorithms like K-Nearest Neighbor, Support Vector Machines, Naïve Bayes and
Random Forest, obtaining a 96% accuracy working along with the Flavia dataset [10].
Elnemr, proposed a system that consists of five steps, which are preprocessing the
image, then the image segmentation is applied, after this, the features are extracted like
curvelet transform descriptors, local binary pattern and gray level co-occurrence matrix
texture, then the feature selection is carried using the Neighborhood Component
Feature Selection (NCFS) technique, selecting the highly discriminative features,
obtaining an accuracy of 98% [20]. The approaches described above are time-
consuming since the process of pre-processing the image, extracting and selecting the
features must be done with each element of the dataset, and for new leaves the same
process must be carried. Most of the time all features extracted are used, but not all of
them contribute significantly, so that means that other algorithms must be held to select
the best features, this means more time spending selecting features [6, 7]. In contrast
with the Deep Learning approach where all this is done automatically.

CNN’s has become the most popular algorithm for computer vision tasks, due to its
excellent performance in different fields like image classification, image recognition
and image segmentation. And it has showed a great performance in the plant classi-
fication task. Like Guillermo et al. [11], where three different legume species were
classified (white bean, red bean and soybean), here they highlight different levels of
vein details, using vein segmentation, using two kinds of setups, reaching a 96.9%
accuracy, in comparison with a similar approach, done by Larese et al. [21] where
95.1% accuracy was reached, here instead of CNN’s some vein measures were
extracted to feed a SVM, PDA or RF. Lee et al. [22], used CNN’s to classify the plants
from the MalayaKew (MK) Leaf Dataset, that consist of images of leaves from 44
species classes, and reusing a pre-trained CNN ILSVRC2012. Here they used
deconvolutional networks (DN) to find out which part of the leaves the CNN is
focusing on, obtaining a 99.5% accuracy. CNN’s are also used to create new features
like the work of Ramos et al. [23], where a convolutional autoencoder (CAE) is used as
feature extractor from the leaf’s pictures, and this final vector is used to feed a SVM,
obtaining an accuracy of 94.74%. Bing Wang and Dian Wang, proposed a method of
Few-Shot learning applying the Siamese Network [24], this to create a metric space for
leaf classification, where similar samples are close to each other and dissimilar samples
are far away, this is due to the small datasets that were used (Flavia, Swedish and
Leafsnap) obtaining a 95.32% accuracy. Lee et al. [16], also used DN to find out what a
CNN is learning from leaves, and proposed hybrid-CNN’s models, these hybrid models
have two inputs, one input is the leaf picture, and the second input is a patch from the
same leaf, this with the aim to focus on the leaf’s venation. Three different hybrid
models were described on this work, obtaining a 96.3% accuracy using the hybrid
model Early fusion (conv-sum).

Something to highlight about the state of the art described above is that the models
were not focused to classify complex leaves, which are leaves that belong to the same
species, but they are from different varieties. The leaves used in the state of the art did
not meet this requirement, being this our target, which consists of classifying 6 varieties
of peach. Also, most of the CNN’s in the literature don’t pay attention to which side of
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the leaf they are learning from, both sides of the leaves are used as different samples of
the dataset, in our approach we want the model to learn from a complete leaf, and that
is its front and back face, and this is achieved by our hybrid CNN models.

3 CNN Proposal

Deep learning is a machine learning algorithm that consists of multiple layers, letting
the representations of multiple data abstraction. Its main purpose is to extrapolate new
features from raw input representations, this is done without telling the model which
features to use and how to extract them. Being this the importance of using CNN,
because of its ability to classify and extract the characteristics from images without
needing to tell it how to do it, and the convolutional layer helps us to reach this
purpose. After each convolution layer comes a pooling layer, this kernel is creating
subsamples from the inputted image, in order to reduce the computational cost and
space. At the end of these convolution and pooling layers, the full connected layer
follows, this last layer works as a hidden layer of an ANN [7]. In this section, the
architecture used for this work is discussed.

3.1 Models

The architectures exposed here follows the same principle proposed by Lee et al. [16]
and Bing Wang [24], in this work, we decided that it is important for the model to train
with a dataset divided into two components, the front face of the leaf and the backside
of the same, and in contrast of [24], we use this principle of the Siamese network to
create a function that learns the similarities among the front side and the backside of the
same leaf, that is why the comparison of leaves belonging to a different variety is not
held. Figure 1 shows a representation of the models applied, as it can be seen, we have
two different models that use an early convolution fusion, applying a conv-sum [16].
The input (a) of the models consists of the front face of the leaf and the input (b) is the
same leaf back face. Two different datasets were created to train the models, one model
was trained with pictures of 224 � 224 pixels (Fig. 1a), and the second model with a
higher resolution, 416 � 416 pixels (Fig. 1b). More details about the dataset will be
drawn out in Sect. 4.

The early convolution fusion consists of two streams, these streams are sharing
weights, that means its updating is not independent from each other. After the first 3
conv-layers, the resulting convolutional tensor from each stream will be added up, the
result will be convolved across two more units, this for the first model, for the second
model, the result will be convolved across 4 units, this is because the picture is bigger
and it is possible to extract more information from it. More details about the models are
described on Table 1 and 2. Dropout where used in the unit 4 and 5 of model
(224 � 224), for unit 4 a dropout of 0.05 was used and for unit 5 a dropout 0.1 was
used.

294 D. Ayala Niño et al.



He initialization [25] were used for all the conv-layers, this is given that ReLU
activation is applied [26]. For the FC layer, the Xavier initialization [27] were used,
given that Softmax activation is applied on the FC. The He initializer is similar to the
Xavier initializer, except that Xavier initialization uses a scaling factor for the weights,
as it can be observed on Eq. 1 (He) and Eq. 2 (Xavier).

Fig. 1. a) Model (224 � 224). b) Model (224 � 224).

Table 1. Model (224 � 224)

Unit1
ConvL1 

MaxPool 
1 

Unit2
ConvL2

MaxPool2 Unit 3
ConvL3

MaxPool3 Unit4
ConvL4

Max-
Pool4

Unit5
ConvL5

Max-
Pool5

FC

5X5X18 3X3 5X5X30 3X3 5X5X60 3X3 5X5X100 2X2 5X5X90 2X2 720

Table 2. Model (416 � 416)

Unit
1 

Conv
L1 

Max
Pool 

1 

Unit2
ConvL

2 

Max
Pool

2 

Unit 3
ConvL

3 

Max
Pool 

3 

Unit4
ConvL4

Max-
Pool

4 

Unit5
ConvL

5 

Max-
Pool

5 

Unit6
ConvL

6 

Max-
Pool

6 

Unit6
ConvL7

Max-
Pool

7 

FC

5X5
X18

3X3 5X5X3
0 

3X3 5X5X6
0 

3X3 5X5X10
0 

2X2 5X5X9
0 

2X2 5X5X9
0 

2X2 5X5X18
0 

2X2 720
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Var wið Þ ¼ sqrtð 2
fanin

Þ ð1Þ

Var wið Þ ¼ sqrtð 1
fanin

Þ ð2Þ

Where fanin is the number of input units in the weight tensor.
Given that this is a multi-class classification objective, the objective function used

was the Categorical Cross-Entropy, also called as Softmax loss. This is a Softmax
activation, Eq. 3, plus a cross-entropy loss, Eq. 4, where si and ti are the ground truth.
The point is to train the CNN to output a probability over the C classes.

f yið Þ ¼ esiP
j e

si
ð3Þ

CE ¼ �
XC

i
ti log f sð Þi

� � ð4Þ

The Categorical Cross-Entropy is given as follows.

CE ¼ � logð espPC
j e

sj
Þ ð5Þ

Where sp is the CNN score for the positive class.

4 Experiments

The experiments held in this section were carried out to test the efficiency and precision
of the models. Metrics like accuracy, ROC, F-measure, sensitivity, and specificity were
used to evaluate the models, more details about the metrics will be described in
Subsect. 4.2. These models were implemented on Python 3.7, using TensorFlow 2.0.0,
using a GPU to speed up the training process.

4.1 Data Set

For this work, a new dataset was created with the help of the Fruit Department of the
Postgraduate School, Texcoco. As mentioned above, the dataset consists of two ele-
ments, the front face of the leaf and its back face, the pictures were taken under a
controlled environment, with a white background and artificial light, Fig. 2. These
leaves belong to 6 different kinds of experimental peaches hold by the institution. No
image preprocessing was applied, and no data augmentation techniques were used.
Every pair of leaf picture is pointing to the same side, as it can be appreciated in Fig. 2,
intuitively, this would make easier the classification for the model. Different image size
was used to train each model, one dataset consists of 224 � 224 pictures, and the
second dataset of 416 � 416 pictures. The dataset distribution is described in Table 3,
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for the training process, the dataset was divided 10% for testing and the rest for
training. For the test, the same “two-input” models were used, both leaf’s faces are
essential for the plant identification, in contrast of [24], where the model trained using
two different pictures where both could be from the same plant or one from the positive
target and the second from a negative target, to make the model find similarities of one
class in different angles and to distinguish it from other classes. Thus, during the test
only one picture is needed, to feed a one stream CNN and RNN, and this is possible
because the weights were shared.

4.2 Results

As mentioned in the beginning of Sect. 4, the metrics used to test the model were
accuracy, ROC, f-measure, recall and precision, here we are going to give a brief
explanation about the metrics used. The accuracy is the number of correctly predicted
data out of all the data points, that measure is obtained dividing the number of true
positive and true negatives by the number of true positives, true negatives, false pos-
itives and false negatives. The F-measure is the harmonic mean of precision and

Fig. 2. Representation of the six different kinds of peach leaves. a) represents the front face of
the leaf and b) its back face.

Table 3. Dataset distribution.

Class and name Number of pairs Training Test

1. CP-03-06 101 90 11
2. Oro Azteca 207 186 21
3. Oro San Juan 204 179 25
4. Cardenal 229 209 20
5. Colegio 205 190 15
6. Robin 319 285 34
Total 1265 1139 126
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sensitivity, and it is obtained dividing 2 times the true positives by two times the true
positives plus the false positives and the false negatives. The sensitivity is the true
positive rate, and it is obtained dividing the true positives by the true positives and false
negatives. The specificity is the true negative rate, and it is obtained dividing the true
negative by the true negatives and false positives. The AUC-ROC curve is obtained
plotting the sensitivity against the specificity and obtaining its area. For all the metrics,
the closest to 1 they are the better the model performance is. Given that the number of
elements on each class is not homogenous, every metric was obtained with a weighted
average, that is, first each metric was obtained per class, that means it was a class
versus all, after that, the weighted average was obtained as in Eq. 6.

weighted � avg ¼
Pc

n¼1 Mn � CnPc
n¼1 Cn

ð6Þ

Where Mn is the metric obtained in class n, and Cn is the number of elements in
class n. The results obtained were compared with the ones obtained in previous papers
[6, 7] (Table 4, 5), in which 6 different kinds of peach were classified.

In the previous work [7], two basic CNN’s were created, in order to find out how
they handle the task. The models did not generalize well the data, and it was mentioned
that more sophisticated models needed to be created to target this task. In Table 5, a
comparison of our proposed model and the models in the previous work are shown.

Table 4. Classification results with proposed approach and comparison with the previous work.

Accuracy ROC F-
measure

TP
rate

FP
rate

Proposed models Model
(224 � 224)

92.0635% 0.990 0.920 0.920 0.978

Model
(416 � 416)

92.8571% 0.992 0.927 0.928 0.983

Complex leaves
classification with
features extractor [7]

Naïve Bayes 76.165% 0.922 0.761 0.762 0.050
SVM 83.937% 0.961 0.839 0.839 0.032
Logistic R. 73.057% 0.942 0.728 0.731 0.055
Decision
tree

72.020% 0.852 0.718 0.720 0.058

Complex
identification of
plants from leaves [6]

Bayes 75.64% – – – –

BP 76.02% – – – –

RL 73.057% – – – –

SVMG 83.97% – – – –
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For [7], the dataset size was of 498 samples, smaller than the one used for this paper
that sum up 1265 pairs, and their picture size used was 300 � 400 pixels for the feature
extractor method, and 416 � 416 pixels for the one stream CNN. In the case of our
hybrid-CNN approach the size used in [7] was like our second model (Model
416 � 416). In [6], the dataset was even smaller, consisting of 193 elements, being this
one reason why the results were poor, the resolution of the images is not specified and
only accuracy was considered.

Our proposed hybrid models obtained a high accuracy of 92.0635% for Model
224 � 224, and a 92.8571% accuracy for Model 416 � 416, overpassing the SVM
approach from [6] and [7], where an accuracy of 83.97% and 83.937% was obtained.
The difference is notable in the case of the one stream CNN approach [7], where the
higher accuracy was of 62%. The performance of both hybrid models was slightly
similar, being the model trained with higher resolution the one with better accuracy,
with just a difference of 0.7936. The use of higher resolution pictures did not bring out
better results in our approach.

5 Conclusions

Every species of plants has different kinds of varieties, and these varieties behave
different under certain environments, given to the continuing development of better
varieties. That is why it is important to identify the different varieties of plants a species
has; this kind of leaves are called complex leaves. As seen in Fig. 2, the leaves by
simple sight have the same color, texture, and morphology, this makes these kinds of
leaves hard to classify. To target this task, two models were proposed to classify 6
different kinds of peach’s leaves and a new dataset was created using leaves from the
Fruit Department of the Postgraduate College, Texcoco. These pictures were taken
under a controlled environment with white background. To train the proposed models,
the dataset was divided into two parts, the front face of the leave and its back face, this
pair of samples represent one element of the dataset, for each model two datasets were
used, one model trained with 224 � 224 pictures and the other with 416 � 416. The
proposed models significantly overpassed the models in [6] and [7]. The results
demonstrated that it is important to consider both sides of a leaf as one. The Hybrid-
CNN models gained more insights about how to classify a plant from a complete leaf,
instead than learning from one single side.

Nowadays there are datasets available with thousands and millions of pictures
available for training a model, but unfortunately, this is not always the case. Sometimes
the data is not always available, and it is of common knowledge that the more data the

Table 5. Comparison of models proposed with the models proposed in the previous work.

Accuracy

Proposed models Model (224 � 224) 92.0635
Model (416 � 416) 92.8571

Previous work [7] Convolutional model 1 62%
Convolutional model 2 55%
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model train with the best its performance will be. But there is not an universal rule to
state what amount of data is enough for the model to not overfit. In this work, not all
classes were balanced, in Table 3, the number of elements of class 1 with which the
model trained represents less than 10% of all the training set, and despite this draw-
back, we obtained a high accuracy. On the other hand, the Bayesian Neural Networks
has demonstrated that they can handle small datasets, and avoid the overfitting, han-
dling it as uncertainty [28, 29]. Being this our next step, by applying Bayesian CNN in
combination of our proposed method, to increase the accuracy rate and see how this
new approach can handle the complex leaves classification.
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Abstract. For more than 1,500 years, rubbing is one of the most perhaps the
oldest of the techniques that have been used in printmaking. Despite the fact that
image binarization has been a widely studied in the past decades, segmenting
Chinese characters from badly degraded rubbing images is still a challenging
task. In this paper, a low contrast Chinese rubbing image segmentation algo-
rithm based on improved gradient filtering have been present. At first, the image
is preprocessed by a median filter to eliminate impulse noise. After that, seg-
mented rubbing image is obtained by a binary image using a locally adaptive
threshold. At the same time, a comparative study had made to various bina-
rization methods based on numerically investigate the segmentation results
using Jaccard’ Measure (JM), False Positive (FP), True Positive (TP), True
Negative (TN), F-measure, and False Negative (FN). Compared with the
existing edge extraction algorithm, this algorithm has a better effect and higher
segmentation accuracy.

Keywords: Chinese rubbing image � Gradient filtering � Image binarization �
Gaussian filter

1 Introduction

Most of the Chinese historical documents are written or hand-drawn by different writers
in different periods [1]. The most common handwritten characters in ancient books are
the regular script and cursive script. The strokes of the regular script are scattered, but
the font size on the same page does not have a difference; the cursive script is relatively
concentrated, but the font size is a disparity, as shown in Fig. 1.
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Due to the unique handwriting or depiction style of different writers, the charac-
teristics of Chinese characters in ancient literature are unique and different, which
brings great difficulties to character segmentation. Moreover, compared with Latin
letters or numbers, Chinese characters have a more complex structure, which makes the
Chinese character segmentation more difficult. How to improve the accuracy of the
segmentation of regular script and cursive script in ancient Chinese rubbing image is
still an important and difficult problem in the field of historic Chinese document image
segmentation.

Due to the volume of noise in the Chinese rubbing image, details could be
partially/completely eliminated or over-smoothed. Preserving these details from being
either occluded by noise or deformed in the denoising process is a challenging task,
which brings difficulties to the real character segmentation [2]. By the way, it is difficult
to determine the segmentation threshold because of the different font sizes in the
Chinese inscription image, and the Chinese characters are mainly represented by the
combination of lines in various directions. The commonly used edge extraction algo-
rithm is not ideal in the case of low contrast with a lot of noise.

In this paper, a segmentation algorithm of the Chinese rubbing image based on an
improved gradient filter has been proposed. Firstly, the image is preprocessed by a
median filter to eliminate impulse noise. Literature survey shows that the optimal filter
can be closely approximated by the first-order derivatives of a Gaussian function which
is a 2-D convolution operator that is used to blur images and remove detail and noise,
then, find gradient magnitude and direction of a 2-D image.

Finally, the final segmented image is obtained by a binary image using a locally
adaptive threshold. Compared with the existing edge extraction algorithm, this algo-
rithm has a better effect and higher segmentation accuracy.

(a) (b)

Fig. 1. Historical handwritten document image with low contrast, a) Cursive script. b) Regular
script

Low Contrast Chinese Rubbing Image Segmentation 303



2 Background: Gaussian Filter and Thresholding Technique

2.1 Gaussian Filter

Ideally denoising is all about filtering noise from the degraded image while preserving
the details of the edges unchanged for image analysis and processing. Gaussian filter is
a kind of linear smoothing filter, which is suitable for eliminating Gaussian noise and
widely used in image processing. Generally speaking, Gaussian filtering is the process
of a weighted average of the whole image. The value of each pixel is obtained by the
weighted average of itself and other pixel values in the neighborhood. The specific
operation of Gaussian filtering is to scan every pixel in the image with a template (or
convolution, mask), and replace the value of the central pixel of the template with the
weighted average gray value of the pixel in the neighborhood determined by the
template. Image gradients are used to highlight interesting features in images and are
used in many feature detection algorithms like edge/corner detection [3].

In one dimension, the Gaussian function is:

G xð Þ¼ 1
ffiffiffiffiffiffiffiffiffiffi

2pr2
p e�

x2

2r2 ð1Þ

where r is the standard deviation of the distribution. The distribution is assumed to
have a mean of 0. When working with images we need to use the two dimensional
Gaussian function. This is simply the product of two 1D Gaussian functions (one for
each direction) and is given by:

G x; yð Þ¼ 1
2pr2

e�
x2 þ y2

2r2 ð2Þ

The Gaussian filter works by using the 2D distribution as a point-spread function. This
is achieved by convolving the 2D Gaussian distribution function with the image. We
need to produce a discrete approximation to the Gaussian function [4]. An integer-
valued 5 by 5 convolution kernel approximating a Gaussian with a r of 1 is shown in
Fig. 2.

1
273

1 4 7 4 1 

4 16 26 16 4 

7 26 41 26 7 

4 16 26 16 4 

1 4 7 4 1 

Fig. 2. By 5 convolution kernel approximating a Gaussian
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2.2 Thresholding Technique

In the application of image processing, a binary operation is a very common processing
method, such as processing of zero device pictures, extracting characters from text
pictures and verification code pictures, character segmentation in license plate recog-
nition, foreground segmentation in moving object detection in video images, etc. The
commonly used image binarization methods are 1) global fixed threshold; 2) local
adaptive threshold; 3) Otsu. The global fixed threshold algorithm is easy to understand,
that is, the whole image is binarized with a unified threshold; the local adaptive
threshold is to determine the binarization threshold of the pixel location according to
the pixel value distribution of the neighborhood block of the pixel [5]. The advantage
of this is that the binarization threshold at each pixel position is not fixed, but deter-
mined by the distribution of neighboring pixels. The binarization threshold of the
image area with higher brightness is usually higher, while the binarization threshold of
the image area with a lower brightness is correspondingly smaller. Local image regions
with different brightness, contrast, and texture will have a corresponding local binary
threshold. The commonly used local adaptive thresholds are: 1) mean value of local
neighborhood blocks; 2) Gaussian weighted sum of local neighborhood blocks.

Adaptive threshold, whose idea is not to calculate the global image threshold, but to
calculate the local threshold according to the brightness distribution of different regions
of the image, so for different regions of the image, it can calculate different thresholds
adaptively, so it is called adaptive threshold method. Convert the image to a binary
image using adaptive thresholding [6].

3 Proposed Method

In our proposed method, at first, median filtering have been performed in each R, G, B
channel for the original image. Each output pixel contains the median value in a 3-by-3
neighborhood around the corresponding pixel in the input image. It is particularly
effective at removing salt and pepper noise. To overcome effect of Gaussian noise,
smooth the image using a Gaussian smoothing filter before computing image gradients.
The chosen of standard deviation parameter r is crucial to use Gaussian smoothing
filter, the central or intermediate differencing gradient operators can be used. The
variance in each R, G, B channel have been computed. The minimize variance found in
each R, G, B channel had been used as Gaussian smoothing filter parameter r. Finally,
binarize image using locally adaptive thresholding for the filtering image. The archi-
tecture of the proposed compound binarization algorithm is illustrated in Fig. 3.

Low Contrast Chinese Rubbing Image Segmentation 305



4 Experimental Results and Discussion

In the experiments, we have used the test image samples come from the Chinese Stone
Rubbing Collection in East Asian Library, University of California, Berkeley [7] with a
resolution of 654 * 1352 pixels and 256 intensity levels. A set of 48 low contrast
document images, just like the two shown in Fig. 1, and the results were compared by
visual inspection.

Some experimental results had been shown in Fig. 4. Here, Otsu’s global thresh-
olding method had been employed as a comparison. The experimental results show that
using our algorithm has outperformed global thresholding methods.

          

a)Original image b)RGB histogram c)Median filtering image

f)Results image e) Gray image d)Gaussian filtering image

Fig. 3. The flowchart of proposed method.
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In order to performance comparisons, the segmentation results obtained using our
algorithm, the images as shown in Fig. 3, which come from PHIBD 2012 datasets [16]
were utilized as ground truth (GT) for the comparison, also. The measure is defined
using Jaccard’ Measure (JM), False Positive (FP), True Positive (TP), True Negative

(a)                   (b) (c)

(d)  (e) (f)

Fig. 4. Example of the segmentation results and process. (a) shows the original image before
processing. (b) shows the median filtering of the original image. (c) shows the Gaussian filtering
after the median filtering. (d) shows the gray image after filtering. (e) the segmentation result of
our algorithm. (f) the result of Ostu’s algorithm.
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(TN), F-measure, and False Negative (FN). Among that, JM is used to compute the
percentage of pixel intersections between two segmentation images. Classifying text
data as a background is considered an FP and classifying background data as a text is
considered an FN. TP denotes true positive i.e. the pixels that are foreground in both
ground truth and binarized image.

The definition of precision, recall, and F-measure is given as shown in the fol-
lowing four equations.

The definition of precision, recall, and JM is given as shown in the following three
equations.

JM ¼ S1 \ S1
S1 [ S1

ð3Þ

Where S1 represents the pixel by the GT and S2 the pixel generated through the use of
our segmentation algorithm (Figs. 5 and 6).

Fmeasure ¼ 2� TP
2� TPþFPþFN

ð4Þ

Precision ¼ TP
TPþ TN

ð5Þ

Recall ¼ TP
TPþFN

ð6Þ

Fig. 5. A example shows an historical document image from PHIBD 2012 datasets (Image
name: Persian06. Multi-degraded background, faded ink. Size: 1625 � 1269).
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The segmentation accuracy has been shown in Table 1 by using JM, Precision,
Recall, Accuracy, and F-measure, which were calculated by comparing the ground
truth image. For comparing the accuracy rate of the proposed approach against two
well-known binarization algorithms: (1) the global thresholding algorithm Otsu [8] and
our method. It has been found that global thresholding is not ideal for degraded historic
images due to low contrast. Adaptive local thresholding methods well suited to local
adaptive thresholding is in segmenting text from the image.

(a)                            (b)

    
(c)                                        (d)

Fig. 6. (a) Median filtering image. (a) Gaussian filtering image. (b) The result of mean
algorithm. (c) The result of the Otsu’s algorithm. (d) The result of ours algorithm

Table 1. Results on the PHIBD 2012 dataset

Method F-measure Precision Recall Jaccard Accuracy

Our algorithm 99.72 0.9968 0.9975 0.9943 0.9947
Ostu 78.52 0.65705 0.97554 0.9753 0.97256
Niblack 99.36 0.9945 0.9947 0.9872 0.9047
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5 Conclusion

In this paper, low contrast Chinese rubbing image segmentation based on gradient
filtering has been discussed. The visual inspection looked for errors in the separation of
background and the foreground is proposed here. At the same time, a comparative
study had made to various binarization methods based on numerically investigate the
segmentation results. Experimental results reveal that the gradient edge detection
method is perhaps the most elaborate edge detection method after the image has been
denoising, which gives very good results. Although there is no image denoising
algorithm beforehand, the Otsu’s algorithm can complete segment the seal in the
Chinese rubbing image. That will be a new question that can be studied carefully in the
future.
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Abstract. Smoke segmentation from the industrial images is a key concern of
environmental monitoring. As the similarities between the gray value of the
background and the smoke, the existing segmentation algorithms are difficult to
accurately segment the target smoke. In this paper, we construct a cross-entropy
based industrial smoke image segmentation by integrating the iterative
convolution-thresholding. Specially, we use the iterative convolution-
thresholding to implicitly represent the interface of each image domain
through a characteristic function. We further perform the combination of a reg-
ularization term and a fidelity term in the cross-entropy model. In the proposed
algorithm, the fidelity term is first converted into the product of the characteristic
function and the cross-entropy function. Then the functional of the characteristic
function is used to obtain the regularization term by the approach of ther-
monuclear convolution approximation. The experimental results demonstrate
that our proposal has a more accurate segmentation effect and higher segmen-
tation efficiency.

Keywords: Image segmentation � Industrial smoke � Cross-entropy � Iterative
convolution-thresholding

1 Introduction

With the development of industrial cities, the emission of industrial smoke continues to
increase, which results in a series of environmental pollution problems such as eco-
logical imbalance and environmental degradation [1]. According to the survey,
industrial sources are still the main source of air pollution. Therefore, we need to
monitor the emissions of industrial smoke. As a very critical part of the monitoring
process, image segmentation is key concern.

In 1988, Osher and Sethian [2] put forward the level set method, which is a
numerical method used to capture the shape and interface of objects. In this way, a zero
level set of a high-dimensional function is used to represent the target contour, which is
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called level set function. The image segmentation based on the level set method is
mainly divided into two types: one is the level set image segmentation based on the
edge model, and the other is the level set image segmentation based on the regional
model. Mumford and Shah [3] proposed a region-based geometric active contour
model in 1989, the biggest disadvantage of the model seems to be high computational
complexity. Therefore, Chan and Vese [4] proposed the Chan-Vese (CV) model which
is based on the Mumford-Shah (MS) model combined with the level set function, the
CV model is an improvement of the energy function of the MS model. Based on the
CV model, Li established a region-based binary level set segmentation method [5],
which avoided the process of level set function re-initialization and reduced the
complexity of the algorithm. Wang et al. [6] proposed a new local CV model based on
level set method theory, curve evolution and local statistical functions, which can
segment images with intensity inhomogeneity well. Zhang et al. [7] proposed a GAC-
CV hybrid model, which merged the image edge and region information into the same
energy functional, and adopted different segmentation strategies for different seg-
mentation targets, which improves the capture ability of concave edges. Wang et al. [8]
proposed an improved CV model. By adding shape template constraints and anchor
point constraints, the shadow detection of single-frame color pictures was realized, and
the problem of image segmentation with large differences in the brightness of the
shadows was solved.

Industrial smoke segmentation is a relatively new direction. In recent years, some
relevant scholars have conducted some research on the direction of industrial soot
segmentation. Zhang et al. [9] proposed a region-based soot segmentation method to
segment soot regions, which used threshold-based segmentation, regional growth,
region splitting and merging methods for soot image segmentation. This method only
considers the grayscale features of the smoke image, but does not consider other
features. Hsu et al. [10] proposed a method for visual detection of industrial smoke,
which combined smoke modeling, change detection and texture analysis to identify
smoke emissions. This method can quickly divide the smoke area, but it was sus-
ceptible to fast moving wind and clouds. Wang et al. [11] proposed an industrial soot
image segmentation method based on background modeling and feature matching,
which has a good segmentation effect on moving interference and complex scene
environments, but the segmentation accuracy needs to be improved. Chu [12] proposed
a minimum error threshold smoke image segmentation algorithm based on improved
Bayesian decision theory, which improved the shortcomings of the traditional threshold
segmentation smoke image method. However, it does not take into account interference
factors such as light changes and clouds in the monitoring process. Wang et al. [13]
proposed a method for segmentation of industrial smoke in video by using the back-
ground subtraction method to obtain the edge motion area. The area growth algorithm
is used to divide the smoke area in a uniform space, but this algorithm has a small
hollow part of cloud image segmentation. In this paper, we combine the CV model and
the cross-entropy model to construct an active contour model based on cross-entropy,
and use an iterative convolution-thresholding algorithm to minimize the energy func-
tional. Experiments prove the effectiveness and practicability of the proposed new
algorithm for segmentation.
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The rest of the article is organized as follows: In Sect. 2, the well-known active
contour models are introduced. In Sect. 3, the image segmentation algorithm of the
cross-entropy model based on iterative convolution-thresholding is presented. In
Sect. 4, some examples of smoke image segmentation are given to demonstrate the
performance and efficiency of the proposed algorithm. Finally, some conclusions are
drawn in Sect. 5.

2 Related Models

The traditional CV [4] model objective function is composed of fidelity and regular-
ization terms. The fidelity term measures the integral of the squared difference between
the average value of the current segmented area and the grayscale of the original image
in the current segmented area. When the objective function reaches the minimum value,
the difference between the actual gray level of the target in the contour and the cal-
culated gray level is the smallest. The cross-entropy model measures the probability
distribution between the original image and the segmented image, and selects a
threshold to minimize the distance. Affected by the above two models, Song [14]
proposed an active contour model based on cross entropy. The energy functional is as
follows:

Fc c1; c2;Cð Þ ¼ l
Z

H0 / xð Þð Þ r/j jdxþ m
Z

H / xð Þð Þdx

þ k1

Z
I xð Þ log I xð Þ

c1 þ r

� �����
����H / xð Þð Þdx

þ k2

Z
I xð Þ log I xð Þ

c2 þ r

� �����
���� 1� H / xð Þð Þð Þdx

ð1Þ

In Eq. (1), to prevent the denominator from being zero leads to no solution, so a
small constant r is introduced. In this article, set r ¼ 10�4, we consider only two-
segment splits and not multi-segment splits. In order to simplify the calculation, the

first two terms of the formula are merged into one term, and replaced by l
P2
i¼1

@Xij j,
@Xij j represents the perimeter of the image domain Xi, l is a positive parameter. When
the image I xð Þ is simplified to I, the above formula is simplified to:

Fc c1; c2;X1;X2ð Þ ¼ l
X2
i¼1

@Xij j þ
X2
i¼1

Z
Xi

I log
I

ci þ r

� �����
����dx ð2Þ

where

c1 ¼

R
X
uIdxR

X
udx

; c2 ¼

R
X

1� uð ÞIdxR
X

1� uð Þdx ð3Þ

Industrial Smoke Image Segmentation Based on a New Algorithm 313



The two items of the active contour model based on cross entropy are called
regularization and fidelity terms. From the above formula, it can be seen that the fidelity
terms for calculating variance in the CV model are replaced by the terms for calculating
cross entropy. The main goal of this model is to minimize the cross entropy between a
given image and the segmented image.

3 Iterative Convolution-Thresholding Algorithm to Minimize
the Cross-Entropy Model

In the traditional CV model, the difference method is often used to minimize the energy
functional. This method has been used by many scholars. However, this method is
limited by the Courant Friedrichs Lew (CFL) condition. Because the convergence
speed is slow, it is easy to fall into the local minimum, and the evolutionary process is
time-consuming. In the model of this paper, an iterative convolution-thresholding
(ICTM) segmentation algorithm based on cross-entropy active contour model is pro-
posed. In this algorithm, the interface between every two divided regions is implicitly
determined by its characteristic function, and the regularization term is written into the
non-local approximation based on the characteristic function. Combining the coordi-
nate descent method with sequential linear programming, an unconditional energy
decomposition algorithm for solving the cross-entropy model is constructed. In the
iterative convolution-thresholding, we set the first-stage characteristic function X1 be:

u xð Þ ¼ 1; x 2 X1

0; x 62 X1

(
ð4Þ

then the characteristic function of the second paragraph X2 can be implicitly expressed
as 1� u xð Þ.

From the articles of Esedoglu and Otto [15], s �� 1, we can see that @Xij j in
Eq. (2) can be approximated as:

@X1j j �
ffiffiffi
p
s

r Z
X

uGs � 1� uð Þdx ð5Þ

In Eq. (5), � represents convolution. Among Gs comes from the weight function in
Li [16] article. The fidelity term in Eq. (2) can be multiplied by the cross-entropy
function of each region by the characteristic function of the corresponding region, then
it can be expressed in the form of integrals over the entire region X,

Z
X1

I log
I

c1 þ r

� �����
����dx ¼

Z
X

uI log
I

c1 þ r

� �����
����dx ð6Þ
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Z
X2

I log
I

c2 þ r

� �����
����dx ¼

Z
X

1� uð ÞI log I
c2 þ r

� �����
����dx ð7Þ

set Ei I; c1; c2ð Þ ¼ I log I
ci þr

� ���� ���, then Eq. (2) can be written as:

e ¼ Fc c1; c2;X1;X2ð Þ ¼ l
X2
i¼1

@Xij j þ
X2
i¼1

Z
Xi

Ei I; c1; c2ð Þdx ð8Þ

then:

e ¼ e u; cð Þ ¼ ei u; cð Þþ es u; cð Þ ð9Þ

Let b :¼ u 2 BV X;Rð Þ u ¼ 0; 1f gjf g, BV X;Rð Þ denote the bounded variational
function space, and then use the coordinate descent method to minimize e u; cð Þ, we set
the initial guess is u0, find the minimization factors in order. For fixed values uk,
usually:

ck ¼ argmin
c2s e uk; c

� 	 ð10Þ

where S ¼ S1 � S2 � . . .� Sn, Si is the allowable set of ci. For the cross-entropy
model, the convex fidelity term is strictly used, and because es is independent of c, then
ck is the global minimum value of ei relative to c, that is:

ck ¼ argmin
c2s

Z
X

ukE1 I; cð Þþ 1� uk
� 	

E2 I; cð Þdx ð11Þ

when the value ck is fixed, since ei u; ck
� 	

is linear and es u; ck
� 	

is a concave function,
then e u; ck

� 	
is a concave functional, then:

ukþ 1 ¼ argmin
u2b

e u; ck
� 	 ¼ argmin

u2j es u; ck
� 	 ð12Þ

where, j is the convex set of b. Set

/ ¼ E1 I; c1ð Þ � E2 I; c2ð Þþ l

ffiffiffi
p
s

r
Gs � 1� 2uk

� 	 ð13Þ

After relaxation and linearization, the linear functional minimization on the convex
set is used to approximate the optimization Eq. (12). Because of u xð Þ� 0, it can be
executed in point state. The minimum can be obtained by the following:
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ukþ 1 xð Þ ¼ 1; / xð Þ	 0

0; / xð Þ[ 0

(
ð14Þ

In the iterative convolution-thresholding algorithm, the condition to judge whether
the algorithm converges is

R
X

uk � uk�1
�� ��dx[ 10�12. The interface between two dif-

ferent image domains is implicitly represented by their characteristic functions. The
fidelity term is expressed as the linear relationship between the characteristic function
and the cross entropy function. Through the product of the characteristic function and
the cross entropy function, and then iterate to obtain the minimum value ck, so the
minimum value of the linear approximation is found. The regularization term is
approximated by the thermonuclear convolution function of the characteristic function,
and fast Fourier transform (FFT) is used for thermonuclear convolution. Then calculate
/k , then obtain ukþ 1 through the threshold, and finally obtain the minimized energy
functional function us of Eq. (2) through the loop. In addition, since the functional es is
always lower than its linear approximation, the smallest element can be given a smaller
value in Eq. (9). This speeds up the convergence speed of the iterative convolution-
thresholding, the number of iterations to reach a steady state is reduced.

4 Experiments

In order to verify the effectiveness of the algorithm proposed in this paper for industrial
smoke segmentation, experiments were conducted on three types of industrial smoke
images, such as grayscale inequality, natural scenes and complex backgrounds. In this
paper, a new algorithm was constructed based on the iterative convolution-thresholding
to solve the energy functional of the cross-entropy model, which is referred to as the
ICTM-CEACM model. Compared with the traditional CV model [4], LIF model [17],
LIC model [18], ICV model [19], LCVSR model [20], SPF model [21], and the cross-
entropy model for minimizing energy functional based on difference method [14] (re-
ferred to as FD-CEACM model), the experiment was conducted, mainly from the two
aspects of segmentation effect and segmentation efficiency. The experimental envi-
ronment of this paper was CPU model Intel Core i5-4210U, main frequency 2.40 GHz,
8 GB RAM, simulation software Matlab R2018b, operating system was Windows 10.
The sizes of the six industrial smoke images were 358 � 208, 400 � 241, 678 � 432,
282 � 169, 481 � 274, and 470 � 310, respectively. The parameters of all methods
were set to the optimal, and the experimental results of six images are now presented.

In Fig. 1, it showed two industrial smoke images of intensity inhomogeneity,
including target smoke and other interference. For windy conditions, soot was affected,
and areas with low concentrations of soot caused by wind conditions was ignored.
According to the experimental results, only FD-CEACM and ICTM-CEACM segments
did not have interference chimneys, and all other models had interference, so it can be
seen that CEACM has a good segmentation effect on interference. FD-CEACM and
ICTM-CEACM were different from the segmentation algorithm. The former was the
difference method, while the latter was the iterative convolution-thresholding. The time
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step size of the difference method was set artificially, so it was difficult to find a
reasonable value, resulting in the incomplete segmentation of the contour. The iterative
convolution-thresholding implicitly expresses the interface of the two segmentation
regions through the characteristic function, the fidelity term was constructed by the
linear function of the characteristic function, and the regularization term was approx-
imated by the thermonuclear convolution function, so as to obtain a relatively complete
smoke segmentation contour. The symbolic distance function of SPF model can
effectively prevent the contour from moving in the weak edge or the fuzzy edge, so it
had a good effect on the smoke segmentation. LIF model is an active contour model
based on the local gray information of the image. It was sensitive to the initial contour
and had a poor effect on smoke segmentation. The CV model and the ICV model are
based on the global information of the image. The image is composed of two regions
that are close to the constant value. Therefore, the segmentation effect of the intensity
inhomogeneity image was poor. Based on the gradient information of the image, LIC
model has a good edge processing, which not only separated the object, but also
separated the interference. The significant detection of the LCVSR model can provided
a rough outline of the object, and it was impossible to distinguish the object from the
interference, so the two objects were separated.

(a) (b) (c) (d) (e)

(f) (g) (h)   (i)  

Fig. 1. Segmentation results of industrial smoke image with intensity inhomogeneity (a) the
original image (b) CV model segmentation results (c) LIF model segmentation results (d) LIC
model segmentation results (e) ICV model segmentation results (f) LCVSR model segmentation
results (g) SPF model segmentation results (h) FD-CEACM model segmentation results
(i) ICTM-CEACM model segmentation results
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From Fig. 2, it can be seen that this is the image of industrial smoke in the natural
background. Compared with the intensity inhomogeneity image and the complex
background image, the industrial smoke image under the natural background is rela-
tively simple. In the image, there are mainly objects, interference and backgrounds.
From the experimental results, it can be seen that the complete segmentation of the
target object contour was the SPF model and the ICTM-CEACM model. The SPF
model mainly had a great effect on the contour edge. For weak edge and fuzzy edge, it
can effectively prevent the movement, so as not to segment the interference. ICTM-
CEACM model, by combining the cross entropy model with the CV model, can be

Fig. 2. Segmentation results of three industrial smoke images in natural background Line 1:
original image line 2: CV model segmentation result line 3: LIF model segmentation result line 4:
LIC model segmentation result line 5: ICV model segmentation result line 6: LCVSR model
segmentation result line 7: SPF model segmentation result line 8: FD-CEACM model
segmentation result line 9: ICTM-CEACM model segmentation result
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used to segment the model with interference, and the ICTM algorithm can be used to
minimize the energy functional, so as to achieve a better effect in smoke image seg-
mentation. Due to their own limitations, other models had segmented the distraction or
the target object region with missing parts.

As we can see from Fig. 3, the background of this image of industrial smoke is very
complex, including chimneys, buildings and some green environment. In addition, in
the case of wind, we chose the region with high concentration of smoke as the seg-
mentation target, while ignoring the part with low concentration caused by wind. As
can be seen from the experimental results, the (b)–(h) images were not well processed
to the complex background, and they all appeared in the segmentation results. Only in
(i), the ICTM algorithm did not segment all the background objects, but only the smoke

(a) (b) (c) (d) (e)

(f) (g) (h) (i)

Fig. 3. Segmentation results of three industrial smoke images in natural background (a) original
image (b) CV model segmentation results (c) LIF model segmentation results (d) LIC model
segmentation results (e) ICV model segmentation results (f) LCVSR model segmentation results
(g) SPF model segmentation results (h) FD-CEACM model segmentation results (i) ICTM-
CEACM model segmentation results

Table 1. JSC of each algorithm for images with intensity inhomogeneity

Model Figure 1 (1) Figure 1 (2)

CV 0.9532 0.9321
LIF 0.7005 0.6953
LIC 0.9056 0.7441
ICV 0.9102 0.8021
LCVSR 0.9010 0.8152
SPF 0.9710 0.8932
FD-CEACM 0.7123 0.7021
ICTM-CEACM 0.9817 0.9501
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objects. CEACM model combined the two models of CV and cross entropy, based on
the global information of the image, and improved the algorithm of the model, used
ICTM to minimize the energy functional, so as to achieve a better segmentation of
industrial smoke image with complex background.

Table 1 lists the Jaccard similarity coefficient (JSC) of each segmentation algorithm
to images with intensity inhomogeneity. Table 2 and Table 3 list the iteration times and
running time of each segmentation algorithm. We can see that the running time was
approximately positively correlated with the number of iterations. When the number of
iterations was relatively large, the running time correspondingly increased. From the
table can be found that CV model, LIF and FD-CEACM iteration times and operation
time compared to other models were larger, the traditional CV model was a driving
force curve of the computational complexity is higher, LIF model is to calculate the
image area information thus increased the amount of calculation model, FD-CEACM
fidelity for further model is calculated by the logarithm, which is relatively slow.
Compared with the running time, the number of iterations of ICV model and LCVSR
model is less. The ICV model is a level set function without initialization, and the level
set equation does not contain curvature and other complex difference terms.
The LCVSR model extracts the initial contour through significant detection, and then
carries out segmentation. Both models are susceptible to interference from interference,

Table 2. Comparison of iteration times of each segmentation algorithm

Model Figure1(1) Figure1(2) Figure2(1) Figure2(2) Figure2(3) Figure3

CV 1000 500 1500 1200 1500 1000
LIF 3200 4520 3000 3000 2400 1520
LIC 200 50 20 200 200 60
ICV 10 30 35 40 100 15
LCVSR 150 30 50 100 200 100
SPF 150 150 160 120 150 200
FD-CEACM 2500 2000 1500 2500 1500 2000
ICTM-CEACM 56 38 115 122 62 50

Table 3. Comparison of running time of each segmentation algorithm

Model Figure1(1) Figure1(2) Figure2(1) Figure2(2) Figure2(3) Figure3

CV 47.8529 23.7277 249.1348 48.3928 134.0759 97.0670
LIF 80.7304 137.6130 334.0627 55.5809 101.0496 68.3632
LIC 38.6675 14.1927 23.7552 27.5027 107.3623 36.0189
ICV 2.7051 5.3667 10.1911 5.3634 16.6867 5.1091
LCVSR 5.4778 1.9016 8.8801 3.4624 16.2903 9.9007
SPF 2.5116 3.0116 8.4744 3.3720 4.4812 7.0634
FD-CEACM 177.1977 144.6341 292.0068 155.4888 143.0658 235.0075
ICTM-CEACM 14.2528 10.2742 65.6235 21.2814 27.7081 21.7371
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and the segmentation effect is poor. SPF model has the characteristics of global and
local, the iteration time is relatively short, but the iteration times are more. Based on the
CEACM model of ICTM, it has some applicability to industrial smoke in a variety of
scenarios and achieves a relatively good segmentation effect. Under the same seg-
mentation effect, the iteration time and number of divisions are better than other
models.

5 Conclusion

Considering the little difference between the background of industrial smoke image and
the target object in gray value, interference and kinds of images, a new algorithm based
on cross-entropy model is proposed to realize the accurate segmentation of industrial
smoke images. Through the combination of CV model and cross-entropy model, a
cross-entropy model is obtained, and an iterative convolution-thresholding algorithm is
used to minimize the energy functional, which speeds up the convergence speed. The
experimental results with several other models show that the improved algorithm based
on the cross-entropy model in this paper has better segmentation results for industrial
smoke, and the segmentation efficiency is high. Although this paper has advantages in
both segmentation effect and iteration time, the use of convolution in the segmentation
process increases the computational complexity and the segmentation time is relatively
long. In the subsequent research, the computational complexity of convolution will be
optimized to further improve the segmentation efficiency of the algorithm.
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Abstract. For Chinese rubbing image under the complex background, to
against its characteristic of low contrast and large noise, we develop a gamma
correction enhancement algorithm in which the grayscale space is being con-
ducted before the Otsu’s binarization, experiments on multiple pictures show the
superiority of the algorithm. At first, the global contrast is enhanced based on the
gamma correct algorithm for the complement image of the Chinese rubbing
image. After that, we have implemented optimum global thresholding using
Otsu’s method for image segmentation. The experimental results show that our
algorithm could correct the background noise of the image and enhance the
stroke in the low contrast Chinese rubbing image, and there is no need to
denoise in advance. The performance of the algorithm is simple, fast, and
produces very good segmentation.

Keywords: Chinese rubbing image � Gamma correction � Contrast
enhancement � Image segmentation � Thresholding image

1 Introduction

It is of great significance for the research and protection of ancient Chinese inscriptions.
However, due to the reasons of some stele materials, natural weathering corrosion and
man-made damage, the visual effect of the obtained image is poor, which is mainly
manifested in the overall image being partial bright or partial dark, at the same time,
there are uneven and irregular light and dark distribution, or there are patches and
uneven light and dark noise, which brings difficulties to subsequent image processing
such as text recognition [1].

Image enhancement is a method that refers to highlight some important information
in an image and to weaken or remove some secondary information, which aims to
improve the quality of human perception and interpretability of information in the next
process [2]. In general, image enhancement techniques can be divided into three cat-
egories: spatial-domain methods, frequency-domain methods, combinational methods.
The frequency-domain method is to transform the image to the transform domain for
processing, and then transform back the result to the spatial domain [3]. The spatial
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domain method is to directly change the pixel of the image. The frequency-domain
method includes low-pass filtering, homomorphic filtering, etc. The spatial domain
method includes image binarization, histogram equalization, contrast enhancement,
fuzzy contrast enhancement, etc. [4, 5].

Contrast enhancement refers to the enhancement of the contrast and sharpness of
the image and the better visual effect of the image. Contrast enhancements improve the
perceptibility of objects in the scene by enhancing the brightness difference between
objects and their backgrounds. The purpose is to make the objective images more
suitable for a application than the original images, and the results of processing the
image are more in line with the characteristics of the human visual recognition system
or the requirements of the computers.

In practical application, processing speed is an important factor that should be
considered. The gamma correct method does not need to transform the domain, so it
has obvious advantages in processing speed compare to frequency-domain methods.

In this paper, the gamma correction algorithm based on the complement image of
the Chinese rubbing image has been used for preprocessing, after that, binary seg-
mentation is carried out based on gamma correction complement image, finally, a clear
text image is obtained. This adaptive algorithm has low complexity and does not need
human intervention. It can significantly improve the quality of Chinese rubbing image
segmentation. Compared to the recently developed deep learning-based segmentation
techniques, the main advantage of those classical approaches is they are unsupervised
and thus no need for manually created training data.

2 Gamma Correction Techniques

Contrast is the local change in brightness and is defined as the ratio between average
brightness, of an object about the background. The human visual system is logarith-
mically sensitive to brightness, that is to say, higher brightness requires higher contrast
for the same perception.

Contrast enhancement processes adjust the relative brightness and darkness of
objects in the scene to improve their visibility. The contrast and tone of the image can
be changed by mapping the gray levels in the image to new values through a gray-level
transform. The mapping function reassigns the current gray level GL to a new gray
level GL0.

Gamma correction technique is used to enhance the image, which improves the
details of the dark part in the image. In short, it is used to make the linear response of
the image from the exposure intensity closer to the response of the human eye through
non-linear transformation, that is, to correct the bleached (camera exposure) or over
dark (under exposure) image.

The relationship between the gray value of the input and output image after gamma
transformation is shown in Fig. 1: the abscissa is the input gray value, the ordinate is
the output gray value, the blue curve is the input-output relationship when the gamma
value is equal to 0.2, and the red curve is the input-output relationship of the corre-
sponding negative image when the gamma value is equal to 0.2. It can be observed that
when the gamma value is less than 1 (red curve), the overall brightness value of the
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image is rapidly improved, and the contrast at the low gray level is increased, which is
more conducive to distinguish the details of the image at the low gray level. A gamma
value somewhere between provides a compromise between increase and decrease
tendencies of the pixel value in the image [6].

The general form of the exponential function used for image processing is defined
as

y ¼ beaxþ 1 ð1Þ

Here again, að[ 0Þ controls the curvature of the exponential function while b is a
scaling factor.

Suppose an 8-bit image of size m� n pixels as Iðx; yÞ, then the gamma intensity
correction transforms the pixel intensity values at each spatial position ðx; yÞ, for x = 1,
2, …, m and y = 1, 2, …n in accordance with the following expression [7]

Igamma ¼ I x; yð Þc ð2Þ

Where Igamma represents the gamma intensity corrected form of the image Iðx; yÞ, and c
represents for the different gamma values that controls the type of mapping. When c is
set to a value of c[ 1, dark regions in the original image become lighter in the gamma
corrected one. Similarly, when c is set to a value c\1 the light regions in the original
image become darker in the gamma intensity corrected one.

In this paper, before using Gamma correction to enhance the image illumination, in
which a new image g0ðx; yÞ is created from the image gðx; yÞ by the transform

g0ðx; yÞ ¼ 255� gðx; yÞ ð3Þ

Fig. 1. Shows the function of the relationship between output and input signals by gamma
correction. (Color figure online)
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3 Proposed Method and Experimental Results

The suggested method comprises of three steps. Initially, the complement of the
original image had been computed and returns the result. Then the contrast enhance is
done by gamma correct. Afterwards, segmentation is done by using Otsu’s algorithm
[8]. A schematic overview of the recommended approach is shown in Fig. 2.

The dataset used in this paper, obtained from Field Museum online [9]. Some
experimental results had been shown in Fig. 3. Here, Otsu’s global thresholding
method had been employed as a comparison. The experimental results show that using
our algorithm has outperformed global thresholding methods.

A visual assessment was performed for grayscale images as well as for color
images. From the above segmentation images, it is clear that ours method are producing
very good segmentation results, although we didn’t take any denoising algorithm for
the original image in advance. The proposed method can be implemented in a real-time
optical character recognition system with limited resources.

Invert the low-
light image 

Apply the 
gamma correct 

Thresholding 
using Otsu's 

Fig. 2. Schematic overview of the recommended approach.
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(a)

(b)

(c)

(d)

(e)

Fig. 3. Some results of experiments, from (a)–(e), left is the original rubbing image, middle is
the segmentation using Otsu’s algorithm, right is binarization image using our method.
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4 Conclusion

In this paper, a Chinese rubbing image binarization algorithm is developed to use
gamma correct enhancement algorithm in the grayscale space with complement image.
It is computationally simple, fast and has a high degree of detail preservation with less
noise. We tested our algorithm on many different Chinese rubbing, and obtained
encouraging results. Future work will also involve segmenting characters from Chinese
rubbing images. Meanwhile, the techniques used in this paper are mostly classical
image processing techniques. A combination of classical image processing techniques
and recently developed deep learning techniques may further boost our segmentation
performance, which will also be one of our future research directions.
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Abstract. This research unfolds a fuller picture of how state spatial selectivity
(SSS) impacts Chinese urban growth through a case study of Zhuhai. Processing
remote date image, three stages of Zhuhai’s urban sprawl were identified: from
germinal, gradualist increase under neoliberal decentralization and sustainable
orientation, to expansion surge with amplified scalar restructuring and garden
city ideology, to fluctuant growth shaped by multiscalar restructuring and urban
livability. There are two main contributions. First, using remote sensing and
GIS, this study quantifies the interdigitated spatial effects of SSS. Second, it
enriches our understanding towards SSS and green growth by disentangling
their relations and unraveling their evolving modalities in urban sprawl. We
argue that SSS is crucial impetus touching off periodic, multiscalar rescaling to
spur the increment of urban land while sustainability idea regulates the pace and
intensity of urban growth and has nurtured out a livable Zhuhai. In this regard,
urban growth in Zhuhai is modest compared with its peers in Pearl River Delta
(PRD) region and displays periodic, multiscale characteristics. The main growth
area in Zhuhai is oscillatory between east and west that a polycentric structure
starts to emerge. The research also suggests that while SSS in China is mostly
growth-oriented, a shrink-oriented SSS in the West has started to emerge.
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List of Abbreviations

SSS State spatial selectivity
PRD Pearl River Delta
SEZs Special economic zones
LEI Landscape Expansion Index

1 Introduction

China’s urban territory has expanded exponentially since economic reform, receiving
substantial scholarly attention. Although urban expansion created plenitudinous wealth,
facilitated human (re)production, and extended living communities, concomitant issues
such as environmental degradation, traffic congestion, and the greenhouse effect,
emerged. These (un)favourable consequences have rendered urban expansion a double-
edged sword that finds the driving force and mechanism behind bulks large in urban
China (Wang et al. 2012). In hyper growth China, remote sensing images are valid data
displaying the spatiotemporal evolution of urban expansion (e.g., Wang et al. 2012)
whereas policy factors and impetus especially the contextualised politics behind are
discussed insufficiently.

SSS is a form of regulation over spaces (Jones 1997); one that unceasingly breaks
extant spatial orders for (re)equilibrium and intervenes. An in-depth evaluation on how
SSS alters and associates with urban expansion rates and patterns can be interpreted as
nuanced, and extended knowledge of the intrinsic mechanisms behind urbanisation.
The concept of SSS originates from the crisis of Atlantic Fordism, but travelled to
China, then evolved and variegated (Brenner 2004; Wu 2016). SSS rebuilds central-
local relations and enhances policy intensity that leads to geospatial difference in
expansion rate and modality and temporality of spatial selectivity adds complexity in
examining the impacts of SSS. Given all these, some research questions are raised:
How does SSS evolve along the capricious orientation/politics from central and local in
post-reform China? What are the spatio-temporal patterns of urban expansion under an
evolving SSS contingent on specific histories and geographies? In what ways does SSS
transform an urban landscape?

Zhuhai is selected, not only because it is located in once the fastest growing and
most urbanised PRD region but also because the city has benefitted from sustainable
ideology. The Zhuhai case is intriguing as it reveals how a forefront city competes for
spatial selectivity strategies in the fragmented PRD and how specific topography,
geography, and sustainability idea affect SSS growth. This research contributes to the
present studies in two main respects: first, it advances China’s urban expansion from an
SSS perspective, which significantly comprehends state intervention on the spatial
process; second, it quantifies the impact of SSS on urban growth to describe the spatial
manifestation of state action in detail.
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2 Three Stages of SSS in Post-reform China

Arising in the transition from the Keynesian welfare state to a neoliberal Schumpeterian
workfare state, SSS originates from a key mid-level notion of strategic selectivity,
assumes material and ideological forms (Jessop 1993; Jones 1997), then travelled to
China interpreting how decision making over space impacts fast territorial urbaniza-
tion. Yet, applying it to China shall first note the dissimilarities of SSS in different
context. First, shrink-oriented SSS started to emerge in the west whereas China
remained expands fast, incorporating “Green GDP” to balance environmental protec-
tion. Second, private sectors play significant role in the west while government sectors
dominate the growth in China. Third, with no Fordist–Keynesianism or the like to
begin with, China’s SSS aims to enhances accumulation efficiency but SSS in the west
targets to ease inherent capitalism crisis (Li and Chan 2017). Though rural hollowing
shrank villages in China, this is a passive process rather than a proactive choice. Three
stages of SSS in China’s rapid urbanization are generally identified.

2.1 Southeast Areas as the Pioneers Between 1978 and Early 1990s

Since 1978, insulated China has embarked on (re)introducing market-like rules, in
which state power was, horizontally, unleashed to the market and, vertically, reshuffled
within the state system. Synchronically, spatial selectivity first privileged remote south
China, where central control was considerably weak. After the economic reform, four
special economic zones (SEZs) were authorised to lodge transnational circulatory
capital. The inspirational saying, “Crossing the river by feeling the stones”, was
obtained by reform pioneers from cross-fertilisation with “foreign” ideas (Gabriel
1998). The acquisition of management knowledge, capital, and technology from
overseas facilitated SEZs development at incredible, albeit uneven, rates. This phe-
nomenon encouraged reformists to expand their zone experiment to another 14 coastal
cities with unladen preferential tax incentives, flexibly regulated foreign exchange, and
relaxed transfer of land use rights. In south China, extensive business connections with
foreign capital were established in cross-border zones of industrialisation de facto and
in situ urbanised rural area (Shen and Ma 2005). From 1980 to 1990, although the
presumable growth in central state sectors was, paradoxically, much less than that
outside the bureaucratic system (Harvey 2006), incipient urbanism is considered a state
masterpiece achieved through scalar restructuring.

2.2 The Hinterland Region Starts to Gain Favour Since Early 1990s

When the nationwide large-scale urban growth commenced in early 1990s, the interior
region was favoured. Fiscal decentralization and market reform in land, housing, and
public services accelerated the growth. The time-lag of preferential policies led to
regional inequality between the east and west, but the comparative advantages of the
coast diminished. Two rounds of urban land increases were observed from 1990 to
2000: a surge during the first half of the decade and a slowing down in the latter half
(Li and Yeh 2004). The sluggishness was partly affected by the “Ordinance for the
Protection of Primary Agricultural Land” (Decree [No. 162] of the State Council), after
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which many cities grew compactly, as opposed to the former “extensive sprawl” (Xiao
et al. 2006). In the inner city, public and private sectors preferred value-added
expansion in the form of micro infilling (He and Wu 2005, 2009). In the peri-urban
interface or suburbs, new towns were popularised and promoted by either adminis-
trative relocation or population decentralisation.

2.3 An Era of City-Regionalization Since 2000

A form of SSS infused with multiple levels of power intervention diversified after
2000. In addition, tax redistribution transited a streamlined decentralisation towards
hybrid power de/recentralisation, which scholars have regarded as “regionally decen-
tralised authoritarianism”. City-regions, new zones, and bay area agglomerations
burgeoned for scale production. Accordingly, land expansion was state-led and market-
leaning but was, not surprisingly, characterised by scant participation, ubiquitous elite
control, and local discretion. Thus, informal growth occasionally occurred. Market-
oriented expansion is committed to maximising profits in rent-gap seeking, whereas the
benefits of state-led growth largely accrue to reigning leaders. As Chinese officials are
transferred, promoted, and dismissed frequently, the floating cadre network destabilised
political ambiences for SSS-led expansion.

3 Research Method

Zhuhai sits at the southwest of Guangdong (Fig. 1). This region is among the rapidly
growing regions in China where cities are densely populated. Over the past decades,
the urban sprawl in Zhuhai has not been as intense as has that of its aggressive
neighbours, but it has remained striking. Despite rapid urbanisation, a liveable envi-
ronment benefitted from seashore climate and natural geography has long been a well-
known city brand for Zhuhai. At the end of 2015, Zhuhai had 1,732 km2 land surface
area and 1.63 million resident population. Zhuhai city consists of three main districts:
Xiangzhou (consisting of High-Technology Development Zone, Xiangzhou, and
Hengqin) (553.31 km2, 946.3 thousand inhabitants), Doumen (613.88 km2, 428.4
thousand inhabitants), and Jinwan Districts (565.14 km2, 259.4 thousand inhabitants).
Zhuhai’s expansion pathway is invaluable in showcasing how a liveable city is shaped
under cycles of SSS and how the produced rescaling (re)configures the spatiotemporal
patterns of the city. A study mapping the expansion path in Zhuhai broadens the
literature on urban expansion in west PRD and enriches our understanding on how SSS
influences urban growth trajectory.
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This research collates and processes remote sensing images to indicate the spa-
tiotemporal changes and growth patterns of urban land in Zhuhai. Three episodes of
growth are roughly identified, based on major shifts of SSS, data availability from
Landsat image and growth rate of urban construction land in Zhuhai. Overall, three
expansion phases with variant growth pace, rate, and patterns were roughly identified.
The Landscape Expansion Index (LEI) (Liu et al. 2010) was applied to identify three
types of its buffer zone: infill, edge-expansion, and outlying growth. Results quantified
the impact of SSS on Zhuhai and contributed to an in-depth understanding of the
politics of scale in Chinese cities (Fig. 2).

Fig. 1. PRD and Zhuhai

Fig. 2. Flow chart of remote sensing image processing
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4 Urban Sprawl Under Multi-scalar SSS in Zhuhai

The inherited socialist landscape of urban China was profoundly reshaped after the
market-oriented reform, wherein emergent and evolving scalar restructuring played an
important role. Facing the South China Sea, Zhuhai is a forerunner of market reform
modestly grew 212.49 km2 from 1980 to 2015, less than one-third of its outstanding
peer, Shenzhen (Fig. 3).

4.1 Germinal Expansion Under Neoliberal Decentralisation (1980–1990)

Zhuhai was a precursor in economic reform and began its urban expansion around a
policy-privileged zone. The incipient expansion was exploratory and gradual, driven by
two remarkable scalar restructuring events: 1) the upscaling of Zhuhai from a county to
a city in 1979 and 2) the upscaling of the Zhuhai SEZ in 1980. Zhuhai upgraded from a
county to a city in 1979 by annexing former Zhuhai and Doumen counties. This
administrative adjustment was part of Guangdong’s power rescaling, wherein
prefecture-level cities replacing autonomous states and districts became predominantly
administrative units and counties became directly administered by cities. By the end of
1991, 12 more prefecture-level cities emerged under this provincial-led rescaling, in
which Shenzhen and Zhuhai stood out, as entitled by the SEZ policy.

Officially unveiled as an SEZ in 1980, Zhuhai spearheaded the open-door policy
and market reform and ventured on urban expansion near Macau. Zhuhai’s early
growth was exploratory, prudently expanding over authorised policy zones and
developed centres. In its first 10 years, Zhuhai SEZ expanded in two rounds: initially
from a small area (6.8 km2) adjoining Macau to a large area (15.16 km2) encompassing
Xiangzhou main city proper in 1983 in the first round, and then to an augmented area
(121 km2) consisting of entire Xiangzhou and the High-Technology Development
Zone in 1988 in the second round. Urban construction land expanded along with this
enlargement from 35.19 km2 to 83.98 km2, in which edge expansion represented
77.7%, outlying 19.2%, and infilling only 3.1% of the total. The SEZ policy was the
prime incentive that triggered large-scale land growth in Xiangzhou bordering Macau.
History also plays a role: Xiangzhou and Doumen districts, the ex-centres of
Xiangzhou and Doumen counties, developed the most, with astonishingly high edge
expansion, but infilling was almost negligible. From 1980 to 1990, urban land area in
Xiangzhou increased to 29.02 km2, of which 26.79 km2 (i.e., 92.3%) was edge

Fig. 3. Expansion, reclamation and scalar restructuring in Zhuhai (1980–2015)
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expansion; Doumen grew less but still visible as its urban land area increased by
14.10 km2, with 8.91 km2 (i.e. 63.2%) from edge expansion. Infilling expansions
rarely happened. In early stage, sufficient land taking advantage of traditional centre
resources allowed rapid edge expansion. However, such growth was unsustainably
extensive, and slowed down in late 1980s as available land shrank and infilling
emerged.

Ten years of growth corresponded the first version of Zhuhai Master Plan,
implemented in 1980. Expansion considerably varied in different areas. Sprawl within
SEZ, particularly in Xiangzhou, was contiguous, but beyond the SEZ, in Doumen and
Tangjiawan, was fractional. In north Xiangzhou, informal expansion occasionally
exceeded planning redlines, implying that market forces were occasionally not subject
to planning control. Compared with Shenzhen incredibly increased to 62 km2 urban
area within 10 years, Zhuhai’s modest growth (by 48 km2 in the same period) is
inseparable from its sustainable mentality towards urban development. As perceived by
the local government, a beautiful natural environment is a great asset that should be
protected. Moreover, Macau did not achieve economies of scale, as Hong Kong did;
thus, Zhuhai hardly economically benefitted. Shenzhen outperformed all other SEZs,
because of its cross-border location advantage. Although economically backward,
Zhuhai refused to sacrifice the environment for economic growth. Massive industri-
alisation was suppressed at the beginning of Zhuhai’s urbanisation to avoid environ-
mental deterioration. In the master plans approved in 1980 and 1988, the development
objectives of Zhuhai were “coastal garden city” and “modern garden harbour city”,
indicating that a pro-environment mentality was always prioritised.

4.2 Expansion Surge with Amplified Scalar Restructuring (1990–2000)

Zhuhai’s comparative advantage as a reform forerunner has been weakened since the
1990s because of central and provincial policy changes. In Guangdong, county-level
cities burgeoned; from none in 1991 to 33 in 1996. All were upgraded from former
counties. Most city-administering-county structures transformed to province-
administering-county-level-city setups; hence, the provincial power decentralised to
county-level to reduce the support for prefecture-level cities. In addition, the nation-
wide decentralisation of political power and the amplified open-door policy freed most
interior regions replicating the SEZ model. In 1992, after Deng’s Southern Tour
Speech, Chinese Communist Party and the State Council launch new around of zone
policy that nominated cities enjoyed favourable policies akin to that of SEZs. The
homogeneity of policy zones intensified inter-urban competition, in which inward
rescaling became the main impetus for urban development.

Zhuhai nonetheless grew in the second decade empowered by the municipal.
Financed or managed by municipal state-owned enterprises, most significant projects
completed during this period. For instance, Zhuhai Airport, the primary project in the
1990s, was operated by Zhuhai Airport Management Co., Ltd. Urban land expanded
along these significant transportation, infrastructure, and development zones, increas-
ing by 94.24 km2, of which outlying growth represented 42.5%, edge expansion
44.7%, and infilling 12.8%. As Zhuhai Avenue and Zhuhai Airport were opened to the
public, land parcels neighbouring the traffic corridor in Sanzao town and Gaolan Port
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Economic and Technology Development Zone rapidly urbanised, thereby directing
Zhuhai’s main growth area westward in the early 1990s. From 1990 to 1995, Jinwan
District expanded the most. Out of 65.97 km2 urban land growth, Jinwan increased by
36.42 km2. Edge expansion occurred in Nanping town in Xiangzhou and the High-
Technology Development Zone. Between 1995 and 2000, the urban growth rate
decreased significantly, with only 28.27 km2 added urban land and outlying expansion
shrank remarkably. Return of Hong Kong and Macau fostered industrial development
in the less developed mainland that numerous industrial development zones emerged in
Zhuhai. This development propelled urban expansion in North Zhuhai, in which
growth in Xiangzhou and the High-Technology Development Zone accounted for 60%
(17.00 km2) of the total from 1995 to 2000. Urban land expanded around thriving
industrial parks as industrialisation-driven urbanisation prevailed. After the overbearing
growth from 1990 to 1995, only a small proportion of land was infilled in Zhuhai
Airport and Sanzao. Zhuhai’s urban expansion surged in the West first, advanced by
municipal financed large-scale infrastructures. As various development zones flour-
ished in the north, urban growth then accelerated on the north side. In the second
decade, the urban expansion rate and pattern varied in different regions. Urban
expansion in Xiangzhou and Doumen continued, but the rate slowed down, supple-
mented by infilling. Growth in Tangjiawan, Zhuhai Airport, and West Doumen
exceeded the planning scope; however, Hebao and the Damang islands of Gaolan Port
lagged far behind in achieving the planning goal, especially in the industrial land use.

Industrial parks thrived, and arable land rapidly shrank, thereby adversely affecting
the ecological environment, calling for protection approaches. The year 1992 became
far-reaching as the “Eight Prohibitions for Environmental Protection” was legislated,
making detailed rules and regulations to preserve the natural landscape in Zhuhai. Deng
Xiaoping made the remarkable southern tour speech in 1992 and proclaimed that
Singapore, the well-known garden country, was worth learning and emulating. Deng’s
advice inspired Zhuhai officials to imitate the Singaporean model, increasing Zhuhai’s
green coverage to 40%, and a green belt materialised along the Lover’s Road. In 1996,
the General Administration of Environmental Protection (later reorganised as the
Ministry of Environmental Protection) recognised Zhuhai as the pilot area of a national
eco-representative area. Zhuhai has begun to look for its own means of achieving
sustainable development. In 1998, Zhuhai became the first Chinese city to obtain the
“Best Practice for Improvement of Living Environment” award, which was granted by
the United Nations for its beautiful living environment.

4.3 Fluctuant Expansion Shaped by Multiscalar Restructuring
(2000–2015)

Scalar restructuring evolved sophisticated after China joined the World Trade Organ-
isation in 2000, involved power recentralisation over the land leasing and upscaling
strategies of Hengqin and Hong Kong-Zhuhai-Macau Bridge. In Guangdong province,
transforming either counties or county-level cities into districts became mainstream
administrative adjustment. A city-administering-district model matured, thereby
enhancing the role of prefecture-level and vice-provincial-level cities, such as Zhuhai.
Spatiotemporal expansion in Zhuhai fluctuated as rescaling strategies became complex.
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Before 2010, west Zhuhai expanded much faster than did the east, but such difference
was notably reduced after 2010, when both areas grew conspicuously. Growth in the
east area prevailed in Xiangzhou adjacent to Macau, predominately in the form of edge
expansion supplemented by infilling. However, the expansion in the west was sporadic,
transport-oriented, and polycentric. Jinwan, for example, experienced fast outlying
growth from 2010 to 2013, mainly expanding along Zhuhai Avenue. Growth in the
High-Technology Development Zone was enduring; infilling prevailed between 2000
and 2005, whereas edge expansion and outlying reigned for the rest of the period.
Hengqin, as the new zoning initiative, expanded rapidly after 2010, with the main
growth pattern evolving from outlying to edge expansion. Doumen district underwent
rapid urbanisation in two periods, with upsurges between 1980 and 1990 and 2000 and
2005; both stages were characterised by edge expansion.

From 2000 to 2015, urban land area in Zhuhai increased by 97.45 km2, of which
edge expansion accounted for 61.7%, outlying growth 26.6%, and infilling 11.7%. In
the first 10 years, such growth continued but moved westward; until 2005, urban land
increments were 34.1 km2. Widespread edge expansion (23.1 km2) occurred in
downtown Doumen, Xinqing Industrial Park, the Zhuhai Free Trade Zone, Gaolan Port
Economic and Technology Development Zone, and also along Zhuhai Avenue, with
one-third of the growth from outlying (5.7 km2) and infilling (5.3 km2). The expansion
between 2005 and 2008 was 25.9 km2, comparable to that from 2000 to 2005. Urban
growth mostly occurred in west Zhuhai, for example, in downtown Jinwan, Hongqi
town, Pingsha town, and Sanzao town, whereas increments in the east were lean and
limited to the High-Technology Development Zone. In 2008, an impactful “Notice of
the State Council on Promoting the Land Saving and Intensive Use (No. 3 [2008] of the
State Council)” was issued to guarantee the 1.8 billion mu redline. Land expansion
shrank significantly from 2008 to 2010, with only small portions of outlying (3.0 km2)
and edge-expansion (6.9 km2) observable in Doumen, Pingsha, and Gao Langang. This
low tide expansion resulted from the nationwide power recentralisation which coped
with land resource constraints; however, the subsequent upscaling of Hengqin New
Area re-exceptionalised Zhuhai, reinvented its scalar position, and revived its urban
growth. From 2010 to 2013, Zhuhai embarked on a small climax of expansion:
externally, construction of Hong Kong-Zhuhai-Macao Bridge and the opening of
Guangzhou-Zhuhai inter-city extension line reinforced Zhuhai’s connection to the
metropolitan kernel of PRD; internally, the preferential SEZ policy was geographically
amplified to all of Zhuhai, and the approval of the Henqin Master Plan essentially
augmented Zhuhai’s constructed area. The “key action plan of the Pearl River Estuary
Liveable Bay” favoured Zhuhai, where the coastal ambience, mountain backdrop, and
affluent natural resources were pleasant; however, the added built-up area from the
construction plans meant more under the land-centred accumulation logic. All three
types of expansion captured Henqin and Gaolan Port, with a small amount of edge
expansion in the Zhuhai Free Trade Zone and the High-Technology Development
Zone. The expansion decreased after 2013.
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Well-preserved natural landscapes brought honours to Zhuhai, a model diffusing its
sustainable development experiences for other cities. In the 2016 Chinese city com-
petitiveness ranking, Zhuhai ranked first in the liveable city category. Zhuhai’s envi-
ronmental advantages became apparent under new city-regionalism. In the “Reform
and Development Plan of PRD”, approved by the State Council in 2009, leaders from
Hong Kong, Macau, and Guandong province reached a consensus to co-construct a
high-quality living circle. As one of the most liveable cities in China, Zhuhai has the
demonstrative sense in constructing quality life in a bay area. Recently, Zhuhai has
shifted from its protection-oriented sustainable pathway to proactive strategic selec-
tivity. The Europe–China Eco Cities Link programme is an attempt to cooperate with
experiential international institutions to advance the development of ecological civili-
sation and pioneer a novel type of urbanisation.

5 Discussion and Conclusion

This study is one of the first endeavours to illustrate how SSS drives urban expansion
in Zhuhai – the kernel of western PRD in China. The expansion of most of Zhuhai has
followed an oscillatory pattern, starting in east Xiangzhou near Macau throughout the
1980s, moving to the west with the opening of Zhuhai Avenue in the early 1990s,
returning to the east under thriving industrial parks in the late 1990s, backtracking to
the west when infrastructure required completion after 2000, and being distributed
across the entire municipality after 2010. Urban clusters gradually developed, and a
polycentric structure emerged. In the first decade after Zhuhai formally upgraded to a
city, the SSS of SEZ in the early 1980s unpacked tax preferences, flexible customs,
trading regulations, and quotas, which fostered primitive capital accumulation and
urban expansion. Nevertheless, Zhuhai’s germinal growth was restrained by its sus-
tainable ideology that natural environments should be protected and not sacrificed for
economic development. The second decade witnessed an expansion surge that almost
doubled the urban area. However, the impetus for growth from both the national or
provincial level was much less than was that in the first phase, because SSS moved
from the east coasts to the hinterland regions at the national level and trickled down to
counties at the provincial level. The municipal-led infrastructural projects induced
profound rescaling and expanded urban land. To balance the environment and devel-
opment, Zhuhai learned Singapore’s garden city model and established an ecological
representative area to qualify expansion. From 2000 to 2015, Zhuhai’s expansion
fluctuated with the frequent changes in policy orientations. An upscaling of SSS
towards city-regions underscored the city-to-city cooperation that diversified the
expansion impetus. The long-standing adherence to sustainability was credited to
Zhuhai, whose case became a model for liveable city development. Local sustainability
fix, for instance the narrative of sustainable development, helped regulate the pace and
scale of urban expansion and nurtured one of the most liveable metropolises in China.
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The extant literature on China’s SSS is echoed (Li et al. 2014; Sun and Chan 2016;
Wu 2016). First, the periodisation of Chinese SSS engendered the periodic expansion
in Zhuhai: from exploratory and gradualist expansion in early reform, incentivised by
relaxation of state power, to expansion surges amid the rising urban entrepreneurialism
and thriving localism, to fluctuating expansion co-influenced by power rescaling
downwards to locality and upwards towards city-regions. The nascent growth along the
coasts was exploratory and sporadic, partly because the Chinese government inherited
a population control strategy to limit large cities and develop small- and medium-sized
cities (Zhao and Zhang 1995). Second, multiscalar restructuring shaped the rescaling-
induced expansion in Zhuhai. In this research, the state is both an ideological ensemble
and a material force of political structures that encompass national, provincial,
municipal, and low-level governments (Li 2015). Thus, SSS speaks for multiscalar and
multi-level strategic actions over prerogative space. National rescaling strategies, such
as the establishment of SEZ and the upgrading of Hengqin, have repositioned Zhuhai
as the core city in west PRD. Provincial rescaling strategies, such as the construction of
the Hong Kong-Zhuhai-Macau Bridge, have transited inter-city competition to city-to-
city cooperation. Municipal rescaling strategies, such as the completion of the airport
and Zhuhai Avenue, have reiterated the spatial layout within Zhuhai city. Third,
contradictions caused by SSS have necessitated a spatial fix to sustain the expansion-
based accumulation in Zhuhai. Race-to-bottom competition results in environment
degradation and social inequality, to reconcile which Zhuhai has repressed industri-
alisation and implemented a sustainability fix.

Though there is notable difference, SSS-led transformation in this research shares
some similarities to that in the west. In both contexts, SSS creates various growth poles
that lead to uneven geography. In Zhuhai, past selectivity strategy intensifies the
development differences between the east and west, which has restrained the integra-
tion strategy. The “soft” and “fuzzy” boundaries created by SSS are universal. Neither
the four-step amplification of SEZ from 1980 to 2010, nor the changing strategy
towards Hengqin, nor those ever-ongoing projects are fixed entities that accommodate
political contestation. In addition, history and geo-context influence SSS and its sub-
sequent expansion. The ex-centres of Xiangzhou and Doumen counties expanded most
during the early reform period. Cross-border governance is important for the power
realignment among national government, core city, and large market investors in
peripheral development. How central government addresses the “One Country, Two
System” issue would be central to Zhuhai’s cross-border expansion. Similar issue is
also observed in inner periphery of Amsterdam, Paris, and Milan metropolises, dif-
ferentiated spatial outcomes are attributed to the articulation of the changing rela-
tionships among three sources of power (Savini et al. 2015). In short, cross-border
regions add geographical heterogeneity to nation-state spaces because the frontiers are
both sensitive and apt to receive investment (Table 1).
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Abstract. The volumetric estimation of organs is a crucial issue both for the
diagnosis or assessment of pathologies and for surgical planning. Three-
dimensional imaging techniques, e.g. Computed Tomography (CT), are widely
used for this task, allowing to perform 3D analysis based on the segmentation of
each bi-dimensional slice. In this paper, we considered a fully automatic setup
based on Convolutional Neural Networks (CNNs) for the semantic segmentation
of human liver parenchyma and vessels in CT scans. Vessels segmentation is
also crucial for surgical planning as it allows separating the liver into anatomical
segments, each with its own vascularization.
The CNN model proposed for liver segmentation has been trained by mini-

mizing the Dice loss function, whereas a Tversky loss-based function has been
exploited in designing the CNN model for liver vessels segmentation, aiming at
penalizing the false negatives more than the false positives. In this work, the
training set from the Liver Tumor Segmentation (LiTS) Challenge, composed of
131 CT scans, was considered for training and tuning the architectural hyper-
parameters of the liver parenchyma segmentation model; 20 CT scans of the
SLIVER07 dataset, instead, were used as the test set for a final estimation of the
proposed method. Moreover, 20 CT scans from the 3D-IRCADb were consid-
ered as a training set for the liver vessels segmentation model and four CT scans
from Polyclinic of Bari were used as an independent test set.
Obtained results are promising, being the determined Dice Coefficient higher

than 96% for the liver parenchyma model on the considered test set, and
Accuracy higher than 99% for the suggested liver vessels model.
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1 Introduction

The volume quantification of organs is of fundamental importance in the clinical field,
for diagnosing pathologies and monitoring their progression over time. Imaging
techniques offer fast and accurate methods for performing this task in a non-invasive
way. In fact, starting from volumetric imaging acquisitions, such as Computed
Tomography (CT) or Magnetic Resonance (MR), it is possible to perform the three-
dimensional segmentation of organs, thus obtaining their volumetric information. This
task, however, revealed to be time-consuming, although needed expert medical doctors
to manually accomplish it by labelling each bi-dimensional slice in the volumetric
acquisition. This procedure was also susceptible to differences inter- and intra-operator
[1]. Taking into account these premises, researchers made considerable efforts in
developing semi-automatic or automatic segmentation methods, especially for those
body areas containing organs whose morphology could physiologically vary over time,
or due to pathologies, such as kidneys or liver. Recent works investigated the use of
Convolutional Neural Networks (CNNs), and Deep Learning (DL) strategies, in order
to design and implement automatic clinical decision support systems based on medical
images [2–4] or medical signals, as ECG [5, 6]. The main advantage of CNNs is that
they do not require the extraction of handcrafted features, which is a time-consuming
and challenging process as it involves an in-depth domain knowledge [7, 8]. Neural
Networks are also useful for hierarchical clustering [9] and nonstationary topological
learning [10]. Artificial Intelligence techniques are also widely used in other medical
domain contexts, such as speech-to-text for the assessment of Parkinson’s Disease [11,
12], attribute selection and classification in gene expression [13, 14], human force
estimation [15], or in cancer systems biology [16].

Medical decision support systems also include the segmentation of organs from
volumetric imaging acquisitions [17–19]. For example, De Vos et al. made an effort for
localizing anatomical structures in 3D medical images using CNNs, with the purpose to
ease tasks such as image analysis and segmentation [20]. Regarding the abdominal
area, there has been a growing interest in CT scan analysis for diagnosis purposes and
therapy planning. In fact, the segmentation of organs is crucial for several clinical
procedures, including radiotherapy, volume measurement and computer-assisted sur-
gery [21]. Rafiei et al. developed a 3D to 2D Fully Convolutional Network (3D-2D-
FCN) to perform automatic liver segmentation for accelerating the detection of trauma
areas in emergencies [22]. Lu et al. developed and validated an automatic approach
integrating multi-dimensional features into graph cut refinement for the liver seg-
mentation task [21]. Kim et al. proposed a 3D patch-based U-Net, followed by a graph-
cut post-processing, for the multi-organ segmentation of liver, stomach, duodenum and
right/left kidneys. The authors employed a Multi-Class Cross-Entropy loss function
with six classes. Their proposed method outperforms atlas-based approaches, whilst
shows comparable results with the inter-observer delineations of organs [23].

A further application of the segmentation task applied to liver regards the vessels
identification. According to Couinaud model [24], hepatic vessels represent the ana-
tomic borders of hepatic segments and, consequently, segmentectomies, based on the
precise identifications of these vascular landmarks, are crucial in the modern hepatic
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surgery because they avoid unnecessary removal of healthy liver parenchyma and
reduce the complications of most extensive resections [25]. In literature, there are
different approaches for liver vessels segmentation. Oliveira et al. proposed a seg-
mentation method exploiting a region-based approach [26], where a gaussian mixture
model was used to identify the threshold to be selected for adequately separating
parenchyma from hepatic veins. Yang et al. proposed a semi-automatic method for
vessels extraction. They used a connected-threshold region-growing method from the
ITK library [27] to initially segment the veins. To find the threshold, they exploited the
histogram of the masked liver. However, this process has to be supervised by an expert
user through a graphic interface [28]. Goceri et al. proposed a method called Adaptive
Vein Segmentation (AVS): they exploited k-means clustering for initial mask gener-
ation; then they applied post-processing procedures for mask refinement, followed by
morphological operations to reconstruct the vessels [29]. Chi et al. used a context-
based voting algorithm to conduct a full vessels segmentation and recognition of
multiple vasculatures. Their approach considered context information of voxels related
to vessels intensity, saliency, direction, and connectivity [30]. Zeng et al., instead,
proposed a liver-vessels segmentation and identification approach, based on the
combination of oriented flux symmetry and graph cuts [31]. Vessels segmentation is a
crucial task for many other applications too. For instance, reliable biometric analysis
systems for personal identification can be realized with a proper analysis of the
bifurcations of the vessels in the retinal fundus [32].

In this work, a Deep Learning approach is proposed aiming at a proper image
segmentation of liver parenchyma and vessels. The suggested implementation is based
on the V-Net architecture, a CNN widely used in volumetric medical image segmen-
tation [33]. In particular, for the CNN model of liver parenchyma, the Dice loss
function is herein optimized. The proposed image segmentation model of liver par-
enchyma poses the basis for a subsequent vessels segmentation, allowing to exclude
those ones which are outside the liver region. Moreover, the penalization of false
negatives (i.e., vessels voxels classified as background) over false positives (i.e.,
background voxels classified as vessels) is herein investigated to highlight how its
value could speed up the network convergence and the overall segmentation perfor-
mance. For this purpose, the Tversky loss-based function is herein exploited in
designing the CNN model for liver vessels segmentation. Instead, for liver parenchyma
segmentation, the Tversky loss does not lead to significant improvements. Note that the
unbalancing is lesser compared to the problem of vessels segmentation.

2 Materials

2.1 Liver Parenchyma Segmentation

In order to design and implement the proposed automatic liver parenchyma segmen-
tation approach, we considered the training set of the Liver Tumor Segmentation
(LiTS) Challenge, containing CT abdominal acquisitions of 131 subjects [34].
Regarding the test set, we evaluated the results of our experiments with a different
independent set, composed of 20 scans from the SLIVER07 dataset [35].
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In the CT scans of LiTS Challenge, pixel spacing belongs to range 0.56 mm to
1.0 mm in x/y-direction, whilst slice distance ranges between 0.45 mm and 6.0 mm,
with the number of slices varying from 42 to 1026 [34]. In the CT scans of SLIVER07,
pixel spacing is included in the range 0.55 mm to 0.8 mm in the x/y-direction, and slice
distance belongs to range 1 mm to 3 mm, depending on the used machine and protocol
[35]. We pre-processed all the images by windowing the HU values into the range
[−150, 350]. For the CNN model, the values were then scaled into the range [0, 1].

2.2 Liver Vessels Segmentation

We used the 20 CT scans of 3D-IRCADb for training and internally cross-validating
our CNN model, and a dataset of the Polyclinic of Bari composed of 4 CT scans as an
independent test set for external validation. The 3D-IRCADb dataset contains CT scans
whose axial-plane resolution varies from 0.56 mm to 0.81 mm, whilst resolution along
the z-axis spans from 1 mm to 4 mm. The number of slices ranges between 74 and 260.
The 20 CT scans of 3D-IRCADb come from 10 women and 10 men; the number of
patients with hepatic tumours is 75% of the overall dataset [36].

The dataset from the Polyclinic of Bari contains 4 CT scans with an axial plane
resolution varying from 0.76 mm to 0.86 mm, and a z-axis resolution spanning from
0.7 mm to 0.8 mm. The number of slices is between 563 and 694. Pre-processing
adopted for liver vessels segmentation was the same used for liver parenchyma
segmentation.

3 Methods

In the biomedical image segmentation area, a well-known and widely used semantic
segmentation CNN architecture is U-Net [37], whose model is based on an encoder-
decoder architecture and performs the segmentation of bi-dimensional images. Later, a
3D implementation of U-Net has been proposed by Çiçek et al. [38].

Milletari et al. proposed a variation of the standard U-Net, called V-Net, for the 3D
medical image segmentation [33]. Among the peculiarities of V-Net, we note the use of
down-convolutions, with stride 2 � 2 � 2 and kernel-size 2 � 2 � 2, instead of
2 � 2 � 2 max-pooling, the use of PReLu [39] non-linearities and the adoption of
residual connections. A 2.5D variant of the V-Net architecture is depicted in Fig. 1,
where all the 3D layers are replaced by the corresponding 2D ones, with a first layer
which processes 5 slices as 5 channels.

In the adopted architecture, “down” convolutional layers have stride 2 � 2 and
kernel-size 2 � 2; normal convolutional layers have kernel-size 5 � 5, and transposed
convolutional layers used as “up” convolutions have 2 � 2 kernels. Moreover, we
added a Batch-Normalization (BN) layer after each convolutional layer. The use of BN
layers has been taken into consideration by the same authors of the original V-Net [40].
Instead of PReLu non-linearities, we adopted the standard ReLu ones.
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For both the considered tasks, we trained our 2.5D V-Net by taking random patches
of 5 slices from the training set, assigning a higher probability to take a patch con-
taining at least one voxel belonging to the liver or to the vessels. The optimizer for the
training process was Adam [41], with a starting learning rate of 0.01. We trained the
network for 2001 epochs, reducing the learning rate by 10 every 333 epochs.
200 samples were processed per each epoch. The batch size has been set to 4.

In order to ensure low convergence time, it is crucial to select a proper loss
function, such as Binary Cross-Entropy (BCE) loss function, as in Eq. (1), or the
Weighted BCE (WBCE), as in Eq. (2). For the following definitions, let pi 2 P be the
probability of the ith voxel to belong to the liver and gi 2 G its binary label with
i ¼ 1; . . .;N; P and G respectively being the predicted segmented volume and the
ground truth volume.

BCE ¼ � 1
N

XN

i¼1
gi � log pið Þþ 1� gið Þ � log 1� pið Þð Þ ð1Þ

WBCE ¼ � 1
N

XN

i¼1
x1 � gi � log pið Þþx0 � 1� gið Þ � log 1� pið Þð Þ ð2Þ

In Eq. (2), x1 and x0 are introduced to give a different weight for positives and
negatives. These functions act as a proxy for the optimization of the true measures used
later for the evaluation, which usually include the Dice Coefficient D, as in Eq. (3).
Thus, another plausible choice for the optimization function consisted of directly
adopting an objective function based on the Dice Coefficient [33], or, more generally,
the Tversky index. Salehi et al. exploited the Tversky Loss function for lesion seg-
mentation by means of 3D CNNs [42]. The used implementation is reported in Eq. (4),
where p0i is the probability of the ith voxel to be positive, g0i its binary label (i.e., 1 for
positives and 0 for negatives), p1i its probability of being a negative, g1i its negated
binary label, directly obtained by logical NOT applied to g0i (i.e., 0 for positives and 1
for negatives).

Fig. 1. The proposed 2.5D V-Net architecture.
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D ¼ 2 �PN
i¼1 pigiPN

i¼1 pi þ
PN

i¼1 gi
ð3Þ

Ta;b ¼ 2 �PN
i¼1 p0ig0iPN

i¼1 p0ig0i þ a
PN

i¼1 p0ig1i þ b
PN

i¼1 p1ig0i
ð4Þ

We decided to employ a Tversky index-based loss function due to the unbalanced
voxels problem. In fact, the voxels belonging to the liver region are only a fraction of
the whole CT scan. In the LiTS dataset, the unbalancing ratio is approximately 40:1 in
favour of negative voxels, becoming more relevant for the vessels segmentation (about
200:1 in favour of negative voxels). Dice Loss does not give different weights to False
Positives (FPs) and False Negatives (FNs), thus it does not focus the learning on the
maximization of the recall of the voxels of interest. With a Tversky Loss, thanks to the
a and b coefficients, it is possible to give a major weight on FNs.

We considered different data augmentation techniques, as slice-wise right-left
flipping of volume patches, gaussian blur, elastic transform with a ¼ 2 and r ¼ 3,
multiplicative noise, random rotations in the range [−10°, 10°], random brightness and
contrast perturbations.

In the inference phase, we processed the volumetric images in a 3D sliding window
fashion, processing sub-volumes of 512 � 512 � 5 voxels. Since we adopted a 2.5D
approach, the five processed slices were used for predicting the central one only. In
order to create patches of five slices also at the begin and at the end of the CT scans, the
first and last slices were replicated. The first step of post-processing consisted in
applying morphological opening operator, in order to separate, if needed, the liver and
the spleen. In fact, due to the similarity between spleen and liver intensity values and
texture, the two organs could be misclassified. Then, we applied connected components
labelling, retaining only the largest one, since the liver is the largest organ in the
abdomen. Finally, we applied morphological closing and morphological hole-filling to
the segmented masks. A similar procedure has been carried out for the vessels seg-
mentation, without the morphological and connected components labelling post-
processing. In Sect. 4, we report the segmentation results for both the liver parenchyma
and the liver vessels.

4 Experimental Results

4.1 Segmentation Quality Measures

To evaluate the performance of the implemented segmentation algorithms, we refer to
the indexes adopted in the SLIVER07 and LiTS challenges [34, 35]. It is possible to
make a distinction between quality measures based on the volumetric overlap and those
based on surface distances.
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Relevant quality measures based on volumetric overlap are the Volumetric Overlap
Error (VOE), defined in Eq. (5) and the Sørensen–Dice Coefficient (DSC), defined in
Eq. (6). The VOE definition depends on the ratio between intersection and union,
namely the Jaccard Index J. In all the definitions involved in the quality measures, we
denote B as the binarized predicted segmented volume (obtained by thresholding P)
and G as the ground truth volume; the cardinality operator for a set is denoted as �j j.

VOE B;Gð Þ ¼ 1� J B;Gð Þ; where J B;Gð Þ ¼ B\Gj j
B[Gj j ð5Þ

DSC B;Gð Þ ¼ B\Gj j
Bj j þ Gj j ð6Þ

A more general formulation of both the DSC and Jaccard Index is the Tversky
Index Ta;b B;Gð Þ, defined as:

Ta;b B;Gð Þ ¼ B\Gj j
B[Gj j þ a B� Gj j þ b G� Bj j ð7Þ

We note that T0:5;0:5 B;Gð Þ corresponds to DSC B;Gð Þ, while T1;1 B;Gð Þ corresponds
to J B;Gð Þ. Besides calculating the overlap error, it is also possible to quantify the
Relative Volume Difference (RVD), defined as:

RVD B;Gð Þ ¼ Bj j � Gj j
Gj j ð8Þ

Interesting quality measures based on external surface distances are the Maximum
Symmetric Surface Distance (MSSD, or Symmetric Hausdorff Distance) and the
Average Symmetric Surface Distance (ASSD) [35]. These measures are particularly
useful for applications like surgical planning, where to make a suitable prediction of the
mesh of the organs is vital. We also evaluated performances in terms of Accuracy,
Recall and Specificity, as in Bevilacqua et al. [2], considering Positives the voxels
belonging to the liver or vessels (depending on the segmentation task), Negatives the
others.

4.2 Results and Discussion

The results obtained for the liver parenchyma segmentation and liver vessels seg-
mentation are reported in Table 1 and Table 2, respectively.

The 2.5D V-Net trained with the Dice loss allowed us to obtain a mean Dice
Coefficient of 96.13% and a mean MSSD of 140.42 mm for the liver parenchyma
segmentation task. Since in a surgical planning setup is crucial to reduce the Hausdorff
distance, we note that the adoption of the post-processing is very beneficial.
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It permitted us to reduce the mean MSSD to 31.50 mm, and its standard deviation from
86.96 mm to 12.05 mm. A so large reduction of the MSSD can be explained by the
fact that sometimes the liver CNN model also segments the spleen region, as previously
stated. The proposed approach outperforms other methods proposed in the literature, as
reported in Table 1. Note that, since the liver segmentation task is not too unbalanced,
the V-Net trained with Tversky loss with a ¼ 0:3, b ¼ 0:7 leads to results comparable
with the network trained with the Dice Loss, whereas the V-Net trained with the
Tversky loss with a ¼ 0:1, b ¼ 0:9 leads to worse overall results, since the coefficients
penalize too much the false negatives.

Regarding the vessels segmentation task, the proposed method shows high Accu-
racy, also compared to other approaches proposed in the literature, as can be seen in
Table 2. The adoption of the Tversky loss to penalize false negatives more than false
positives yields to progressively higher recall values when a is decreased and b is
increased, with a best recall of 68.92 in the configuration with a ¼ 0:1, b ¼ 0:9. Thus,
in case of extremely unbalanced dataset, we appreciated the use of the Tversky loss
function. However, we have to note that our test set is very small, and the results suffer
from high variability. Examples of liver segmentation results obtained with the pro-
posed method are depicted in Fig. 2, whereas examples of vessels segmentation results
are reported in Fig. 3 and Fig. 4.

Table 1. Liver parenchyma segmentation results, expressed as “mean ± standard deviation”.
D-L stands for Dice Loss, whereas T-L stands for Tversky Loss. PP stands for post-processing.

Model DSC [%] VOE [%] RVD [%] ASSD [mm] MSSD [mm]

2.5D V-Net, D-L 96.13 ± 2.45 7.35 ± 4.31 1.13 ± 6.24 4.18 ± 7.95 140.42 ± 86.96

2.5D V-Net, D-L, PP 96.52 ± 1.84 6.66 ± 3.32 4.26 ± 3.95 1.44 ± 0.89 31.50 ± 12.05
2.5D V-Net, T-L
ða ¼ 0:3; b ¼ 0:7)

96.27 ± 1.57 7.16 ± 2.86 1.24 ± 4.03 3.56 ± 7.48 141.04 ± 84.54

2.5D V-Net, T-L, PP
ða ¼ 0:3; b ¼ 0:7)

96.26 ± 1.18 7.19 ± 2.18 5.11 ± 3.24 1.50 ± 0.61 31.26 ± 12.18

2.5D V-Net, T-L
ða ¼ 0:1; b ¼ 0:9)

94.21 ± 3.01 10.81 ± 5.16 7.05 ± 5.90 6.03 ± 8.56 158.37 ± 65.09

2.5D V-Net, T-L, PP
ða ¼ 0:1; b ¼ 0:9)

93.88 ± 2.40 11.45 ± 4.12 10.99 ± 6.15 2.43 ± 1.11 33.95 ± 13.01

Lu et al. [21] N/A 9.21 ± 2.64 1.27 ± 3.85 1.75 ± 1.41 36.17 ± 15.90

Rafiei et al. [22]
3D-2D-FCN + CRF

93.52 N/A N/A N/A N/A

Kim et al. [23]
3D U-Net

95.9 ± 1.8 N/A N/A 0.71 ± 0.30 8.93 ± 6.30
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Table 2. Liver vessels segmentation results, expressed as “mean ± standard deviation”.

Model Accuracy
[%]

Recall [%] Specificity
[%]

ASSD [mm]

2.5D V-Net, Dice loss 99.94 ± 0.02 56.67 ± 20.13 99.96 ± 0.03 9.51 ± 0.52
2.5D V-Net, Tversky
loss
ða ¼ 0:3; b ¼ 0:7)

99.93 ± 0.03 62.62 ± 17.01 99.94 ± 0.03 14.84 ± 2.93

2.5D V-Net, Tversky
loss
ða ¼ 0:1, b ¼ 0:9)

99.91 ± 0.04 68.92 ± 19.13 99.92 ± 0.05 15.79 ± 2.21

Goceri et al. [29]
AVS

89.57 ± 0.57 N/A N/A 23.1 ± 16.4

Chi et al. [30]
Context-based voting

98 ± 1 70 ± 1 99 ± 1 2.28 ± 1.38

Zeng et al. [31]
Oriented flux
symmetry and graph
cuts

97.7 79.8 98.6 N/A

Fig. 2. A slice of the liver segmentation task: (left) ground truth; (center) Dice Loss-based 2.5D
V-Net prediction; (right) difference between ground truth and prediction, where false negatives
and false positives are respectively evidenced in green and in yellow. (Color figure online)

Fig. 3. A slice of the vessels segmentation task: (left) ground truth; (center) Tversky Loss-based
2.5D V-Net prediction; (right) difference between ground truth and prediction where false
negatives and false positives are respectively evidenced in green and in blue. (Color figure
online)
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5 Conclusion and Future Works

In this work, we proposed a fully-automatic CNNs-based approach for the segmen-
tation of liver parenchyma and vessels in CT scans.

The liver parenchyma segmentation has been evaluated on CT abdominal scans of
20 subjects considering different metrics. The proposed CNN approach allowed us to
obtain high voxel-level performances, with Dice Coefficient greater than 96% on the
test set. For a surgical planning setup, it is crucial to have a small Hausdorff distance,
and we note that the employment of proper post-processing procedures can yield to the
reduction of MSSD from 140.42 mm to 31.50 mm.

The model adopted for the liver vessels segmentation has been evaluated on an
independent test set of 4 CT scans, with Accuracy higher than 99%. The obtained
results show that the 2.5D V-Net, trained with a Tversky Loss, is a very promising
approach for the vessels segmentation in CT scans, allowing to obtain accurate volu-
metric reconstructions of the segmented region.

The proposed system will help the radiologists in accomplishing the laborious task
of segmenting liver and vessels from a CT scan, laying the foundation for further image
analysis algorithm on the segmented region.

Future works will include further validation on datasets coming from different
cohorts of subjects, and investigation on novel analysis of the segmented liver region,
targeted to obtain the Couinaud hepatic segments classification.
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Abstract. With the increasing development of e-commerce platforms, it has
become a growing demand to use collar types to retrieve clothing on shopping
websites. However, due to the lack of image training data sets for collar clas-
sification, the task of collar image classification faces many challenges such as
multiple poses, multiple noises, and small detection areas. There is currently no
specific collar image classification research report. The existing image classifi-
cation algorithms are not ideal in the actual collar classification task. To this end,
this paper collected 39248 images of network collars, constructed a small collar
image data set with four categories called Collar-Four, and proposed a classi-
fication algorithm called SqueezeCNet. The algorithm is improved by adding a
CBAM block to the Fire module in SqueezeNet. The improved module is called
FireC. In the experimental part, the initialization model and transfer model of
SqueezeCNet are compared with the random initialization model and transfer
model of traditional convolutional neural networks on the Collar-Four dataset.
The initialization model of SqueezeCNet obtains an accuracy of 76.66%, and the
classification effect is better than random initialization model and transfer model
of traditional convolutional neural networks. The transfer model of Squee-
zeCNet has an accuracy of 79.74%, which is the best among all experimental
models. In addition, an ablation experiment was performed on the classification
algorithm proposed in this paper, which further proved the effectiveness of the
method in this paper. Experiments show that the application of SqueezeCNet on
the Collar-Four dataset is feasible, and this algorithm can effectively solve the
real-world collar image classification problem with noisy background.

Keywords: Collar classification � Collar-Four � SqueezeCNet � CBAM �
Transfer learning

1 Introduction

With the development of the clothing industry, the clothing design field and the
clothing sales field have put forward higher requirements on the management, classi-
fication and retrieval of clothing pictures, especially the clothing attribute classification,
such as clothing collar type and clothing color. As a part of clothing, the collar not only
protects the neck and decorate the clothing but also is an important feature to distin-
guish clothing styles. Therefore, it is very important for clothing information
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management, release and retrieval that to classify clothing based on collars. At present,
the research on clothing classification mainly focuses on the clothing itself. The opened
clothing datasets include DeepFashion [1], DeepFashion2 [2], Street2shop [3], etc.
Unfortunately, there is no public dataset available for classification of clothing attri-
butes (such as collar), and no researchers pay attention to noisy collar images and
conduct relevant image classification research. Therefore, no network for collar clas-
sification has been designed.

Compared with the noiseless collar image classification, there are the following
problems for collar classification based on the clothing images that are on the e-
commerce website: Firstly, the collar in the image is affected by occlusion, deforma-
tion, clothing ornaments, shooting distance, angle and background, which have dif-
ferent degrees of impact on the classification accuracy; Secondly, there usually are
multiple people, multiple clothing types in the image of advertising, which brings
difficult to conduct image recognize task. In a word, there are always many regions that
are not related to the collar classification in this type of collar image.

The main works of this article are as follow:

(1) A clothing collar classification image dataset named Collar-Four is established. The
dataset includes four categories: round collar, lapel collar, stand collar and hooded
collar, with a total of 39248 pictures, of which 70% are pictures with complex
background.

(2) An algorithm for the classification of collar images is called SqueezeCNet. In this
paper, the initialization model and transfer model of this model are compared with
the random initialization model and transfer model of neural network, and the
ablation experiment of SqueezeCNet is carried out. Two sets of experiments prove
that SqueezeCNet can effectively solve the noisy collar image data in the real
world, and verify the effectiveness of Collar-Four in the deep learning classification
algorithm. It shows that the dataset is suitable for the collar classification of
clothing. Meaningful and contributing.

2 Related Work

2.1 Transfer Learning

Deep learning [4] was originally proposed by Hinton et al. in 2006. It is the internal law
and representation level of learning sample data. The information obtained in the
learning process is of great help to the interpretation of image data. Therefore, deep
learning is currently used in various image recognition tasks [5–11]. Convolutional
neural network is one of the representative algorithms of deep learning [12, 13].
However, the direct use of neural network models for image classification, no detailed
optimization parameters and careful network design for specific tasks cannot achieve
good classification results. With the emergence of more and more practical application
scenarios, it is a hugely expensive task to obtain a large enough amount of data
immediately, so transfer learning has attracted more and more attention. Therefore, for
a classification problem in a new field, transfer learning [14] has become a good choice.
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In the field of image classification, ImageNet dataset [15] is often used as a pre-training
dataset. The parameters of the trained model are transferred, and then a certain number
of target datasets are used to fine-tune the network and optimize the parameters, so that
the model can start training and optimization at a good starting point. And the features
extracted from the bottom layer in the pre-training model are universal, and can extract
basic features such as the edge and texture of the image. Figure 1 shows the transfer
learning process based on convolutional neural networks.

In recent years, transfer learning methods have been widely used to solve many
challenging problems. Wu et al. [16] used transfer learning to perform classification
task in Oxford flower dataset, and reach the accuracy of 95.29%, prove that transfer
learning has better robustness and generalization ability in flower recognition; Seo et al.
[17] used the pre-trained GoogLeNet model to learn features of more than 1,000 pieces
of manually labeled clothing images, and then obtained a good clothing classification
effect on this dataset, which proved the effectiveness of transfer learning on small
clothing dataset.

2.2 Convolutional Block Attention Module (CBAM)

The basic idea of the attention mechanism in computer vision is to allow the neural
network to ignore irrelevant information and focus on key information, thereby
improving the performance of the model. There is currently a wealth of relevant
research [18–21]. Convolutional Block Attention Module (CBAM) [22] is an attention
mechanism module that combines space and channel. It multiplies the input features
and adaptively refinement for features to enhance the expression ability of features.
The CBAM block is shown in Fig. 2. First, the channel attention map is element-wise
multiplication by the input feature map to obtain F1, and then the spatial attention map
of F1 is calculated, and the two are element-wise multiplication to obtain the final
output Refined Feature. Channel attention mainly focuses on what is meaningful in the
input image. The channel attention module mainly uses global average pooling and
global max pooling. Then, the correlation between channels is modeled by two full
connection layers and corresponding activation functions, and the weights of each
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Fig. 1. Transfer learning based on convolutional neural network.
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feature channel are obtained by merge the two output. Spatial attention is mainly
focused on location information. It also uses global average pooling and global max
pooling to get two different feature descriptions, and then uses concatenation to merge
the two feature descriptions, and uses convolution to generate spatial feature map.

2.3 SqueezeNet

SqueezeNet [23] is a network model that does not focus on improving classification
accuracy, but focuses on reducing model parameters and reducing network calcula-
tions. Therefore, the network proposed a network unit structure similar to inception,
named Fire module, it is the core module of SqueezeNet. A Fire module contains a
squeeze convolutional layer (only 1 � 1 convolution kernel) and an expand convo-
lutional layer (1 � 1 and 3 � 3 convolution kernels). Among them, the squeeze layer
draws on the idea of Inception. The input layer first compresses the dimensionality
through the squeeze convolution layer, and then expands the dimensionality through
the expand convolution layer (convolution and convolution mixture). If the network
uses too many 1 � 1 convolution kernels, the feature area of the image extracted by the
convolution kernel is too small, which will cause the feature extraction ability of the
network to decrease. Therefore, in the expand layer, the 1 � 1 convolution kernel only
replaces part of the 3 � 3 convolution kernel. The structure diagram of Fire module is
shown in Fig. 3.

Fig. 2. CBAM module

Fig. 3. Fire module.
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3 Collar Classification Algorithm-SqueezeCNet

Aiming at the classification task of real collar images, this paper proposes a new
classification algorithm-SqueezeCNet. The network is too deep, the parameter will be
too large, which will affect the classification performance of the network. Therefore,
this article chooses the lightweight SqueezeNet as the basic network to improve. In the
Collar-Four dataset, the collar image contains too much noise information, and the
collar only appears in a small area of the image. Although the convolutional neural
network has strong feature representation ability, but due to the influence of the collar
image perspective, background, occlusion and other factors, the network cannot focus
on the features of the collar well. Therefore, this article borrows the CBAM block
proposed in [22] and adds it to the Fire module in SqueezeNet, so that the network can
pay attention to the distinctive area, and then carefully compare and identify the area to
improve the classification performance. The improved Fire module is called FireC, and
the improved algorithm is called SqueezeCNet. Table 1 lists the main parameter set-
tings of the algorithm. Figure 4 shows the structure of SqueezeCNet.

FireC is shown in Fig. 5, the feature map s (H�W�M) is input to the squeeze
operation and ReLU, and the feature map S (H�W�n1) is obtained, where n1 repre-
sents the number of channels of the 1 � 1 convolutional layer of the squeeze
part. Then, S is input to the CBAM module. In CBAM, S first passes the channel
attention block to obtain the weight coefficient Wc, where r refers to the sigmoid
function. S will go through average pooling and max pooling on the channel respec-
tively in the channel attention block, and then go through MLP respectively. Perform

Table 1. SqueezeCNet parameter settings

Name SqueezeCNet

Conv 3 � 3, 64, stride =2
ReLU 64
Maxpool 3 � 3, stride =2
FireC2 squeeze 1 � 1,16; CBAM, 16; expend 1 � 1,64; expend 3 � 3,64
FireC3 squeeze 1 � 1,16; CBAM, 16; expend 1 � 1,64; expend 3 � 3,64
Maxpool 3 � 3, stride = 2
FireC4 squeeze 1 � 1,32; CBAM, 32; expend 1 � 1,128; expend 3 � 3,128
FireC5 squeeze 1 � 1,32; CBAM, 32; expend 1 � 1,128; expend 3 � 3,128
Maxpol 3 � 3, stride = 2
FireC6 squeeze 1 � 1,48; CBAM, 48; expend 1 � 1,192; expend 3 � 3,192
FireC7 squeeze 1 � 1,48; CBAM, 48; expend 1 � 1,192; expend 3 � 3,192
FireC8 squeeze 1 � 1,64; CBAM, 64; expend 1 � 1,256; expend 3 � 3,256
FireC9 squeeze 1 � 1,64; CBAM, 64; expend 1 � 1,256; expend 3 � 3,256
Conv 1 � 1
num_calss, ReLU, AdaptiveAvgPool, softmax
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an elementwise-based addition operation on the features output by the MLP, and then
pass the sigmoid activation operation to obtain Wc. The new feature Fc can be obtained
by elementwise multiplication of Wc and S. Fc is used as the input of the spatial
attention block in CBAM, and finally the weight coefficient Ws is obtained, where f
refers to the convolution operation. Fc will get two results through average pooling and
max pooling in spatial attention block. After these two results are based on concat
operation, Ws is obtained through convolution operation and sigmoid activation
operation. The new feature Fs can be obtained by elementwise multiplication of Fc and
Ws. Input Fs to expand and then perform ReLU, and final output of the entire FireC
module is S2. The expand part includes 1 � 1 convolution and 3 � 3 convolution. Fs
is input to 1 � 1 convolution to get a feature map size of H�W�n2, Fs is input to
3 � 3 convolution to get a feature map size of H�W�n3, n2 represents the number of
channels of the 1 � 1 convolution layer of the expand part, and n3 represents the
number of channels of the 3 � 3 convolution layer of the expand part. The results of
two different core sizes are output through the concat operation, and the number of
output channels is n2+n3. The process description of FireC processing image is shown
in Table 2:

Fig. 4. The structure of SqueezeCNet.

Fig. 5. FireC module
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4 Experiment

4.1 Experimental Environment and Parameter Settings

All the experiments are done on Collar-Four. The experimental environment includes
Intel i7-7700 processor, 1T SSD solid state drive, 32 memory, NVIDIA
GTX1080Ti GPU. In transfer learning model, the learning rate is set to 1e-4, the weight
attenuation is set to 1e-6, the momentum factor is set to 0.9, and the SGD function is
used to update the network weight. All experimental iterations are set to 300
generations.

4.2 Experimental Dataset

In view of the fact that there is no public collar image dataset at present, this paper
constructs a collar type data set named Collar-Four. The images are from Taobao, tmall
and clothing brand websites and other major e-commerce platforms. Pictures are col-
lected by manually and crawlers. The pictures are for experimental use only, not for
commercial use.

The images of the Collar-Four include images that only contain clothing, and
images of models and models wearing them. In addition, the image has the charac-
teristics of different landmarks, multi angle, multi pose, multiple objects of the same
type in a single image, and different degrees of occlusion. The collar only exists in a
small area of the image, and the rest of the image belongs to the classification inde-
pendent noise. Therefore, the dataset has strong expression ability and rich diversity,
which is helpful to learn the characteristics of collar and meet the requirements of the
real world.

The dataset contains 39248 pictures with four categories of round collar, lapel
collar, stand collar and hooded collar, each category contains 9600 to 10,000 three-
channel RGB pictures. The datasets are divided into training sets and test sets, and the
ratio of training data and test data is about 7: 3. Table 3 shows the total number of each
collar category images, and the size of training set and test set of each collar category.
Figure 6 shows partial images of four types of collars.

Table 2. FireC processes the image

FireC processes the image

input: feature map s
output: feature map S2
1: S ¼ ReLU squeeze sð Þð Þ
2: Wc Sð Þ ¼ r MLP Avgpool Sð Þð ÞþMLP Maxpool Sð Þð Þð Þ
3: Fc ¼ S�Wc Sð Þ
4: Ws Fcð Þ ¼ r f Avgpool Fcð Þ;Maxpool Fcð Þ½ �ð Þð Þ
5: Fs ¼ Fc �Ws Fcð Þ
6: S2 ¼ ReLU expand Fsð Þð Þ
return S2
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4.3 Experimental Results and Analysis

Contrast Experiment. In order to solve the classification problem of real and noisy
collar data, ResNet50 [24], VGG16 [25], VGG19 [25], ResNext [26], Res2Net-50 [27],
SE-Res2Net-50 [27], SKNet [28], SqueezeCNet’s random initialization model and
transfer learning model to predict the category in Collar-Four. Table 4 shows the
experimental results. The transfer model of SqueezeCNet has the best classification
effect, followed by the initialization model of SqueezeCNet. The structure of the
randomly initialized network and the parameters of the model start from random
guessing. As a result, during the training process, the network may not be able to
quickly and accurately find the optimal value, but it is easy to fall into a local optimum
or even overfitting. Convolutional neural network itself has a large number of neurons,
numerous weight information, complex structure, and the deeper the network, the
greater the amount of parameters, the generalization ability of the model cannot reach
the optimal, which affects the ability of the model to finally distinguish the image
category. The random initialization network of ResNet50, VGG16, VGG19, ResNext-
50, SKNet, Res2Net-50, SE-Res2Net-50 has a deep number of layers and a large
amount of parameters, and it is not well trained to obtain good semantic parameters on
a small amount of collar image data, the accuracy rates of 61.29%, 55.00%, 52.99%,

Table 3. Total number of images in each category and number of images in training sets and
test sets.

Collar type Training set Test set Total

Round collar 7014 3007 10021
Lapel collar 7000 3000 10000
Stand collar 6721 2881 9602
Hooded collar 6740 2885 9625

Fig. 6. Example images showing different categories are (a) round collar (b) lapel collar
(c) stand collar (d) hooded collar.
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68.98%, 73.12%, 73.27 and 73.76% were obtained respectively. After randomly ini-
tializing the network using the transfer learning method, the network can learn from a
good initial point and avoid training a complex model with millions of parameters,
thereby improving the performance of the deep learning model, i ncluding improving
the generalization ability of the model and enhancing the robustness. The classification
effect of the transfer model of ResNet50, VGG16, and VGG19 is better than the
random initialization model, and the accuracy rates of 73.98%, 75.18%, and 75.47%
are obtained respectively. However, if you want to fundamentally improve the effect of
network classification, you must improve from the basic network. Collar-Four is a
collar image dataset in the real world. The image background contains a lot of noise,
and the collar area occupies a relatively small portion of the image. If the network can
accurately extract the collar itself, it needs to be more strong distinguishing ability.
SqueezeCNet is based on SqueezeNet and adds CBAM module. After adding the
CBAM module, the neural network pays more attention to the collar itself, enhancing
beneficial features and suppressing useless features according to the importance of
features. Therefore, SqueezeCNet obtains an accuracy rate of 76.66%, which is better
than the random initialization model and transfer model of other networks. In order to
further improve the effect of the model on collar image classification, we try to add the
transfer learning method, and the effect is further improved. The classification accuracy
of SqueezeCNet’s transfer model in the collir four dataset reaches 79.74%, which is the
best among all the methods.

SqueezeCNet’s ablation experiment. Table 5 shows the ablation experiment results
of SqueezeCNet. The CBAM module can improve the feature extraction capability of
the basic network from the perspective of channel and space. Compared with Squee-
zeNet, the classification results of SqueezeCNet are improved by 10.49%, indicating
that CBAM can effectively increase the feature extraction capabilities of the network,

Table 4. Comparison of accuracy between SqueezeCNet and other models.

Method Test set accuracy

ResNet50 61.29%
VGG16 55.00%
VGG19 52.99%
SKNet 73.12%
SE-Res2Net-50 73.76%
Res2Net-50 73.27%
ResNext-50 68.98%
ResNet50+Transfer 73.98%
VGG16+Transfer 75.18%
VGG19+Transfer 75.47%
SqueezeCNet 76.66%
SqueezeCNet+Transfer 79.74%
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thereby improving network performance; The pre-training model in the transfer
learning method not only learns low-level features such as color and texture, but also
learns high-level semantic features that help the classification of the target data set,
thereby optimizing the target task and improving the classification performance of the
model. After SqueezeCNet is added to the transfer learning method, the classification
result is 11.89% higher than that of SqueezeNet, indicating that the transfer learning
method can make the network have a better classification effect. The experimental
results fully verify that the method proposed in this paper has good classification
performance on the challenging noisy collar image on the Collar-Four dataset.

5 Conclusion

In the context of Internet shopping, efficient and accurate collar classification is helpful
for merchants to describe clothing information, so that users can retrieve their favorite
clothing styles through collar categories, and promote the development of the clothing
sales industry. In the absence of relevant research, this paper constructs a collar dataset
named Collar-Four, and the image contains a lot of noise. In addition, for real-world
collar image data, a SqueezeCNet algorithm based on SqueezeNet is proposed. In
SqueezeCNet, by introducing the CBAM module and transfer learning method, the
feature extraction ability of the network is strengthened and training is started from a
good start, which effectively solves the problem of difficulty in classifying collar
images with a lot of noise in the real world. All experiments in this paper are based on
Collar-Four. Specifically, the transfer models of SqueezeCNet and SqueezeCNet are
compared with the random initialization models of ResNet50, VGG16, VGG19,
ResNext, Res2Net-50, SKNet and the transfer models of ResNet50, VGG16, and
VGG19. The experimental results show that the results obtained by the transfer models
of SqueezeCNet and SqueezeCNet are better than the random initialization model and
transfer model of traditional neural networks, which proves that the SqueezeCNet al-
gorithm can be effectively applied to collar image classification. In addition, the
classification algorithm proposed in this paper is verified by model ablation experi-
ments, which further proves the effectiveness of this method. Therefore, the distribution
of Collar-Four collar image data proposed in this paper is reasonable, can support the
construction of classification models, and can be used as training set data for collar
classification tasks in the real world. The Collar-Four dataset and SqueezeCNet algo-
rithm have practical significance for carrying out research on the classification and
retrieval of clothing collars.

Table 5. SqueezeCNet’s ablation experimen.

Method Test set accuracy

SqueezeNet 66.17%
SqueezeCNet 76.66%
SqueezeNet+Transfer 78.06%
SqueezeCNet+Transfer 79.74%
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Abstract. Traffic signs detection is a hot and important topic in the research
field of computer vision and lots of applications, e.g., driver assistance system
and autonomous vehicle, etc. Thanks to the development of the convolutional
neural network, object detection has achieved promising results in recent years.
Nevertheless, traffic sign detection still faces two difficulties due to the char-
acteristics of traffic signs. The first difficulty is the detection of small and blurred
traffic signs. The second difficulty is that training samples are sparse and
imbalanced. For tackling these two difficulties, Guided Region Enlarging
Algorithm (GREA) is proposed in the paper. The GREA consists of two sub-
modules, Potential region estimation network (PREN) and NMS-Cropping.
The PREN obtains a potential object region of each input image first. Then, the
potential object region is enlarged by the NMS-Cropping algorithm for subse-
quent augmenting training. The GREA makes use of features of a small and
blurred traffic sign to enhance the performance of a traffic sign detector. To
comprehensively evaluate the proposed approach, two traffic sign datasets
include the Swedish traffic sign data set and the Tsinghua-Tencent 100k data set
are utilized in the experiment. Experimental results demonstrate the efficiency of
the proposed GREA, and our approach is comparable to the state-of-the-art
approaches.

Keywords: Deep learning � Data augmentation � Intelligent transportation
system � Traffic sign detection

1 Introduction

With the development of the driver-assistance system and autonomous vehicle, the
traffic sign recognition (TSR) system has been heavily studied over the past decade.
A good traffic sign detection mechanism helps vehicles perceiving the surrounding
environment. In the Advanced Driver Assistance System (ADAS), the traffic sign
detection mechanisms can remind the driver of traffic constraints if drivers ignore them.
In Automated Driving System (ADS), A traffic sign detection mechanism can also
provide traffic sign class and location information to the vehicle navigation system.
This information can be used as distinct landmarks for generating High Definition Map
(HD Map).

The appearance of traffic signs is designed to easily attract humans attention.
Firstly, the main color of most of the traffic signs is high saturated colors, such as red,
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blue, and white text on it. Secondly, the shape of the traffic sign is regular shapes, such
as round, square, and triangle. Thirdly, the information that the traffic sign carried is
brief and comprehensible. Three points above are the advantage of traffic signs for
detecting. However, the uncontrolled environmental factors including weather condi-
tions, variable illumination, and complex road conditions increase the difficulty of
detection. These appearance characteristics of traffic signs are an important feature to
distinguish it from the surrounding environment.

Traditional traffic sign detection approaches include a variety of classification or
clustering algorithms. These clustering algorithms, such as the AdaBoost [1] train a
binary classifier that classifies the sliding window of the image or specific region. The
high classified score windows are treaded as traffic sign locations. The other algorithm
like SVM detects the traffic sign locations by using HoG features of sliding windows.
Same to these two algorithms above, most of the traditional detection approaches use
color, shape, edge, and other hand-craft features. However, the color values of traffic
signs easily affected by illumination conditions. Also, objects such as trees and
pedestrians which may occlude the traffic sign, so the shape of the traffic sign in an
image is changed. It is hard for hand-craft features to provide the general characteristics
of traffic signs.

Thanks to the development of deep learning algorithms, object detection using the
Convolution Neural Network (CNN) made remarkable achievements recently. In the
traffic sign detection task, CNN-based architectures such as Faster RCNN [2], FCN [3],
and SSD [4] become mainstream detectors too. Although CNN-based detectors achieve
higher accuracy than traditional traffic sign detectors, traffic sign detection still faces
two difficulties that are different from general object detection.

The first difficulty is that most of the traffic signs are small. Traffic signs occupy
relatively small areas in an image. Due to the characteristic of CNN, CNN-based object
detection networks always get worse results for small objects than big objects.
The CNN extracts various depth features by using multilevel convolution and pooling
operation. For obtaining deeper semantic features, more convolution and pooling
operation are needed. Because of these repeating operations, features of small objects
may only exist in the shadow layer which cannot extract deep semantic features.
A popular solution to this problem is to combine shadow and deep feature maps by
concatenation or other mathematic operation, then the detector can be trained using
these combined feature maps which include object information and its rich semantic
features both [5]. [6] proposed a Perceptual Generative Adversarial Network (p-GAN)
that generates a corresponding large feature of a small traffic sign.

The second difficulty is that training samples are sparse. From the statistical data of
data sets that are presented in Sect. 5. The average number of traffic signs in an image
less than 2. The TT100k data set provides more traffic signs per image than STSD. The
details of the three datasets are presented in Sect. 4. With the number of training
samples increasing, the generalization ability of CNN-based detector increases.
Because of the small sizes and quantities of traffic signs, the training samples are not
heterogeneous enough, although the size of data sets is large. This is a reason that the
traffic sign classification task achieves almost 100% accuracy, but the traffic sign
detection still has much room for improvement.
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To tackle the above two difficulties, an efficient traffic sign detection mechanism is
introduced in the paper. The training pipeline of the detection mechanism is shown in
Fig. 1(b). Compared with the common detection network, a Guided Region Enlarging
Algorithm (GREA) is attached for obtaining the potential traffic sign region.
The GREA is only used in the training, therefore our approach enhances the perfor-
mance without costing extra time.

The contributions of this work are summarized as follows:

1) An effective traffic sign detection mechanism had been introduced in the paper. The
proposed detector achieves state-of-the-art performance on two mainstream traffic
sign detection data sets that are STSD [7], and TT100k [8].

2) To alleviate the two difficulties that introduced above, the GREA is proposed in the
paper. The experimental results prove the efficiency of GREA. Also, GREA
improves the detection network’s performance without costing extra time in
inference.

2 Proposed Method

The proposed traffic sign detection mechanism is presented in this section. The
framework is shown in Fig. 1(b). Compared with the common detection approach, the
proposed approach adds a GREA module before the detection network. GREA consists
of two parts. The first part is the potential region estimation network (PREN).

Fig. 1. The detection network architecture. (a) the original detection network. (b) the proposed
network architecture with the GREA.
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The PREN generates a saliency map of which the highlight region represents the
potential traffic sign region of a corresponding down-sampling input image. According
to the generated saliency map, the NMS Cropping Algorithm obtains a cropping
region. The last step of GREA is to enlarge the cropping region. Both of the input
image and its corresponding enlarging region are used to train the detection network. In
this section, the TT100k data set is used for explanation, and the experiment config-
uration of the STSD data set will be described in detail in Sect. 3.

2.1 Overall Structure

Figure 1(b) is an illustration of the overall structure of the proposed traffic sign
detection mechanism. It consists of two parts, the GREA and the detection network.

The GREA consists of two parts, the potential region estimation network (PREN)
and the NMS-cropping algorithm. The input of PREN is a down-sampled original input
image because large input consumes calculation time. First, The PREN generates a
saliency map of a down-sampled image. Then, the NMS Cropping Algorithm obtains
the cropping region based on the generated saliency map. The last step is to enlarge the
cropping region for generating large size traffic signs.

The detection network consists of three parts which are Feature Pyramid Network
(FPN) backbone, Region Proposal Network (RPN), and the classification and boxes
regression branches. The architecture of the detection network is shown in Fig. 1. Both
of the input image and its corresponding enlarging region are used to train the detection
network.

2.2 The Guided Region Enlarge Algorithm

The small objects are hardly detected and classified. We summarized that there are
mainly two reasons. The first reason is the convolution and pooling operations of CNN.
These operations lead to bad performance in small object detection because the feature
maps corresponding to small objects are easily omitted than the feature maps corre-
sponding to large objects. The second reason is that blurred signs take a large pro-
portion of small signs. The blurred signs are harder to detect than visible signs. Also,
the poor quality of training samples leads to low testing performance.

Fig. 2. The architecture of the potential region estimation network (PREN)
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GREA was designed to tackle these two difficulties above. The solution to the first
difficulty is enlarging the potential traffic sign region for extracting more useful small
traffic sign features. Moreover, GREA can create a lot of large-and-blurred traffic signs
which balance the distribution of traffic signs.

The ground-truth saliency maps (SM) are generated using the ground-truth
bounding boxes. Figure 5 shows three examples of predicted saliency map by PREN.
The subfigure at the bottom left corner is zoomed in from the rectangular area of each
image. It can be seen that PREN can predict traffic sign region accurately. data set. The
ground-truth saliency maps are generated based on Gaussian distribution. The mean of
the gaussian distribution is the center of a ground-truth bounding box. The r is the
standard deviation of the Gaussian distribution. The w and h are the width and height of
the ground-truth bounding box. The example of the ground-truth saliency map is
shown in Fig. 3.

3r ¼ 3rx; 3ry
� � ¼ w

2
;
h
2

� �

PREN is an encoder-decoder architecture that is shown in Fig. 2. The size of the
input image is 256 � 256 � 3 that is the 0.2 times down-sampling image of the
TT100k data set image with 2048 � 2048 � 3. The size of the output probability map
is 256 � 256 � 1. The encoder includes 13 convolution layers and 4 max-pooling
layers. The decoder includes 13 transposed convolution layers and 4 up-sampling
layers. The size of kernels is 3 � 3 with stride 1. The ReLU activations are used after
each convolution layer except the last layer of decoder, which uses a sigmoid activation
function to range the pixel value in [0, 1]. The binary cross entropies (BCE) loss is used
in PREN. Figure 5 shows three sets of the predicted saliency map.

Fig. 3. The example of the image and its corresponding ground-truth saliency map.
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2.3 Non-maximum Suppression Cropping Algorithm

Non-maximum Suppression Cropping Algorithm (NMS-cropping) is proposed in the
paper. Based on the predicted SM, NMS-cropping is used to crop the input image with
2048 � 2048 resolution. The first step is finding all local maximum points (LMP) of a
predicted SM. If a pixel value is equal or larger than its neighbors, the pixel is con-
sidered as a local maximum point. The set of LMPs is denoted as C. Among all these
points in C, there are some of them are noise points. As we observed, the values of the
noise points are relatively small. If a point value less than the threshold t, the point is
considered as a noise point.

t ¼ k � max Cð Þþmin Cð Þ½ �

k is a hyperparameter that we use k ¼ 0:2 in this paper. After the noise removal step,
only satisfied points are saved in C.

Then, the edges of the cropping region are computed based on C. The four extreme
points (most-top, most-down, most-left, and most-right) of C are chosen as cropping
edges. Because most of the local maximum points correspond to the center of a traffic
sign, a value e is padded to each edge for cropping a full traffic sign region. e is a
random value from 5 to 15. Finally, the cropping region is enlarged by ratio r. The r is
a random value from 1 to 3.

3 Detection Network

Based on the predicted probability map by Attention Network, Guided Region
Enlarging Algorithm (GREA) generates an enlarged image of various sizes. And, the
input image size of the two-stages detector is not fixed, which is an essential character
in our proposed system. After comparing the characters of one-stage and two-stages

Fig. 4. The architecture of the detection network.
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detector, the two-stages detector with FPN is used in this paper. The architecture of the
detection network is shown in Fig. 4.

The Detection Network detects traffic signs in the original image (Input Image 1)
and the cropped image (Input Image 2). The backbone of faster RCNN is ResNext-50
that was pre-trained on the coco 2017 train set. FPN is used to combine different
semantic level features and predict proposals of different scale objects. The proposed
detection network is a two-stages network with a region proposal process, which can be
trained in an end-to-end manner.

4 Experiments Setting

4.1 Data Sets

The proposed traffic sign detection mechanism is evaluated over two data sets, the
Sweden Traffic Sign Detection (STSD) Data Set [6] and the Tsinghua-Tencent 100k
(TT-100k) Data Set [7]. STSD provides two sets (set1 and set2) images with
1280 � 960 resolution. Each set contains 5 parts. Part 0 is annotated while the other 4
parts are not annotated. Set1Part 0 contains 3,169 images that are used for training.
Set2Part0 contains 3,481 images that are used for testing. STSD includes 20 classes in
total.

TT100k provides 6,105 training images and 3,071 test images with 2048 � 2048
resolution, and it includes 200 classes in total. [4] found that the instance sum of 155
classes is considerable. [4] divided 155 classes into three sub-classes, i.e. mandatory (i),
prohibitory (p), and warning (s). To compare with the latest work, this work follows the
procedure in [4] and considers also 48 traffic sign classes.

Fig. 5. An illustration of the predicted performance of PREN. The subfigure at the bottom left
corner is zoomed in from the rectangular area of each image. It can be seen that PREN can
predict traffic sign region accurately.
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4.2 Implementation Detail

Open MMlab Detection Toolbox and Benchmark (MMDetection) is used to implement
our proposed mechanism. The experimental environment is equipped with Intel Core
i5-660 @3.30 GHz 4 and 1 Nvidia GeForce Titan 1080Ti GPU with 11 GB memory.

In the training step, PREN and the detection network are trained separately. PREN
has been pre-trained on SALICON [12] data set for extracting saliency features better.
Then, PREN is trained at pixel-level to predict the saliency map. The AdaGrad opti-
mization algorithm with 0.0003 initial learning rate is employed to train the PREN. The
batch size is set to 32. The detection network uses ResNeXt50 as the backbone net-
work, which has been pre-trained on COCO [13]. Then, the network is trained in 20
epochs. The original images set is trained in the first epoch, then the partial enlarging
images set is trained in the second epoch. The network is trained by the original images
set and the partial enlarging images set alternately. Five anchor scales [16, 32, 64, 128,
256] for P2–P6 are used. Three anchor ratios [0.5, 1, 2] are used. Positive labels are
assigned to the anchors with the Intersection-over- Union (IoU) large than 0.7.
Negative labels are assigned to the anchors with IoU smaller than 0.3. The initial
learning rate is 0.001, and it is decreased at the 15th epoch to 1/10 of the initial learning
rate. The Stochastic Gradient Descent (SGD) optimization algorithm with 0.9
momentum is employed. The batch size is set to 2 during training STSD, and the batch
size is set to 1 in TT100k because of the limited memory of GPU. In the evaluation
step, a threshold of 0.6 is used for the confidence score. The Non-Maximum Sup-
pression (NMS) is used to reduce the redundancy of predicted boxes. Because several
traffic signs are overlapping is rare in the real world, a low IOU threshold of 0.2 of
NMS is used in our work.

Table 1. The number of traffic signs for different size groups.

Data set Small Medium Large Total

STSD Train 1805 1228 135 3169
Test 2327 1027 128 3482

TT100k Train 6448 8869 1167 16527
Test 3246 4284 625 8190

Table 2. Performance comparison of STSD dataset.

Model Metric (%) Small Medium Large Total

Faster RCNN + FPN (baseline) Recall 57.1 83.9 76.6 69.5
Precision 78.6 94.9 87.7 85
F1 score 66.2 89 81.8 76.5
mAP 41.1 83.1 90.8 57.6

Baseline + GREA (ours) Recall 58.0 87.5 81.0 70.4
Precision 83.3 95.4 90.8 88.2
F1 score 68.4 91.2 85.6 78.3
mAP 44.3 86.0 93.9 61.7
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5 Experimental Result and Analysis

This section presents the experimental results of the proposed detector on two data sets.
Previous works [6] use two regular matrices (Precision and Recall) and [9] only pro-
vided the graph of Area-under-Curve (AUC) to evaluate the performance of a traffic
sign detector. We found out that these 3 regular matrices cannot comprehensively
evaluate the performance of a detector. Therefore, except for 3 regular matrices, we
also use mean Average Precision (mAP) to evaluate the proposed detector.

To prove the effectiveness of our proposed GREA in different scales, traffic signs
are divided into three size groups: small (0, 32), medium (32, 96), and large (96, 200).

This section presents the experimental results of the proposed detector on two data
sets. Several previous works generally use 3 regular matrices to evaluate the perfor-
mance of a traffic sign detector, including precision, recall, F1 score. We found out that
these 3 regular matrices cannot comprehensively evaluate the performance of a
detector. Therefore, except for 3 regular matrices, we also use mean Average Precision
(mAP) to evaluate the proposed detector.

To prove the effectiveness of our proposed GREA in different scales, traffic signs
are divided into three size groups: small (0, 32), medium (32, 96), and large (96, 200).

5.1 Performance on STSD Data Set

Table 2 summarizes the detector performance on STSD by comparing 4 evaluation
matrices for 3 different size groups. Compared with the baseline model with 10 epochs,
adding 10 epoch GREA module improves the mAP of the baseline model by 4.0 and
2.9 in terms of the small and medium group. Compared with the baseline model with
20 epochs, replacing 10 epochs by the GREA module also improves the mAP of the
baseline model by 3.2 and 2.9 in terms of the small and medium group. Also, all
evaluation matrices of the baseline model are increased by using the GREA module in
terms of total traffic signs. Table 2 demonstrates that the GREA module can enhance
the performance of the baseline detector. Compared to baseline with 10 epochs, the
small group precision and the large group mAP decrease 0.2 and 1.5, respectively. The
value of decreasing precision is minor. As shown in Table 1, there are 150 traffic signs

Table 3. Performance comparison of TT100k dataset.

Model Metric (%) Small Medium Large Total

Faster RCNN + FPN (baseline) Recall 84.6 91.3 89.3 92.9
Precision 82.4 92.9 90.8 89
F1 score 83.5 92.1 90 90.9
mAP 74.3 95.2 95.2 89.5

Baseline + GREA (ours) Recall 83.6 92.3 91.9 93.1
Precision 85.1 94.4 93.7 91
F1 score 84.3 93.3 92.8 92.1
mAP 76.3 96.5 96.5 90.4
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in large groups on STSD. We doubt that there are not sufficient samples to prove the
efficiency of GREA in the large group. Also, three other matrices are improved sig-
nificantly by 2.5, 2.9, and 2.7 in terms of precision, recall, and F1-measure. To further
demonstrate the adaptability of the GREA in large traffic signs, the experimental results
of a larger data set TT100k are provided in Table 3.

5.2 Performance on TT100k Data Set

As shown in Table 1, TT100k is larger and more balance than STSD. Table 3 sum-
marizes the detector performance on TT100k. All of the evaluation matrices are
improved significantly. The recall values of our approach outperform the baseline
model by 1.1, 0.4, and 1.5 in small, medium, and large groups, respectively, and by 0.9
in total. It proves that our approach increases the proportion of ground truth traffic signs
being detected. The precision values of our approach outperform the baseline model by
1.1, 0.8, and 2.7 in small, medium, and large groups, respectively, and by 1.0 in total. It
proves that our approach increases the proportion of all the detected examples that are
positive ground truth. Different from the experimental result on STSD, even the pre-
cision of the small group and the mAP of the large group achieve 1.1 and 2.2
improvement. It shows that the GREA module also helps detector learn features of
large traffic signs. The experimental result of TT100k demonstrates the superior per-
formance of the proposed method. The efficiency of our approach is discussed in
Table 4. Because GREA is only used in the training step, the computation time is not
increased during the test. Also, the proposed method is faster than [6] and [10].

6 Conclusion

Focus on the two main difficulties of traffic sign detection, an accurate and efficient
traffic sign detection architecture is proposed in the paper. The proposed GREA can be
served as a data augmentation algorithm for traffic sign detection. Therefore, the
proposed architecture only used in the training step, the computation time in the test
step is not increased. Experimental results demonstrate the efficiency of the proposed
GREA module.

Table 4. Efficiency comparison on the TT100k dataset.

Method Time (ms)

TrafficSign & light detection [9] 15
TT-100k Benchmark [6] 4081
Multi-scale recurrent attention network [10] 600
Faster RCNN + FPN (ours) 345
Faster RCNN + FPN + GREA (ours) 345
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Abstract. Plant image recognition is an important thing for protecting plants,
protecting the environment, and protecting nature. Recently, most models in the
field of plant leaf recognition make classification after extracting global features.
In this paper, we propose a plant leaf recognition model based on metric
learning. Metric learning calculates the similarity of the extracted feature vectors
to obtain the distance between different sample features, so as to determine
whether similar pictures belong to the same category, and then achieve the
classification effect. In this study, feature triplet are used for metric learning, and
the loss function we used is triplet-loss.

Keywords: ResNet � Triplet-loss � Metric-learning � Global feature � Multi-
task

1 Introduction

In the traditional plant identification industry, it is manual identification, which is a
very difficult thing for the relevant operators, and the huge identification workload will
lead to the decline of recognition accuracy. For the staff, it is very difficult to maintain
the recognition accuracy at a certain level. At this time, the development of computer
vision technology has brought great benefits to plant recognition. Using deep learning
to recognize the plant image, only need to collect the relevant plant leaf image data,
carry out the corresponding processing, put it into the built neural network for training,
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after reaching a certain recognition accuracy, the trained network can be used for plant
image recognition, and the recognition accuracy can always be kept at a very high
level. This is a great innovation for the traditional plant image recognition method.
Using computer technology can solve many problems in recognition. With the
development of technology, even some recognition technology using deep learning can
surpass the accuracy of human beings, so the popularization of plant image recognition
technology will be around the corner.

Because of the particularity of the plant leaf data set, the number of pictures in each
category is too small. It is not appropriate to use the general CNN to extract the global
features and classify them. Therefore, we propose a method based on metric learning
for plant leaf recognition.

Metric learning is a traditional machine learning method commonly used in face
recognition, which is proposed by Eric Xing in nips 2002. It can be divided into two
kinds: one is metric learning through linear transformation, the other is metric learning
through nonlinear change. Its basic principle is to learn the metric distance function for
a specific task according to different tasks. Later, metric learning was transferred to the
field of text classification, especially for the text processing of high-dimensional data.

2 Dataset

We use ICL plant leaf data set. The ICL plant leaf data set was organized by the
Institute of machine learning and systems biology, Tongji University, and was estab-
lished in cooperation with Hefei botanical garden. The data set contains 407 kinds of
plant leaf images, and each kind of plant contains 60–90 pictures, as shown in Fig. 1:

The amount of single category data in the data set is very small. If the data is
classified directly, the training effect will be very poor or over fitted due to the small
amount of training data. Therefore, data preprocessing is needed. At the same time,
because the image size in the data set is not uniform, if not, there is no way to train.

Fig. 1. The ICL dataset
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The image size in the original data set cannot be unified due to the environment and
other factors during the shooting process. Therefore, before the training, the image size
needs to be unified in advance. The method of times is to scale the image, the shortest
side of the image to 224 pixel length, and the other side to scale according to the same
scale. After all the images in the dataset are operated above, the image size has not been
unified, but one of the edges is unified to 224. Next, carry out the clipping operation.
After the previous operation, the edge length of the image is 224 * X. in the top left,
top right, bottom left, bottom right and the middle five positions of the image,
respectively, intercept 160 * 160 size pictures. After such interception, five 160 * 160
size pictures are obtained, so that the work of unified picture format is completed. And
in the subsequent operation, if you need the corresponding size of the plant picture, you
can directly operate the 160 * 160 size picture.

3 Triplet-Loss

The purpose of metric learning is to reduce the ternary loss as much as possible in the
training iteration, that is to say, the closer anchor and positive are, the better anchor and
negative are [4]. When the margin value is smaller, the loss tends to 0, so anchor and
positive do not need to pull too close, anchor and negative do not need to pull too far,
which can make the loss quickly approach 0. The result of this training can not
distinguish the similar images very well. When the anchor is larger, it is necessary to
make the network parameters desperately close the distance between anchor and
positive, and the distance between anchor and negative. If the margin value is set too
large, it is likely that the last loss will remain a large value, which is difficult to
approach 0. Therefore, it is very important to set a reasonable margin value, which is an
important index to measure the similarity. In short, the smaller the margin value is, the
closer the loss tends to be to 0, but it is difficult to distinguish similar images. The
larger the margin value is, the more difficult the loss value is to approach 0, even
leading to network non convergence, but it can be more confident to distinguish more
similar images. The loss function expression of triplet loss is as follows:

XN

i
½jjf xai

� �� f xpið Þjj22 � jjf xai
� �� f xni

� �jj22 þ a�þ ð1Þ

Where f xai
� �� f xpið Þ�� ���� ��2

2 is the Euclidean distance between positive samples and

anchor, and f xai
� �� f xni

� ��� ���� ��2
2 is the Euclidean distance between negative samples and

anchor. a means that there is a minimum gap between the distance between x-a and x-n
and between x-a and x-p. In addition, the distance here is measured by Euclidean
distance, + means that when the value in [] is greater than zero, the value is taken as
loss, and when it is less than zero, the loss is zero. When the distance between x-a and
x-n is less than the distance between x-a and x-p Plus, the value in [] is greater than
zero, resulting in loss. When the distance between x-a and x-n is > = the distance
between x-a and x-p Plus, the loss is zero.
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4 Architecture of Deep Fusion Model

The proposed model focuses on two aspects: feature representation and feature learning
[3]. It is based on two complementary designs, as follows: 1) global representation and
metric representation; 2) recognition branch based on softmax and sorting branch with
triplet loss.

In common multi classification tasks, softmax can achieve a certain classification
effect. However, if softmax is used in the case of a large number of categories, but a
single category has a small number of samples, the effect will be very poor, because the
parameter update of the classification matrix is actually learning the central vector
representation of each category, and the insufficient number of samples will lead to a
medium The result shows that the learning is not enough, the distance between different
categories is not obvious, and the classification effect is greatly reduced. Recently, it is
proposed to add a temperature (t) parameter to softmax, as follows:

a zð Þj¼
e
zj
t

PN
i e

zi
t

j ¼ 1; 2; 3; . . .;N ð2Þ

The parameter t controls the degree of aggregation of softmax loss function. The
larger the parameter t is, the more decentralized the output of softmax will be, and the
output of dimensions corresponding to the target category will be allocated to other
dimensions to achieve a smooth effect. The smaller the parameter t is, the output of
dimensions corresponding to the target category will be more aggregated, and the
output of dimensions corresponding to other categories will be smaller, So as to
achieve the effect of expanding the distance between classes.

By setting the t parameter, it can effectively alleviate the phenomenon of poor
classification effect caused by too small space between classes. However, in the
extreme case of data set, the t parameter can’t effectively control the space between
classes, so it can’t achieve good classification effect. In this case, it is necessary to use
metric learning to control the distance between different classes.

In recent years, most of the plant leaf recognition models focus on the classification
method based on softmax. However, most of the plant leaves have very high similarity.
It is difficult to use softmax directly to separate the distance between different cate-
gories, which leads to the phenomenon of poor effect in the actual classification process
[2]. The model proposed in this paper uses global features to directly classify, at the
same time, it introduces metric learning to pull the distance between the positive
samples in the data set and the anchor closer and closer, and between the negative
samples and the anchor farther and farther, so that in the actual classification, the model
can better distinguish the differences between different categories [19]. The model
structure is as follows (Fig. 2):
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5 Experiment

5.1 Implementation Details

The model is built on the PyTorch framework. The backbone network is a ResNet-50
model pre-trained on ImageNet, where the global average pool and fully connected
layers are discarded. The basic feature extractor is as follows (Fig. 3):

In order to avoid gradient explosion, we use gradient clamping. Adam with fault
hyperparameters (e = 10–8, b1 = 0.9, b2 = 0.999) is used to minimize the loss func-
tion [10]. The margin m in Eq. (1) is set to 0.5. Following the general practice of the
learning rate attenuation table in [14], we set the initial learning rate to 3e10−4 and
apply the attenuation table to the 100th epoch. The total number of training sessions for
all experiments that have been conducted is set to 150.

In the process of training, aiming at the characteristics of metric learning, we adjust
the data division during training. Because we use the triplet loss function, the purpose
is to reduce the distance between the positive samples and the anchor, and enlarge the
distance between the negative samples and the anchor. If we directly randomly select
the input pictures to construct the triples, the difficulty of measuring the distance
between features will be very small. In order to maximize the difficulty of measuring
the distance between features and speed up the network training, in each epoch, we
select the most difficult positive sample pair and the most difficult negative sample pair,
construct a set of feature triples, and input the triplet loss function to calculate the loss.
In this way, the distance between the positive sample and the anchor is the furthest, the
distance between the negative sample and the anchor is the closest, and the trained
network has the best effect of distinguishing the positive and negative samples, so as to
achieve the purpose of improving the classification effect.

Fig. 2. The architecture of our new model
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5.2 Result

From the table, we can see that the accuracy of traditional CNN plus softmax classi-
fication can reach 85%–89%, and after using metric learning, the recognition accuracy
is improved by 3%–7%, and the improvement effect is still very obvious as shown in
the Table 1. In the test phase, we use the ternary loss branch as the feature descriptor.

Through the experiment results, we can see that the accuracy of using the strategy
of basic feature extraction network plus softmax to classify is far lower than using the
strategy of feature extraction plus metric learning. Metric learning is often used in face
detection and pedestrian detection scenarios. Because there are a large number of
similar input images in this kind of data set, simple feature extraction and classification

Fig. 3. The feature extractor of our network
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can’t distinguish the similar and different categories of images. With the addition of
metric learning, the distance between the features of different categories is greatly
extended, so that the feature distance of similar pictures is small, and that of different
categories is large, achieving good classification effect (Table 2).

Then we carried out ablation experiments on the two branches respectively,
including three groups of experiments: using CNN alone for classification, using metric
learning classification alone, and using CNN classification and metric learning fusion.
From the experimental results, we can see that using CNN alone for classification can
achieve a basic accuracy, but the accuracy of using metric learning alone is very low,
mainly because metric learning in our model is mainly used to assist CNN for clas-
sification, and the effect of using it alone for classification is not good. Therefore, we
also choose CNN as the final feature descriptor in the test. The final method of metric
learning and CNN fusion achieves the best results.

6 Conclusion

We propose a new type of plant leaf recognition model, which uses global features to
directly classify plant leaves, and at the same time, we add a method of metric learning
to jointly supervise the network learning of plant leaf features. Through the joint
supervision of ternary loss and CNN, when the network parameters are updated, the
global features and the distance between the global features will be taken into account,
so as to better distinguish the similar plant leaves and achieve better classification
effect. Experiments show that our method can improve the recognition accuracy.

Table 1. Experimental results on the ICL dataset

Method Params (M) Acc (%)

VGG + SoftMax 134 85.24
DenseNet (k = 12) [6] + SoftMax 7.0 87.30
DenseNet (k = 24) [6] + SoftMax 27.2 89.21
VGG + Metric-Learning 134 90.02
DenseNet (k = 12) + Metric-Learning 7.0 91
DenseNet (k = 24) + Metric-Learning 27.2 92.24

Table 2. Effectiveness of two branch

Branch we use Acc (%)

Global feature branch 85.24
Triplet loss branch 65.33
Global feature + triplet loss 89.2
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Abstract. Infrared-Visible person re-identification is a challenging and fun-
damental task of associating the same person across visible and thermal cam-
eras. Most of the studies focus on improving the global features to address the
cross-modality issue, thus, some discriminative local and salient features are
ignored by the deep models. A novel deep architecture named Dual-path Local
Information Structure (DLIS) with Position Attention-guided Learning Module
(PALM) is proposed to address the cross-modality issue for Infrared-Visible
PReID task. The DLIS has two individual branches which contains a visible
stream and an infrared stream to extract modality sharable features. The PALM
can capture long-range dependencies and enhance the discriminative local fea-
ture representations to form the final feature descriptors. To supervise the net-
work extracting discriminative features to shrink the margin of different
modalities, the proposed model is conducted the joint supervision of cross-
entropy loss function and hetero-center loss function. Compared with the recent
studies, the proposed methods achieve the state-of-the-art on the two benchmark
datasets including SYSU-MM01 and RegDB dataset.

Keywords: Deep learning � Infrared-visible person re-identification �
Cross-modality � Dual-path structure � Position attention-guided

1 Introduction

Person re-identification (PReID) is the core technology of multi-target tracking in
disjoint cameras, is widely used in public security and intelligent video surveillance [1,
2]. With the rapid development of deep learning and neural network technology [3–6,
10–12, 16, 17, 20–22, 26, 27, 41, 42, 46, 47], most of current works pay more attention
to identify the specific pedestrian on visible camera module [7–9, 13–15]. However, the
pedestrian images captured by the cameras are single-channel infrared modality which
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lose rich color features under low lighting conditions. Due to the huge gap between
RGB images and infrared images, the traditional methods of matching RGB images can
not address the problem effectively. In addition, the channel and spectrum between
RGB and infrared images have large differences, making the cross-modality PReID to
be a challenging task.

To meet these challenges, some methods have been proposed for the cross-modality
PReID community. Wu et al. [18] contributed a cross-modality PReID dataset called
SYSU-MM01 and proposed a deep zero-padding model to address the cross-modality
issue. A generative adversarial network (GAN) training method proposed by Dai et al.
[19] named cmGAN by jointed of triplet loss and cross-entropy loss which tries to learn
discriminative feature representations for different modalities matching. Ye et al. [23]
proposed a deep model called TONE by two-stream CNN architecture and hierarchical
cross-modality metric learning (HCML) to learn discriminative features in a hierar-
chical manner. Based on the hierarchical feature representations learning strategy, Ye
et al. [24] proposed a two-stream deep model for feature extracting with a bi-directional
dual constrained top-ranking (DCTR) loss for similarity metric to ensure the learnt
feature representations.

However, most of the current methods focus on improving the global features to
address the above-mentioned issues. Some discriminative local feature representations
are ignored by most deep models, such as the type of clothes or the style of the shoes.
The local feature representations have significant discriminability and are not affected
by the cross-modality modes. In addition, attention mechanism [30–32] is widely used
in many computer vision tasks such as PReID. Li et al. [33] introduced a framework
called Harmonious Attention CNN (HA-CNN), which jointed the soft pixel and hard
regional attentions to ensure the feature representation learning. A Mask-Guided
Contrastive Attention Model (MGCAM) is proposed in [34], eliminating the impact of
background and training with a triplet loss by Multi-Scale Context-Aware Network
(MSCAN).

Based on these observations, in this work, we propose a deep model called Dual-
path Local Information Structure (DLIS) which learns the share specific feature rep-
resentations to address the issues. The dual path network has two individual branches
which contains a visible stream and an infrared stream to extract modality sharable
features. The ResNet50 [46] model is adopted as the backbone network in each branch,
which extracts the global features of the pedestrians. Besides, we propose a Position
Attention-guided Learning Module (PALM) to enhance the discriminative local feature
representations and achieve excellent recognition performance. The attention mecha-
nism we proposed can force the model extracting the local feature representations
rather than the global information only from the cross-modality images to form the final
feature descriptors. We split the feature maps learned by the two branches into several
stripes for local information learning. Extensive experiments demonstrate that our
method achieves state of the art performance on two public and challenging datasets
including SYSU-MM01 and RegDB.
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The main contributions can be summarized as follows:

(1) We present an architecture called Dual-path Local Information Structure (DLIS)
to learn share specific feature representations. The experiments demonstrate that
DLIS achieves excellent performance for Infrared-Visible PReID community.

(2) We propose a novel attention mechanism named Position Attention-guided
Learning Module (PALM) to capture long-range dependencies and enhance the
discriminative local feature representations of heterogenous modality. The module
can capture specific position information and extract modality local features to
form discriminative feature descriptors.

(3) Compared with the recent studies, the proposed model achieves the state-of-the-
art on the two benchmark and challenging datasets including SYSU-MM01 and
RegDB dataset.

2 Related Work

Most of current studies present a cross-modality matching deep model in RGB
domains. Due to the large gap between RGB domains and infrared domains, many
works have been proposed to address the cross-modality matching problem.

Wu et al. [18] firstly provided the cross-modality PReID dataset named SYSU-
MM01 and proposed a deep zero-padding architecture for the cross-modality retrieval
issue. A GAN model termed as cmGAN proposed by [19] which contained a generator
and a discriminator. The purpose of the generator in cmGAN was to extract features of
the two modalities, then feed the extracted features into the discriminator to distinguish
the input modality. Ye et al. [23] proposed a deep two-steam CNN architecture termed
as TONE. The TONE model trained by jointed supervision of cross-entropy loss and
contrastive loss for reducing the cross-modality variations. Based on the TONE model
trained with hierarchical metric learning, Ye et al. [24] proposed a dual path end-to-end
deep model trained with a dual-constrained top-ranking (DCTR) loss to learn the final
discriminative feature representations. A dual-level discrepancy reduction learning
(D2RL) method proposed by [25] to deal with the modality and appearance discrep-
ancies separately. The model firstly unified the image representations by using the
image-level conversion. The appearance discrepancy is then reduced by the feature-
level dual-path network.

The part-level information may contain more fine-grained and discriminative fea-
tures in PReID studies. To name just a few, for Part-based Convolution Baseline
(PCB) [28], it divided the feature map into several stripes equally, aimed to learn the
part-level local representations features for PReID task. Wang et al. [29] proposed a
stripe-based model called Multiple Granularities Network (MGN), which divided the
input image into multiple stripes for extracting discriminative local feature represen-
tations in multiple granularities manner.
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3 Proposed Method

We will introduce the model of our proposed framework and methods for infrared-
visible PReID task in this section, as shown in Fig. 1. The proposed model mainly
composed of three components: (1) Dual-path local information structure (DLIS),
(2) Position attention-guided learning module (PALM), (3) Cross-entropy loss and
Hetero-center loss.

3.1 Dual-Path Local Information Structure

We adopt a dual-path local information structure to extract the cross-modality person
features, including a visible path and an infrared path. It can be observed that ResNets
can achieve competitive performance in many visual tasks, thus, we adopt two
ResNet50 networks as the backbone in each path respectively, which extract the
modality-specific person features independently. As shown in Fig. 1, ResNet50 pre-
trained model is mainly composed of four res-convolution modules which named
Stage1, Stage2, Stage3 and Stage4. The res-convolution modules are independent in
the dual-path structure for extracting the modality-specific person features, addressing
the cross-modality variations issue.

Global feature representation learning is the primary choice which extracted the
global information for each person. However, these methods may cause the salient and
informative features losing issue. Inspired by [28, 35], we adopted the method of

Fig. 1. The overall architecture for the proposed model. We adopt ResNet50 network as the
backbone. The Dual-path Local Information Structure (DLIS) is composed of two shared
ResNet50 networks, used to extract modality sharable features. The Position attention-guided
learning module force the model to extract specific position information and capture modality
local features. The proposed model is trained by cross-entropy loss and hetero-center loss.
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dividing the feature map into multiple stripes to ensure the local feature representations
corresponding to the body parts.

3.2 Position Attention-Guided Learning Module (PALM)

Inspired by [36, 37], we design a novel attention learning block which named Position
Attention-guided Learning Module (PALM). The PALM can capture long-range
dependencies and enhance the local representation capability for Infrared-Visible PReID
task. The details of PALM as shown in Fig. 2. In the convolutional layer, the feature
map which the number of channels, height and width are C, H, W, respectively. We first
feed the feature map into the convolution layers with 1 � 1 convolution operator to
generate new feature maps h, /, g, respectively, where {h, /, g} 2 R

C
2�H�W. Then we

flatten the new three feature maps. Then we multiply the tensor h and the tensor / to
obtain the feature F by a matrix multiplication operation. Analogously, the feature Y is
obtained by a matrix multiplication between the tensor F and g. Finally, we perform an
element-wise addition with the input feature to obtain the output feature.

3.3 Loss Functions

Since cross-modality PReID task can be considered as an image retrieval problem, we
focus on the similarity of features learned by the dual-path structure to extract the
modality-shared features. Thus, the purpose of the model in the training phase are to
bridge the cross-modality and intra-modality gaps to capture the modality-shared
features and improve the cross-modality similarity. However, most of the loss functions
cannot perform the model to learn the modality-shared features. The cross-entropy loss
(CE loss) is adopted for each path to learn the modality-specific features for classifi-
cation. The CE loss function can be formulated as:

LCE ¼ �
XN

n¼1
log

eW
T
yn
xn þ byn

PI
i¼1 e

WT
i xn þ bi

ð1Þ

Fig. 2. The details of Position Attention-guided Learning Module (PALM). ⊗ is matrix
multiplication. ⊕ represents element-wise addition. 1 � 1 CONV and BN represents the feature
extraction layer with 1 � 1 convolution operator and Batch normalization, respectively.
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where N represent the batch size and Wi represent the i
th column of the weights, and b

denote the bias term. I denote the number of identities. xn denotes the nth visible and
infrared features belonging to the yth class.

However, to further shrink the margin of different modalities in each class, the
Hetero-Center (HC) loss [35] is used for supervising the model to extract discriminative
feature representation to improve the cross-modality similarity. Hetero-Center
(HC) loss can penalize the center distance and constrain the gap between two
modality feature distributions. Hetero-Center (HC) loss is formulated as:

LHC ¼
XM

m¼1
Cm;1 � Cm;2

�� ��2
2

h i
ð2Þ

where Cm;1 ¼ 1
V

PV
n¼1 Xm;1;n and Cm;2 ¼ 1

I

PI
n¼1 Xm;2;n represent the centers of feature

representations of visible images and infrared images in the ith class. V and I denote the
numbers of visible images and infrared images belonging to the ith class. M is the
number of classes.

4 Experiments

4.1 Dataset Description

SYSU-MM01 [18] is the first large-scale dataset which consisting of four visible
cameras and two infrared cameras in the field of Infrared-Visible PReID task. The
images are collected from the indoor and outdoor environments. It contains a total of
287,628 RGB images and 15,792 infrared images. There are 395 identities which
includes 22,258 RGB images and 11,909 infrared images in the training set. The test
set contains 96 identities with 3,803 infrared images as the query set and 301 RGB
images for the gallery. RegDB is captured by dual-camera systems [47]. It contains
8,240 images in total and 412 identities which 206 identities for training and 206
identities for testing. Each identity contains 10 different RGB images and 10 different
infrared images. Two evaluation modes are adopted in the RegDB dataset, one is
Visible to Thermal and the other is Thermal to Visible search mode. The evaluation
metrics which including Cumulative Matching Characteristics (CMC) and mean
Average Precisions (mAP) are applied in all experiments. Examples of two benchmark
datasets are shown in Fig. 3.

4.2 Implementation Details

All experiments are performed based on Pytorch with two TITAN XP GPUs. We adopt
the ResNet50 pre-trained network as the backbone. All the images are resized to
288�144. Random erasing and horizontal random flipping methods are used for data
augmentation. The initial learning rate is set to 0.01 and the momentum is set to 0.9.
The learning rate is decreased by 0.1 at the 30th epoch and 60th epoch. The batch size
is set to 64 and the feature map is equally split into six stripes. The quantity of identity
set to four in a batch which each identity includes eight RGB images and eight infrared
images.
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4.3 Comparison with State-of-the-Art Methods

We compare the proposed model with other state of-the-art methods, including HOG
[38], LOMO [39], Two-stream [18], Zero-Padding [18], TONE [23], TONE+HCML
[23], BCTR [24], BDTR [24], cmGAN [19], D2RL [25], AlignGAN [40], CMGN [43],
HC Loss [35], JSIA-ReID [44], XIV [45].

SYSU-MM01                                                        RegDB

Fig. 3. Examples from the SYSU-MM01 and RegDB benchmarks.

Table 1. State-of-the-art comparisons on SYSU-MM01 under all-search single-shot mode

Methods Publication Rank-1 Rank-10 Rank-20 mAP

HOG [38] CVPR 2005 2.76 18.25 31.91 4.24
LOMO [39] CVPR 2015 3.64 23.18 37.28 4.53
Two-stream [18] ICCV 2017 11.65 47.99 65.50 12.85
Zero-Padding [18] ICCV 2017 14.80 54.12 71.33 15.95
TONE [23] AAAI 2018 12.52 50.72 68.60 14.42
TONE+HCML [23] AAAI 2018 14.32 53.16 69.17 16.16
BCTR [24] IJCAI 2018 16.12 54.90 71.47 19.15
BDTR [24] IJCAI 2018 17.01 55.43 71.96 19.66
cmGAN [19] IJCAI 2018 26.97 67.51 80.56 27.80
D2RL [25] CVPR 2019 28.90 70.60 82.40 29.20
AlignGAN [40] ICCV 2019 42.40 85.00 93.70 40.70
CMGN [43] Neurocom 2020 27.21 68.19 81.76 27.91
HC Loss [35] Neurocom 2019 56.96 91.50 96.82 54.95
JSIA-ReID [44] AAAI 2020 38.10 80.70 89.90 36.90
XIV [45] AAAI 2020 49.92 89.79 95.96 50.73
Ours – 59.03 93.03 97.77 57.21
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We evaluate our proposed model on SYSU-MM01 dataset under all-search single-
shot mode. The comparative results on Rank-n (n = 1, 10, 20) accuracy and mAP of
our model against other methods on SYSU-MM01 are shown in Table 1. It can be seen
that the proposed model can achieve Rank-1 accuracy 59.03%, Rank-10 accuracy
93.03%, Rank-20 accuracy 97.7%, and mAP 57.21% performance. Moreover, com-
pared with the XIV [45] network, which adopted a two-stream deep model to extract
discriminative features, we improve the performance from 49.92% to 59.03% in Rank-
1 accuracy. Similarly, compared with the HC Loss [35], our proposed architecture
improves mAP accuracy from 54.95% to 57.21%.

We further evaluate our model on RegDB dataset with visible to thermal training
mode. As shown in Table 2, we achieve Rank-1 accuracy 86.36%, Rank-10 accuracy
96.12%, and mAP 76.10% performance. Compared with the HC Loss [35] model
which used part-level method with the jointed supervision of CE loss and HC loss, our
proposed model improves the Rank-1 accuracy from 83% to 86.36% and mAP
accuracy from 72% to 76.10%, which further demonstrates the effectiveness of the
proposed model.

5 Conclusion

In this work, we propose a novel Dual-path Local Information Structure with the
Position Attention-guided Learning Module to learn share specific feature representa-
tions and enhance the discriminative local feature representations of heterogenous

Table 2. State-of-the-art comparisons on RegDB with Visible to Thermal mode

Methods Publication Rank-1 Rank-10 mAP

HOG [38] CVPR 2005 13.49 33.22 10.31
LOMO [39] CVPR 2015 0.85 2.47 2.28
Two-stream [18] ICCV 2017 12.43 30.36 13.42
Zero-Padding [18] ICCV 2017 17.75 34.21 18.90
TONE [23] AAAI 2018 16.87 34.03 14.92
TONE+HCML [23] AAAI 2018 24.44 47.53 20.80
BCTR [24] IJCAI 2018 32.67 57.64 30.99
BDTR [24] IJCAI 2018 33.47 58.42 31.83
D2RL [25] CVPR 2019 43.40 66.10 44.10
AlignGAN [40] ICCV 2019 57.90 – 53.60
CMGN [43] Neurocom 2020 35.13 61.07 32.14
HC Loss [35] Neurocom 2019 83.00 – 72.00
JSIA-ReID [44] AAAI 2020 48.50 – 49.30
XIV [45] AAAI 2020 62.21 83.13 60.18
Ours – 86.36 96.12 76.10
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modality for cross-modality PReID task. The DLIS has two individual branches which
contains a visible stream and an infrared stream to extract modality sharable features.
The PALM can extract the discriminative local features and achieve superior perfor-
mance to form the final feature descriptors. To supervise the network extracting dis-
criminative features to shrink the margin of different modalities, we conduct the joint
supervision of cross-entropy loss and hetero-center loss. The proposed methods
achieve the state-of-the-art on the two benchmark datasets including SYSU-MM01 and
RegDB dataset.
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Abstract. In this paper, we propose a novel approach to adapt 2D region
growing algorithms to volumetric segmentation of liver and spleen from
Computed Tomography (CT) scans. Abdominal organ segmentation is an
essential and time-consuming task in clinical radiology. The possibility to
implement a semi-automatic segmentation system could speed up the time
required to label the images and to improve the delineation results, minimizing
both intra- and inter-operator variability.
The proposed region growing algorithm exploits an initial seed point to

perform the first slice-wise segmentation. Then, starting from this area, all other
seeds are automatically discovered taking advantage of two data structures that
we called Moving Average Seed Heatmap (MASH) and Area Union Map
(AUM). The implemented mechanism avoids the choice of unsuitable seeds and
the exclusion of irrelevant organs and tissues from the CT scan.
We assessed the validity of the proposed liver and spleen segmentation

method on two publicly available datasets: SLIVER07 and Medical Segmen-
tation Decathlon Task 09 (MSD 09), respectively.
The proposed method allowed us to obtain promising results for both liver

and spleen segmentation, with a Dice Coefficient higher than 93% for the liver
segmentation task and a Dice Coefficient greater than 92% for the spleen seg-
mentation task on the designated validation sets.

Keywords: Liver segmentation � Spleen segmentation � Region growing

1 Introduction

Computed Tomography (CT) is one of the most important imaging techniques; it is
fundamental for surgical planning and for the development of Computer-Aided
Diagnosis systems that can support the physicians in the classification of neoplasia [1].
The human abdominal area presents different tissues and organs, like spleen, liver,
stomach or kidneys, showing similar intensity values, making their segmentation a
complex task. Traditional image processing approaches for biomedical image seg-
mentation involve thresholding algorithms, i.e. methods that allow the segmentation of
Regions of Interest (ROIs) using different thresholds that can be found through several

© Springer Nature Switzerland AG 2020
D.-S. Huang et al. (Eds.): ICIC 2020, LNCS 12463, pp. 398–410, 2020.
https://doi.org/10.1007/978-3-030-60799-9_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60799-9_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60799-9_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60799-9_35&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60799-9_35


techniques, and Region Growing (RG) segmentation techniques, i.e. methods that start
building the segmentation mask from a set of initial points, called seeds, then adding
neighbouring points which are compliant to some homogeneity criteria.

In literature, there is a realm of region growing algorithms suited for the liver
segmentation task, including approaches for both 2D and 3D segmentation. Choosing
the right inclusion criteria for neighbouring pixels is crucial for obtaining acceptable
segmentation performances. Most of the algorithms focus on the definition of proper
homogeneity criteria. Gambino et al. presented an automatic 3D segmentation method
that provides the seed’s choice by minimizing an objective function and a homogeneity
criterion based on Euclidean distance between the texture features associated to the
voxels [2]. Other authors used a homogeneity criterion based on the difference between
the already segmented area intensity and the pixel gradient [3, 4] or the pixel intensity
[5–7]. Other approaches based on homogeneity criteria can be found in [8, 9]. Other
authors focused on the pre-processing phase. In the attempt to resolve the region
isolation problem in region growing algorithm, Lakshmipriya et al. employed a Non
Sub-sampled Contourlet Transform (NSCT) to enhance the liver’s edges and a bidi-
rectional region growing algorithm [10]. Rafiei et al. focused on the pre-processing
phase by using a contrast stretch algorithm and an atlas intensity distribution to create
voxel probability maps [11]. Zhou et al. developed a semi-automatic liver segmentation
algorithm exploiting intensity separation, region growing techniques and the mor-
phological hole-filling operator to refine the segmentation results [12]. Other pre-
processing methods can be found in [13, 14]. Elmorsy et al. focused on the post-
processing phase, where they took advantage of an entropy filter to choose the best
structural element to use [15]. Czipczer et al. combined a region growing algorithm and
the results of a Convolutional Neural Network (CNN) model. To find the seed, they
exploited an active contour model, whereas the masks generated by the CNN are
refined through the GrowCut algorithm [16]. These two masks are then fused with a
logical AND operation to obtain the final mask [17]. Bevilacqua et al. applied a pre-
preprocessing consisting of contrast enhancement and cropping, followed by local
thresholding, extraction of the largest connected component and morphological oper-
ators, before of propagating the obtained mask in both directions to reach all the slices
[18]. Other approaches including image processing procedures both prior and after the
region growing could be found in [19, 20].

Different approaches have been tried in literature for spleen segmentation.
Mihaylova et al. used the Chan-Vese active contour model to realize an automatic
segmentation algorithm. To select the initial contour, they used template matching.
After having segmented the area in the first slice, they used this area as initial contour
for the following slice [21]. Subsequently, Mihaylova et al. presented a multistage
approach based on segmentation methods, such as active contours without edges and
k-means clustering. To define the initial contour, they created two atlas models [22].
Behrad et al. combined the features extracted from a neural network with those
extracted from the image partitioned with a watershed transform. This process is
repeated, varying the parameters of the segmentation algorithm, until the error between
the features extracted from the two approaches is very small [23]. Jiang et al. used the
ISO algorithm to segment the spleen. This algorithm can cause over-segmentation, so
they used Principal Component Analysis algorithm to eliminate the muscles that can
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cause misclassification [24]. Gauriau et al. adopted a multi-object template deformation
framework to segment liver, kidneys, spleen and gallbladder, and used a random forest
regression algorithm with shape priors to obtain confidence maps for each organ. The
shape of each organ is then included in an energy optimization technique that also
considers image-derived forces [25]. Reza Soroushmehr et al. proposed a slice-wise
segmentation algorithm based on the position of ribs and vertebrae to determine the
ROI of the spleen. After determining the area in the first slice, its centroid is used as
initial spleen location for the following slice [26].

In this work, we propose a novel region growing algorithm to segment the liver and
the spleen parenchyma from CT scans. For each of these two organs, the proposed
approach requires the manual selection of a seed point; then, all the other seeds are
discovered in a fully automatic way for the remaining slices, minimizing the user
interaction. We also propose a robust approach for the seed selection phase, by
exploiting two utility data structures that we called Moving Average Seed Heatmap
(MASH) and Area Union Map (AUM), which also allow preventing the choice of
seeds from undesired regions of the CT scan.

Requiring the minimum user interaction as possible, consisting only in the selection
of a seed point, and eventually, in the tuning of some parameters, this approach could
also be made fully automatic in future works by employing optimization algorithms.
For instance, genetic algorithms have proven useful for optimization of Artificial
Neural Networks topology [27], treatment planning for radiation therapy [28] and
portfolio optimization [29], and can be employed for tuning the parameters of this RG
method. Other approaches may be based on the Bayesian framework, for instance, Pan
et al. proposed a Bayes-Based Region-Growing Algorithm for Medical Image Seg-
mentation [30], whereas other applications for Pattern Recognition can be found in
[31–34].

2 Materials and Methods

2.1 Materials

To segment liver parenchyma and to tune the parameters of the region growing
algorithm, we exploited the SLIVER07 dataset. It presents a pixel spacing range in x/y-
direction varying from 0.55 mm to 0.8 mm and a slice distance varying from 1 mm to
3 mm, depending on the acquisition protocol adopted [35].

For the spleen parenchyma segmentation task, we used the Medical Segmentation
Decathlon Task 09 (MSD 09) dataset [36]. The x/y-direction spacing varies from
0.67 mm to 0.97 mm, and the z-direction ranges from 1.6 mm to 8 mm. Since we are
mainly interested in applications related to surgical planning, we only considered CT
scans with slice distance lesser or equal than 3 mm.

2.2 Region Growing Algorithm

The developed RG algorithm requires the user choosing an initial slice and a seed
belonging to the organ region. The initial slice must be chosen among those showing
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the largest liver (or spleen) area. Then, the centroid of the segmented area is used as
seed for the segmentation of both the previous and the following slices (as done by
Chen et al. [13]). Pre- and post-processing procedures were performed to filter the input
data and to improve the segmentation algorithm, respectively. The algorithm workflow
is detailed in the following paragraphs.

Pre-processing. This phase consists of two operations: first, we window the Houns-
field Unit (HU) values of the images in the range [−150, 350] to exclude the irrelevant
organs and tissues. Then, we filter the image via a median filter with a 3 � 3 kernel to
reduce the noise.

Segmentation Algorithm. This phase consists of three sub-steps, here detailed,
namely: (i) Pre-RG; (ii) Region Growing algorithm; (iii) Post-RG.

Pre-RG. Before launching the segmentation algorithm, we mask the slice with an Area
Union Map (AUM) structure. The AUM is initialized with the segmented area of the
first segmented slice; then, it is computed as the union of the last ten segmented slices.
If there are less than ten slices, AUM is calculated with the available ones only.
The AUM allows us to exclude the components having the same intensities range of the
considered organ (liver or spleen) but that are not spatially near.

Region Growing Algorithm. We investigated the approach proposed by Edman et al.,
consisting in the creation of a grey-scale map where the pixels with higher values are
closer to the seed from the intensity and spatial distance point of view [37]. The
algorithm searches for structures containing the seed with grey-level in the range
reported in Eq. (1), where Iseed is the intensity of the seed and D is the maximum
interval amplitude. The pseudocode for the grey-scale map generation algorithm is
reported in Algorithm 1, whereas examples of the ongoing process are shown in Fig. 1.

Iseed � i; Iseed þ i½ � 8i ¼ 1; 2; 3; . . .;D ð1Þ

Post-RG. The image obtained from the previous step is a gray-scale map. To obtain the
binary mask, we applied the Otsu thresholding. An example is shown in Fig. 2.

Fig. 1. Grey-scale map algorithm generation: a graphical representation.
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function GreyScaleMap(image, seed, D)

Mask = Zeros-Matrix(size(image))

SeedGrayLevel = image(seed(1), seed(2))

for i from 0 to D do

MaskI = Threshold-Image(image, SeedGrayLevel – D) AND

NOT(Threshold-Image(image, SeedGrayLevel + D))

MaskILabel = Label-Connected-Components(MaskD)

for j from 1 to Max(MaskILabel) do

ConnectedComponent = Extract-ConnectedComponent(MaskILabel,j)

if ConnectedComponent(seed(1), seed(2)) == 1 then

Mask = Mask + ConnectedComponent

end

end

end

return Mask

Algorithm 1. Grey-scale map generation algorithm pseudocode.

Post-processing. To refine the obtained mask, we applied morphological operators as
post-processing. We used a morphological closing with a sphere structuring element
with a radius of 4 voxels, a hole filling and a morphological opening with a sphere
structuring element with a radius of 5 voxels. Figure 3 shows an example of post-
processing results.

Fig. 2. Example of the application of the Otsu thresholding algorithm to process the grey-scale
map (left) to obtain a binary mask (right).
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Due to the liver and spleen shape variability among the slices, the generated cen-
troids could fall outside the organ region or, rather, in other undesirable parts (e.g.
vessels). We faced this problem by computing the Intersection over Union (IoU), or
Jaccard Index, defined in Eq. (2), between the current and the previous slice. A new
seed is generated if the IoU is lesser than a threshold IoUth; otherwise, the seed is
accepted. With empirical tests, we discovered that a good value for the IoUth was 0.3.

IoU A;Bð Þ ¼ A\Bj j
A[Bj j ð2Þ

To choose an appropriate seed, we introduced a data structure that we called Moving
Average Seed Heatmap (MASH), which allows the determination of the most probable
areas where to place the new seed, as shown in Fig. 4. We initialized the MASH with
the area of the first segmented slice; then we calculated the following ones according to
Eq. (3), where we set c = 0.6.

MASHi ¼ Mask1 if i ¼ 1
cMASHi�1 þ 1� cð ÞMaski if i[ 1

�
ð3Þ

The MASH must be updated for all the correctly segmented slices in the volume
(Nslices), thus i ¼ 1; . . .;Nslices. A correct segmentation is obtained if IoU[ IoUth.
Otherwise, the MASH is exploited for generating the new seed.

Fig. 3. Example of three consecutive slices before and after the post-processing step: (a) images
before the post-processing; (b) images after the post-processing. This operation helps to recover
from errors during the segmentation phase.

Fig. 4. Example of a MASH. Pixel intensities are correlated with the probability of the
corresponding pixel to be selected as seed point for the corresponding slice.
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The new seed is chosen among the pixels corresponding to the maximum value in
the MASH and whose grey-level deviates at most 0.01% from the mean value of the
area segmented in the previous slice. This process is repeated up to 200 times and stops

Fig. 5. Algorithm workflow.

Fig. 6. Slice-wise segmentation flow chart.
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when the IoU between the considered slices reaches at least IoUth. If this condition is
not met, the seed is chosen among those pixels which allowed to obtain the highest
value of IoU.

The Region Growing stops when the IoU between the area of the slice and the
mean of the five previous segmented ones is below IoUth or the current segmented area
is lesser than a certain threshold, Areath. In the liver case Areath has been set to 2500
pixels, whereas for the spleen it has been set to 1000 pixels. These two values have
been found by performing empirical tests. The difference in the threshold areas is due
to the different sizes of the two organs. The steps of the previous algorithm for selecting
the seed points are represented in the flow-charts reported in Fig. 5 and Fig. 6,
respectively.

3 Experimental Evaluation

To evaluate the performance of the presented algorithm, we refer to the metrics defined
in the SLIVER07 challenge [35], namely the Volumetric Overlap Error (VOE), the
Sørensen–Dice coefficient (DSC), the Relative Volume Difference (RVD), and the
measures based on the external surface distance: the Maximum Symmetric Surface
Distance (MSSD), also known as Hausdorff distance, and the Average Symmetric
Surface Distance (ASSD).

Table 1. Proposed method for liver parenchyma segmentation. Results are expressed as
“mean ± standard deviation”.

Model VOE [%] DSC [%] RVD [%] MSSD [mm] ASSD [mm]

RG (D ¼ 20) 16.16 ± 9.20 90.91 ± 5.91 −12.18 ± 11.16 48.94 ± 20.70 2.97 ± 1.83
RG (D ¼ 25) 11.32 ± 4.10 93.95 ± 2.37 −3.97 ± 6.86 40.13 ± 17.83 1.95 ± 0.94
RG (D ¼ 30) 12.56 ± 7.30 93.13 ± 4.48 −1.12 ± 10.94 39.26 ± 17.05 2.17 ± 1.46

Table 2. Literature overview for liver parenchyma segmentation. Results are expressed as
“mean ± standard deviation” (when available).

Model VOE [%] DSC [%] RVD [%] MSSD
[mm]

ASSD
[mm]

Arjun et al. [3] N/A 86.5 N/A N/A N/A
Bevilacqua et al. [18] N/A 90.6 ± 2.6 N/A N/A N/A
Rafiei et al. [11] N/A 92.56 N/A N/A N/A
Czipczer et al. [17] 9.51 95 0.50 23.94 1.85
Mostafa et al. [5] N/A 96.04 N/A N/A N/A
Lakshmipriya et al.
[10]

6.11 97.04 N/A N/A N/A

Kumar et al. [7] N/A 97.58 ± 0.50 N/A N/A N/A
Xu et al. [20] 2.05 ± 1.30 N/A 0.66 ± 2.04 6.88 ± 6.13 0.94 ± 0.48
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In Table 1 and Table 3 are reported the results for liver and spleen parenchyma
segmentation, respectively. Table 2 and Table 4, instead, report the results from
existing literature. We used two CT scans from the SLIVER07 dataset and one CT scan
from the MSD 09 dataset to tune the parameters of the algorithm. Then, we used 18 CT
scans from the SLIVER07 dataset for assessing the performances for the liver seg-
mentation task, and 9 CT scans from the MSD 09 dataset for assessing the perfor-
mances for the spleen segmentation task.

For the liver parenchyma segmentation, the proposed algorithm reached the best
performance with D = 25 obtaining the best DSC, VOE, MSSD and ASSD results. For
the spleen parenchyma segmentation, we note that the best configuration among those
proposed is that with D = 30, which has a mean DSC value greater than 92%. In both
cases, the results are comparable with the literature, some of which present a more
complex segmentation process. For the spleen parenchyma segmentation, we note that
the proposed approach consents to improve the existing results for ASSD, by obtaining
a mean ASSD of 1.02 mm, with a standard deviation of 0.37 mm. Figure 7 shows
some examples for both liver parenchyma segmentation and spleen parenchyma seg-
mentation task.

Table 3. Proposed method for spleen parenchyma segmentation. Results are expressed as
“mean ± standard deviation”.

Model VOE [%] DSC [%] RVD [%] MSSD [mm] ASSD [mm]

RG (D ¼ 20) 16.94 ± 3.98 90.69 ± 2.30 −14.54 ± 4.40 11.93 ± 4.76 1.27 ± 0.49
RG (D ¼ 25) 14.95 ± 3.60 91.88 ± 2.10 −11.33 ± 3.89 9.79 ± 2.99 1.02 ± 0.37
RG (D ¼ 30) 14.50 ± 3.60 92.14 ± 2.09 −8.70 ± 3.97 11.75 ± 5.54 1.05 ± 0.43

Table 4. Literature overview for spleen parenchyma segmentation. Results are expressed as
“mean ± standard deviation” (when available).

Model DSC [%] ASSD [mm]

Mihaylova et al. [21] 79.83 N/A
Behrad et al. [23] 93.97 ± 2.27 N/A
Gauriau et al. [25] 87 ± 15 2.6 ± 3
Reza Soroushmehr et al. [26] 97.3 N/A
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4 Conclusion

In this paper, we proposed a novel approach to adapt 2D Region growing algorithms to
volumetric segmentation of liver and spleen. We introduced two data structures which
have proven to be useful for our approach: the Moving Average Seed Heatmap
(MASH) and the Area Union Map (AUM). These data structures, taking into account
information from the slices previously segmented, allowed us to find an appropriate
seed even when the centroid of the previous segmented slice is not appropriate, and to
prevent the choice of the seed from undesired parts of the CT scan.

We validated the proposed algorithm on the SLIVER07 dataset and on the Medical
Segmentation Decathlon Task 09 dataset, obtaining a Dice coefficient greater than 93%
and 92% for liver and spleen segmentation, respectively. The obtained results are
comparable with those attained in literature with more sophisticated methods.

To summarize, the proposed method, compared to the existing literature has many
advantages. It could be applied extended to any 3D continuous and homogeneous
region segmentation. In this paper, we analyze two applications: liver and spleen
segmentation from CT scans, but there could be many other scenarios in which such an
algorithm can be useful. It introduces useful bookkeeping data structures, which allows
performing a 3D segmentation in a 2D slice-wise fashion. The possibility to break up a
computationally complex problem as 3D segmentation into 2D segmentation is very
important to permit the application of the algorithm also on large 3D images as
abdominal CT scans. The proposed method is semi-automatic, involving the manual
selection of a slice and a seed point from which starting the segmentation process.
Future studies could focus on turning the method into a fully automatic one, by
implementing an automatic seed selection algorithm, and the analysis of the slice-wise
region growing segmentation also in the other axes.

Fig. 7. Example of liver (top) and spleen (bottom) parenchyma segmentation: (left) ground
truth; (center) prediction; (right) difference between prediction and ground truth, where the green
label indicates the false negatives and the yellow label indicates the false positives. (Color figure
online)
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Abstract. Steganalysis is the art to detect the hiding information introduced by
the algorithm of steganography. When steganalysis model is trained on the
image set with stego images produced by a certain type of steganographic
algorithm, it may be hard to accurately detect another type of steganographic
algorithm, we call this phenomena as steganographic algorithm mismatch in
steganalysis, which greatly prevent the laatory steganalysis model from being
put into the real-world applications. To solve this problem, researchers have
proposed two widely-used approaches, i.e., Spatial Rich Models
(SRM) + Ensemble Classifier (EC), and Convolutional Neural Network
(CNN) + Transfer Learning (TL). In this paper, we propose a different approach
by constructing the “similar” or close training images that more suitable for fine-
tune the steganalysis networks. We use an advanced steganalysis CNN to extract
steganographic features, then use the features to match a “similar” image set
which may be produced by one or several “similar” steganographic algorithms,
and finally use the matched “similar” image set to fine-tune a specific advanced
steganalysis networks. Experimental result on three types of spatial stegano-
graphic algorithms prove that the proposed method can improve the detection
accuracy in the scenario of steganographic algorithm mismatch.

Keywords: Blind image steganalysis � Steganography mismatch �
Convolutional Neural Network � Distance matching � Transfer Learning

1 Introduction

Steganography is a technique to achieve covert communication by embedding secret
information into the carrier (audio, video, image, text, and etc.), defending being
detected by the warder of steganalysis. As the most common media used in the internet,
and also due to its redundancy, digital image become the most commonly used carriers
of steganography. Digital image steganography can be divided into two classes, i.e.,
spatial domain and frequency domain. Digital image steganography also can be clas-
sified as traditional steganography and the adaptive steganography. The former usually
uses relative simple skill to hide information into the least significant bits, whereas the
latter uses more advanced skill to hide information into the texture complex space of an
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image to resiting steganalysis. The adaptive spatial domain steganographic methods
includes WOW [1], S-UNIWARD [2] and HILL [2]. The adaptive frequency domain
steganographic methods includes J-UNIWARD [3] and UED [4].

Steganalysis is the opposite art of steganography, which can decides whether an
image hiding secret information or not. With the development of machine learning,
including the recently rapidly developing deep learning, the steganalysis algorithms is
also developing rapidly. Fridrich et al. [5, 6] proposed the spatial domain rich model
(SRM), which improves the detection accuracy of steganalysis by increasing feature
diversity and dimensions. Xu et al. [7, 8] proposed a deep leaning-based steganalysis,
where the designed neural networks are characterized with embedded absolute layers
and activation function ReLU, and achieved better detection performance than SRM.
Ye et al. [9] proposed a more advanced deep learning-based approach, where the
designed CNNs have a new activation function called truncated linear unit (TLU) and
uses more diverse high-pass filters in the first layer. More recently, Fridrich’s team
proposed the SRNet [10], which can automatically “computes noise residuals” without
using of high-pass filters in the first layer, and can be applied into both spatial and
frequency domains with excellent detection performance. However, in the real envi-
ronment, owing to the mismatch between the (unknown) target steganographic algo-
rithm and the (already known) steganographic algorithm used in the training phase, the
performance of steganalysis decreases significantly.

Traditional approach of blind steganalysis to deal steganographic algorithm mis-
match is to train on a binary cover-versus-all-stego classifier [11, 12], where the
training set contains the stego images embedded by a variety of known (existing)
steganographic algorithms. This approach works well when the steganographic algo-
rithms are already known, but it has the problems of long training time and large
feature dimensions. Literature [13] combines the idea of CNN + TL to solve the
problem of blind steganalysis by optimizing the study rate of CNN network, but
transfer learning used in this method is somewhat rough and the steganalysis ability of
the initial CNN (network without transfer learning) is low, which affects the
improvement of the final detection performance of blind steganalysis.

In this paper, we present a different approach. We first use the CNN as a
steganographic feature extractor to obtain more representative and lower-dimensional
steganographic features; and then construct a training set by selecting “similar” images
with steganographic features close to the images embedded with one or several existing
steganographic algorithms; and finally use the constructed training set for transfer
learning of steganalysis. We conduct experiments on several classical spatial domain
adaptive steganographic algorithms. The experimental results show that the proposed
method improves the detection accuracy of steganalysis in case of steganographic
algorithm mismatch.

Section 2 describes the details of the proposed method. Section 3 presents the
experimental results, and Sect. 4 draws the conclusion of this paper.
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2 Proposed Approaches

Our main idea is an off-line approach, which first matches the steganographic algo-
rithm, and then uses the training set embedded with the matched steganographic
algorithms to detect the test image. We think that the closer the training images to the
test images in terms of steganographic features, the higher the possibility we can
successfully detect the test images. Figure 1 shows the framework of the proposed
blind steganalysis method. We first build a steganographic algorithm feature library of
some known steganographic algorithms, and then extract the steganographic features of
the test images. By comparing the similarity between the steganographic feature of test
images and the steganographic feature database, we construct a prediction table to
record the ratio of features in the database embedded by each steganographic algorithm
being similar with features of the test images. The ratios are then used to guide the
construction of a training data set for transfer learning. Finally, the steganalysis model
corresponding to the prediction algorithm is fine-tuned by the constructed data set, and
the detection performance of the steganalysis model for the test images in the case of
algorithm mismatch is improved.

2.1 Steganographic Algorithm Sub-feature Extraction and Its
Combination

Without the loss of generality, this paper uses the SRNet [10] as a steganographic
algorithm feature extractor. Unlike the SRNet network directly inputs the feature map
of the eleventh layer into the next layer of CNNs, we intercept the feature map of the
eleventh layer as raw steganographic features. The steganographic feature map of this
layer is a 3-dimensional tensor of 512 � 16 � 1 = 8192 features, which causes a heavy
time consumption for the subsequent calculation of similar distances. In order to obtain
more representative and low-dimensional features, we use the method of axis dimen-
sionality reduction to reduce the dimensions of features. The axis dimension reduction
is achieved by selecting the representative values (such as maximal, minimal and mean
values, which are calculated by the operations of max, min and mean, respectively) of
features to represent the original features. For a 2-dimensional tensor, X-axis and
Y-axis dimensionality reductions means to reduce the features along a row and a
column of the feature map respectively. For example, the Y-axis dimensionality
reduction with max operation can be expressed as follows:

Fig. 1. The main framework of the proposed new blind steganalysis system
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where aijð1� i�m; 1� j� nÞ is the element of the i th row and j th column of the
feature map, and Ajð1� j� nÞ represents the value of the j th column of the feature
map.

We denotes the features obtained by the min, max and mean operations as Fmin,
Fmax and Fmean, respectively. By combining sub-features, we then have new types of
steganographic feature such as Fmin max, Fmin mean, Fmax mean and Fmin max mean . We
conduct experiments to determine which combination is more efficient and effective,
which will be presented in Sect. 3.

2.2 Steganography Algorithm Matching and Construction of Fine-
Tuning Training Set

Next, we design method to measure the similarity between two images, with the sub-
features combination.

KL distance is a commonly used method to compare the similarity between two
sets:

KLðPjjQÞ ¼
X
i

PðiÞ PðiÞ
QðiÞ ; ð2Þ

where P and Q represent two distributions for comparison. However, the KL distance
lacks symmetry and has a certain degree of limitation. For example, KL(P||Q) is not
equal to KL(Q||P). Therefore, we consider using JS algorithm, which is more com-
prehensive and valid in describing the similarity between two distributions. The for-
mulation of JS distance is as follows:

JSðP k QÞ ¼ 1
2
KL P k Mð Þþ 1

2
KL Q k Mð Þ; ð3Þ

where M ¼ ðPþQÞ
2 .

In order to determine the most possible (or similar) steganographic algorithm used
in the test images, we calculate the JS distance between the steganographic features of
test image and the features in the steganographic feature database. The process be
expressed as follows:

Stesti ¼ RankðJSðtesti k lib1Þ; JSðtesti k lib2Þ; . . .; JSðtesti k libnÞÞ; ð4Þ

where testi and Stesti represent the i th test image and its similarity value, respectively;
Rank is a method of descending order of scores, libj represents the steganographic
features of the j th image, and n is the total number of steganographic features in the
library.
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Then, we use the similarities to build a prediction table recording the ratio of
features in the database being similar with features of the test images. The process is
described in Algorithm 1, where table T records the ratio of each algorithm close to the
algorithm used in the test set, and Algo records the most possible (or similar)
steganographic algorithm used in the test images.

Algorithm 1 The process of building prediction table of 
similar algorithms

Input: The test images Test; the steganographic images li-
brary Lib; the total number of steganographic algorithms 
N.
Output: Prediction table T; the most similarity 
steganographic algorithms Algo.
T [1...N] = 0;
for i = 0; i < length(Test); i + + do
Extracts the steganographic feature of Testi, denoting 

as p(i);
for j = 0; j < length(Lib); j + + do
Extracts the steganographic feature of Libj, denoting 
as q(j);
Calculates the similarity of D[j] = JS(p(i),q(j));

end for
Obtains the location of the minimum value of array D as 
MinLoca;
Finds the steganographic algorithm used in the image 
with MinLoca and record it as k th algorithm;
T[k]+ = 1/length(Test);

end for
Obtains the Algo by maximum value of the T;

Finally, we use the ratios record in the prediction table T to build a training set for
the test images. For example, if we want to build a M size of training set (actually,
M pairs of stego-cover images), for k th steganographic algorithm, we select M � T[k]
pairs of stego and cover with stego generated by the k th steganographic algorithm.

2.3 Transfer Learning

After the construction of training set for the test set, it is easy to apply the transfer
learning for the algorithm mismatch of steganalysis.

First, we select the steganalysis model which has already been trained on the most
possible steganographic algorithm (Algo in Algorithm 1) as the initial CNN-based
steganalysis model. Then, using the training set constructed in Sect. 2.2 to fine-tune the
initial CNN-based steganalysis model. Considering that the higher the convolutional
layer of the CNN network is, the higher the semantic level of features the convolutional
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layer maps, we remain the first 11 layers of SRNet, and fine-tune the remainder layers.
The detailed structure is shown in Fig. 2.

Because the initial CNN-based steganalysis model has a certain degree of ste-
ganalysis performance, we just retrain the initial CNN-based steganalysis model with a
tiny learning rate of 0.0001 for 100k iterations.

3 Experiment

3.1 Experimental Setup

All experiments reported in this section were conducted on 10000 grayscale images
with dimensions of 512 � 512 downloaded from BOSSbase 1.01 [14]. For all the
experiments, the dataset (10000 images) is split as follows, 60% as a training set (6000
images), 20% as a validation set (2000 images), and the remainder 20% as a test set
(2000 images). For the training set, we used three types of steganographic algorithms,
WOW [1], SUNI [2], and HILL [2]. The embedding rates are set to 0.4 bpp. The
steganographic algorithm feature library is composed of three types of steganographic
algorithm features. Totally, there are 6000 � 3 = 18000 stego images to construct
steganographic algorithm feature library. The Graphics card used in the experiments is
RTX2080 TI with 11G memory.

3.2 Optimal Sub-feature Combination

Since the sub-features extracted by the SRNet steganalysis network are primitive and
high-dimensional features, which are neither efficiency nor effective. To find the bal-
ance between efficiency and effectiveness of features, we conducted experiments to
compare the time cost and the performance of different combinations of sub-features.

We first compare the time cost on the steganographic matching algorithm using
different combination of sub-features, including only a single type, a combination of
two types, and a combination of all types. In this experiment, the image set contains of
2000 images being used as test image. Table 1 shows the time consumption, where the
first row records the total time of 2000 test images matched in the steganographic
algorithm, and the second row records the average time of each image cost in the

Fig. 2. The process of transfer learning
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matching. We can see clearly that the time cost increases with the increasing number of
features being used (note that more sub-features means more number of features).

We then conducted experiments to further compare the performance of stegano-
graphic algorithm matching by using different combinations of sub-features. We take
the test set embedded by WOW algorithm with 0.4 embedding rate as an example. The
three sub-features are Fmin, Fmax and Fmean. We randomly selected 200 images from the
stego set of 2000 images embedded with WOW algorithm. Table 2 shows the average
matching results of 5 experiments, where the first column represents steganographic
algorithm, and the second to the last column show the matching results by using
different combination of sub-features. As can be seen from the table, in the three types
of combinations of sub-features, the performance of only a sub-feature is worse than
multiple sub-features. Among the multiple sub-feature combinations, the combination
of min_max has the best performance, which is even better than the combination of
three sub-features (Min_Max_Mean). Thus, we choose the combination of min_max
sub-features in the following steganographic algorithm matching experiments.

3.3 Steganography Matching Results

In this section, we conducted the experiment to verify the effectiveness of the
steganographic algorithm matching method and tested the accuracy of the new blind
steganalysis model proposed in this paper. In detail, for each of the three steganography
algorithm, WOW, SUNI and HILL, we randomly selected 200 pairs of stego and cover
images from 2000 pairs of images with cover images coming from the aforementioned
test set. Thus we have three test image sets. Each test image set is then input into each
steganalysis model (pre-trained with three steganography algorithms, WOW, SUNI and
HILL on corresponding 3 � 2000 validation set), and the steganographic features are
extracted for similarity calculating and algorithm matching. Table 3 shows the
matching results of the three spatial steganographic algorithms. The data in the table are
the average results from 5 experiments.

Table 1. Time consumption for combination of features in each dimension.

Single Double ALL

Total 2058.62 s 3618.17 s 4700.80 s
Average 1.03 s 1.80 s 2.35 s

Table 2. Matching accuracy of each sub-feature combination.

Min Max Mean Min_Max Min_Mean Max_Mean Min_Max_Mean

HILL 0.0321 0.0298 0.0795 0.0260 0.0398 0.0313 0.0300
SUNI 0.0860 0.1023 0.0235 0.0680 0.0590 0.0860 0.0660
WOW 0.8891 0.8697 0.8970 0.9060 0.9012 0.8827 0.9040
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In Table 3, the first column represents the steganographic algorithm used on test
images, the second column represents the steganographic algorithm to be predicted, the
third to fifth columns represent the steganographic algorithm base on which to pre-train
steganographic steganalysis model for extracting steganographic features, and the last
column Pred gives the final predicted probability by calculating the average value of
each row, which is a comprehensive result that takes into account the predictions of the
steganographic algorithm under each model. We select the item with the largest pro-
portion in the prediction table as the output of the predictive steganographic algorithm.
From the table, we can see that for test images of unknown steganographic algorithms,
the matching method can accurately match the steganography used by them. However,
for HILL algorithm, the matching method outputs a wrong prediction. The main reason
is HILL’s steganographic features are very difficult to be captured by SRNet networks,
which can be clarified by literature [10] that the SRNet’s detection performance on
HILL is approximately 4% lower than that on WOW and SUNI. However, there is no
obvious gap between the matching result of WOW and SUNI with the same embedding
rates.

3.4 Blind Steganalysis Results

In this sub-section, we evaluated the detection accuracy of the blind steganalysis
method proposed in this paper, by comparing it with the blind steganalysis method
proposed in [13]. Meanwhile, the test results of the laboratory environment of the
SRNet network is used as a reference for the proposed method. Each test image set
consists of 2000 pairs of stego-cover images.

In the table, the first row is the detection error rate of the SRNet steganalysis
network when the steganographic algorithm is adapted; the second row is the detection
error rate of steganalysis of the SRNet network in the case of algorithm mismatch. The
third and fourth rows are the detection error rate obtained by the method proposed by
[13] and proposed in this paper, respectively. We can see that, for the algorithms WOW

Table 3. Similarity matching table for each steganographic algorithm.

Test
algorithm

Algorithm to be
predicted

Steganographic features extract on Pred
WOW
model

SUNI
model

HILL
model

WOW WOW 0.8970 0.1602 0.1893 0.4155
SUNI 0.0231 0.7622 0.3423 0.3759
HILL 0.0799 0.0776 0.4684 0.2086

SUNI WOW 0.7214 0.1848 0.1817 0.3626
SUNI 0.1992 0.7328 0.3201 0.4174
HILL 0.0794 0.0824 0.4982 0.2200

HILL WOW 0.6291 0.2545 0.1962 0.3599
SUNI 0.2702 0.6470 0.3437 0.4203
HILL 0.1007 0.0985 0.4601 0.2198
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and SUNI, our method has 6.72% and 8.66% improvement over the method proposed
by [13], respectively (note that literature [13] did not detect HILL). For HILL, our
method has a 5.44% improvement over the detection of the SRNet with algorithm
mismatch [10]. And for WOW and SUNI, our method can achieve a very close
detection performance comparing with SRNet in the case of algorithm adapted, that is a
very ideal result achieved in laboratory environment where the detection algorithm is
the algorithm used for training (Table 4).

4 Conclusion and Future Work

In this paper we proposed a new model to solve the steganalysis in case of algorithm
mismatch. Steganographic features with low feature dimensions and representativeness
were designed to match similar steganographic algorithm and generate the matching
table. The matching table is then used to guide the selecting of training images. Finally,
the training images are used to fine-tune a CNN-based steganalysis and improve the
detection performance in the scenario of algorithm mismatch. Experimental results
show that the proposed approach outperformed [13] and [10] significantly. In the future
research, we will design more advanced steganographic algorithm feature extraction
networks, as well as more advanced transfer learning method for steganalysis in case of
algorithm mismatch.

Acknowledgement. This work was supported by the National Natural Science Foundation of
China (NSFC) under grant Nos. U1836102, 61672203 & 61976079, and Anhui Science and
Technology Key Special Program under the grant No. 201903a05020016.

References

1. Holub, V., Fridrich, J.: Designing steganographic distortion using directional filters. In:
IEEE Workshop on Information Forensic and Security. IEEE (2012)

2. Fridrich, J., Goljan, M.: Digital image steganography using stochastic modulation. Proc.
SPIE – Int. Soc. Opt. Eng. 5020(4), 191–202 (2003)

3. Holub, V., Fridrich, J.: Digital image steganography using universal distortion. In: IH and
MMSec 2013 - Proceedings of the 2013 ACM Information Hiding and Multimedia Security
Workshop. https://doi.org/10.1145/2482513.2482514

4. Guo, L., Ni, J., Shi, Y.Q.: Uniform embedding for efficient JPEG steganography. IEEE
Trans. Inf. Forensics Secur. 9(5), 814–825 (2014)

Table 4. The detection error from different steganalysis system with the payload 0.4 bpp

WOW SUNI HILL

SRNet with algorithm adapted 8.93% 10.23% 14.14%
SRNet with algorithm mismatch 14.22% 21.47% 28.56%
Method proposed in [13] 18.05% 19.12% –

Our method 11.33% 10.46% 23.12%

A Novel Approach of Steganalysis to Deal with Steganographic Algorithm 421

https://doi.org/10.1145/2482513.2482514


5. Fridrich, J., Goljan, M.: Steganalysis of content-adaptive steganography in spatial domain
(2011)

6. Fridrich, J., Kodovsky, J.: Rich models for steganalysis of digital images. IEEE Trans. Inf.
Forensics Secur. 7(3), 868–882 (2012)

7. Xu, G., Wu, H.Z., Shi, Y.Q.: Ensemble of CNNs for steganalysis: an empirical study. In:
The 4th ACM Workshop. ACM (2016)

8. Xu, G., Wu, H.Z., Shi, Y.Q.: Structural design of convolutional neural networks for
steganalysis. IEEE Signal Process. Lett. 23, 708–712 (2016)

9. Ye, J., Ni, J., Yi, Y.: Deep learning hierarchical representations for image steganalysis. IEEE
Trans. Inf. Forensics Secur. 12, 2545–2557 (2017)

10. Boroumand, M., Chen, M., Fridrich, J.: Deep residual network for steganalysis of digital
images. IEEE Trans. Inf. Forensics Secur. 14, 1181–1193 (2018)

11. Pevny, T., Fridrich, J.J.: Novelty detection in blind steganalysis. In: Workshop on
Multimedia and Security. ACM (2008)

12. Fridrich, J.: Steganography in Digital Media (Principles, Algorithms, and Applications).
Preface (2009). https://doi.org/10.1017/cbo9781139192903:xv-xxii

13. Mustafa, E.M., Elshafey, M.A., Fouad, M.M.: Accuracy enhancement of a blind image
steganalysis approach using dynamic learning rate-based CNN on GPUs. In: 2019 10th
IEEE International Conference on Intelligent Data Acquisition and Advanced Computing
Systems: Technology and Applications (IDAACS), Metz, France, pp. 28–33 (2019)

14. Bas, P., Filler, T., Pevný, T.: “Break our steganographic system”: the ins and outs of
organizing BOSS. In: Filler, T., Pevný, T., Craver, S., Ker, A. (eds.) IH 2011. LNCS, vol.
6958, pp. 59–70. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-24178-9_5

422 P. Shi et al.

https://doi.org/10.1017/cbo9781139192903:xv-xxii
https://doi.org/10.1007/978-3-642-24178-9_5


Research on User Information Security
in the Context of New Media

Haiyu Wang1,2(&)

1 School of Economics and Management, Zhengzhou Normal University,
Zhengzhou, China

wanghaiyu0830@163.com
2 School of Journalism and Communication, Zhengzhou University,

Zhengzhou, China

Abstract. New media technology has reshaped the network communication
mode, and every netizen has a great right of expression. At the same time,
Internet users are also facing information security risks such as information
disclosure, false information, hacker attacks, etc. Through the method of
questionnaire survey, the author analyzes the information security problems
faced by Internet users in the use of new media, and puts forward measures to
improve Internet users’ new media literacy, strengthen the industry self-
discipline of platforms and enterprises, and improve laws and regulations.

Keywords: New media � Information security � New media literacy

1 Introduction

Information security refers to protecting the information space, information carrier and
information resources of the state, institutions and individuals from all kinds of dan-
gers, threats, infringements and misleading external states, ways and internal subjective
feelings. In the era of big data, the information fusion line is online and offline, across
software and hardware, including human body and objects. The nature, time, space,
content and form of information security are reconstructed, presenting new features
such as large networking, large concentration, large flow and large penetration.
Information security management presents unprecedented complexity, interweaving,
dynamic and comprehensive. The new media represented by digital technology breaks
the barriers between the media, dissolves the boundaries between the media, between
the region, between the administration, even between the disseminator and the receiver.

A total of 1000 questionnaires and 840 valid questionnaires were distributed in this
survey.

Table 1 shows the proportion of personal information exposed when using new
media platform. Nearly 60% of netizens said they occasionally exposed their personal
information through new media platforms. Only 9.52% never exposed their personal
information.
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New media provides a new communication space for netizens. In this virtual space,
Internet users can get any information they want, at the same time, they also expose
their living conditions without reservation, so their information security is greatly
threatened. On the one hand, many new media platforms require users to register in real
name and obtain users’ location information, photo albums, address books and other
contents, which makes users’ privacy leak. On the other hand, it is the problem of
information security caused by excessive presentation of their personal information and
mass forwarding of unconfirmed information. This paper uses the methods of ques-
tionnaire and interview to study the user information security under the background of
new media. Based on the analysis of 840 valid questionnaires, the author puts forward
the countermeasures to protect the user’s personal information security from individual,
enterprise and national level. The innovation of the paper lies in the uniqueness of the
method, the scientificity of the data and the feasibility of the countermeasures.

2 Analysis of Information Security

2.1 Disclosure of Personal Information

According to China new media industry security report, China’s personal information
is in a state of serious abuse. One of the major reasons is that there is no operational
legal provisions for the protection of personal information. Due to personal information
leakage, spam information, fraud information and other reasons, the loss of Internet
users is serious. Generally speaking, personal information disclosure is mainly reflected
in the following four aspects:

1) Active submission of user information: Internet applications such as social net-
working, shopping, games, payment, job hunting, house purchasing, etc. all require
users to register their personal information at the time of registration.
A very typical example is that when we apply for a credit card on the Internet, we
need to provide a complete set of personal data. These data include our personal

Table 1. Proportion of personal information exposed when using new media platform.

options subtotal Proportion (%)

never 100 11.9

no 160 19.05

sometimes 500 59.52

often 80 9.52
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credit information, family member information, personal income, personal assets
and other detailed information. These are personal information that we voluntarily
submit.

2) Access to “cloud services”: cloud storage, cloud video, etc., usually storage and
calculation are on the server side, so its server records a lot of data related to the
user’s personal information.
Baidu disk, QQ album, which are widely used by us, store a lot of personal
information. This information is stored on the servers of some companies.

3) The tracking record of the Internet service provider to the user’s behavior: the user
browsing the website, using the search engine, online shopping, online social
networking or instant messaging tools will generate a large number of online
behavior data, which will usually be recorded by the service provider.

A large number of shopping websites record the consumption history of consumers
and predict the future purchase demand of consumers based on big data. If we buy a
book in Dangdang, the seller will record our browsing and purchasing history, and
obtain the consumer’s email and telephone information. When the seller has relevant
books on the shelves, they will send information to consumers through email or
telephone, informing them of the relevant information of the new book.

Table 2 shows that about 10% of respondents said they had experienced personal
information theft.

(4) Access to mobile app software: many applications can access sensitive information
such as contacts, call records, photo albums and location information on mobile
phones.

Table 3 shows that about 17% of respondents have experienced personal infor-
mation fraud in the past.

Table 2. Proportion of personal information stolen.

options subtotal  Proportion(%)

yes 80 9.52

no 760 90.48
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2.2 Dissemination of False Information

Relying on Internet technology, new media has the advantages of fast, efficient and
wide spread in information dissemination, but at the same time, new media has become
a new field of producing and disseminating false information. Every user can partici-
pate in the creation of information at any time, which provides tools and platforms for
people with ulterior motives. At the same time, under the condition of high media
integration, the same false information can be “copied” in many platforms, such as
website, client, microblog, wechat, etc., and there is interaction effect.

A large number of false information spread viral on the Internet, some netizens
cannot distinguish the true and false information, and waste too much time and energy
on the false information. These information may mislead netizens’ emotion and
behavior, incite netizens’ emotions, deceive Internet users to disclose personal infor-
mation, and even use Internet users’ information to conduct bank transfer and other
telecom fraud Terrible social consequences.

2.3 Hacker Virus Invasion

The external threats of network new media information security mainly focus on hacker
invasion and computer virus. Because of the characteristics of computer virus, such as
concealment, latency, infectivity, etc., once the computer virus is started, it may lead to
system crash, data files are maliciously tampered with or lost, etc.

One of the common ways that viruses destroy network media is to send poisonous
e-mails and hyperlinks containing virus web addresses to users. If users open them
carelessly, they will bring viruses into the Internet devices, thus threatening the
information security of users. In addition, hackers use a lot of software to decipher
passwords, so as to destroy the system of network media or disturb the database, so as
to collapse the attacked network media and even paralyze the whole network.

3 Countermeasures

For a long time, the means to ensure information security in our country have focused
on technology, such as encryption technology, data backup, anti-virus, firewall,
intrusion detection, identity authentication and so on, to a certain extent, to ensure the

Table 3. Proportion of personal information fraud.

options subtotal  Proportion(%)

yes 140 16.67

no 700 83.33
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security of information. However, in fact, it is not foolproof to rely on technology and
products only to ensure information security. Many complex and changeable security
risks cannot be eliminated. People’s shallow awareness of protecting personal infor-
mation and lax system supervision will lead to information security risks. Therefore,
the following information security measures are proposed in this paper.

Table 4 shows that all respondents believed that information protection for online
shopping platforms, take-out platforms and other software is not good enough. Public
awareness of prevention is not strong enough and the information protection mecha-
nism of express company is blank or imperfect, that is in second place.

3.1 Improve Netizens New Media Literacy

According to China new media industry security report, China’s personal information
is in a state of serious abuse. One of the major reasons is that there is no operational
legal provision for the protection of personal information. Due to personal information
leakage, spam information, fraud information and other reasons, the loss of Internet
users is serious. Generally speaking, personal information disclosure is mainly reflected
in the following four aspects:

While people enjoy the convenience brought by new media, they will reduce the
prevention of personal information security, which also leads to the frequent occurrence
of neglecting their own information security and disclosing other people’s information
at will. For example, wechat’s “shake and shake” function can check nearby people,
broaden the social scope in the mode of delivery, but if these functions are used
by lawbreakers, there will be moral and ethical problems and even illegal cases.

Table 4. Main reasons for personal information disclosure.

options subtotal  Proportion(%)

Public awareness of prevention is not strong 
enough

660
78.57

Information protection for online shopping 
platforms, take-out platforms and other soft-
ware is not good enough

840
100

Third party payment platform (WeChat, 
Alipay, etc.) information protection work is not 
good enough

620
73.81

The information protection mechanism of 
express company is blank or imperfect

660
78.57

The crackdown on lawbreakers is inadequate 580
69.05

Other (please indicate) 0 
0
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Netizens need to improve their new media literacy, grasp the scale of the use of new
media, and know what information can be disclosed and what can not. At the same time,
the uncertain information, the information without basis, do not comment, do not spread,
reduce junk information, reduce the risk of information security. Therefore, to enhance
personal new media literacy is the basic quality that every netizen should have for
information security.

3.2 Strengthen Platform and Industry Self-discipline

New media platforms and industries need to further strengthen their responsibilities and
obligations as social citizens, formulate industry norms, restrict their own business
behavior, do not use or abuse the personal information of Internet users in violation of
regulations, and effectively protect the privacy of Internet users’ personal information.
The platform needs to monitor the information released by Internet users in real time
and take the responsibility of information gatekeeper. We should filter and eliminate
information such as violence, yellow and violation of national security, and strive to
build a safe, efficient and clear cyberspace.

3.3 Improve the Law

The state needs to further strengthen and accelerate the construction of laws and
regulations on new media platform and industry, improve the legal system, supervise
and manage the content and operation mode of new media, and make sure there are
laws to abide by. Clearly stipulate the responsibility and obligation of new media
platform to protect the user’s personal information security, standardize its collection,
use, dissemination and confidentiality of user information, formulate effective laws and
regulations, continuously supervise the platform, timely and effectively solve the
problems reflected by Internet users, and put an end to the events and disputes that
violate the citizen’s information security in the process of new media dissemination Let
our legal construction play a greater role in the Internet era.

4 Conclusion

New media endows grassroots netizens with great media access right, knowledge
acquisition right, expression right, etc. at the same time, due to the openness and
interactivity of the network environment, network security problems continue to
emerge. Through the questionnaire survey, the author found that the Internet users’
awareness of information security needs to be improved. The new media platform
needs to strengthen self-discipline and protect the privacy of Internet users. At the same
time, it needs the construction and improvement of national laws and regulations. Only
by the coordinated development of the three can the information security be improved
and a safe and clear cyberspace full of trust is jointly constructed.
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Abstract. The mining of software community structure is of great significance
in identifying software design pattern, software maintenance, software security
and optimizing software structure. To improve the accuracy of description of
software execution status model, A new method to construct merge software
execute graph is proposed that based on the software execution network model.
And then to get the software execution path through the software execution
sequence analysis, The ND (Node Dependence) was proposed to measure the
tightness of inter-node dependencies based on the design principle of “high
cohesion, low coupling” of software. At last, depends on the software execution
path, the SLCA (Software Label Communities Algorithm) community division
algorithm is proposed to improve stability of community partition algorithm and
validity of software module partition.

Keywords: Software community structure � Software executive network �
Complex network � Inter-node dependency

1 Introduction

In recent years, the number and scale of software systems have shown exponential
growth. It has become increasingly difficult to study software systems in the traditional
way. In order to reduce the complexity of software systems, a large number of
researchers abstract complex software systems into software network models.

In 2002, Valverde and other researchers [1] map the software system to the
network structure model by combined the complex network method with the software
network structure. From this time on, a large number of researchers have devoted
themselves to the research work in this field. Liu B et al. [2] studied the internal logic
of software with the method of UML class diagram in software engineering in 2005.
Cai K Y et al. [3] proposed that software execution process should be regarded as an
evolving complex network, the concept of software mirroring is introduced into a
new model of complex networks and incorporate dynamic information about software
behavior. Ma J et al. [4] modeled a software package as a network which nodes are
represented by functions and edges are represented by dependencies between func-
tions. Šubelj, Lovro et al. [5] had studied the different software system developed by
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Java from the view of network science. Especially the research work [6, 7] in recent
years shows that complex network theory can provide important technical support for
exploratory analysis of large-scale complex software systems.

In solving the problem of community division in complex networks, a large number
of algorithms have emerged correspondingly. According to the solving strategy, it can
be divided into three categories: based on optimization, heuristic and similarity. The
main idea of the algorithm based on optimization is turn the problem of finding
community structure into the problem of optimization. Spectral clustering algorithm,
Fast Newman algorithm [8] and Guimera-amarai algorithm [9] are typical represen-
tatives. The main idea of the algorithm based on heuristic is turn the problem into
heuristic rules. Although this kind of algorithm can quickly obtain feasible solutions in
a reasonable space range, the solution is not necessarily the optimal solution. Such as
Label Propagation algorithm is typical representatives. The similarity-based algorithm
measures the similarity between nodes according to their properties and topological
relation, then the community structure is divided based on similarity. This kind of
algorithm include based on node dependence and node clustering center degree [10].
Ruan J et al. [11] proposed an effective heuristic algorithm, which combines spectral
division and local search to optimize Q. Wang Y et al. [12] proposed a method based
on block vertex and degree entropy.

This paper studies the software community division method based on inter-node
dependency. The Method divided the software network into modules by use the theory
of complex network and the inherent characteristics and characteristics of the software
itself. A method to calculate the dependency between software network nodes is
proposed and the SLCA (Software Label Communities Algorithm) algorithm to divi-
ded the community structure in Software is bring forward as well.

2 Construction of Merge Software Execute Graph

In order to fully show the internal features of the software in operation, the same
software will generate multiple software execution sequences based on different inputs,
and each software execution sequence corresponds to a software execution diagram.
Due to different inputs, the number of calls between the same two functions in different
software execution diagrams will vary greatly, so these diagrams need to be integrated.
Since the weights of software execution diagrams vary greatly, some values may be on
the high side collectively. The high value of one group may obscure the characteristics
of the others if the weights are simply superimposed. So a new approach is needed to
proposed to deal with the problem.

The software execution sequence data set S which contains n sequences:
S ¼ s1; s2; s3; s4; . . .:; . . .snf g, each of these sequences has a different input. These
sequences are converted into software execution diagrams respectively according to the
corresponding method. Generate the software execution graph data set G:
G ¼ g1; g2; g3; g4; . . .; . . .; gnf g.
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Definition 2.1. Combined Weight. It is Integration of weights in software execution
diagrams.

Wij ¼
Xn
i

log 1þNij
� �

Pm
j log 1þNij

� � ð1Þ

Wij represents the combined weight from node i to node j, Nij represents the number
of calls from node i to node j. There are n sets of networks for different inputs, the
values of i and j in n groups of software execution diagrams are calculated respectively
and then summed. The number of functions that called by i is m.

Definition 2.2. MSEG (merge software execute graph), integrated from multiple
software execution diagrams. The functions in the software represent the nodes in the
diagram. Call relationships as the edges of the graph. Wij is weight.

MESG ¼ Nodei; Nodej; Wij
� � ð2Þ

Nodei and Nodej are the relationship between the call and the called, it is
Nodei ! Nodej. So, In the case presented above, multiple software execution diagrams
need to be merged.

Algorithm 1 Generation algorithm of MSEG
Input:
Output:MSEG

(01) Initialize mGraph
(02) for ( each gadj from G )
(03) for ( each edgeSet from gadj )
(04) allvalue = 0
(05) for ( each edge from edgeSet )
(06) allvalue += log( edge.value + 1 )
(07) end for
(08) for( each edge from edgeSet )
(09) if( mGraph.containt( edge ))
(10) mGraph.get( edge ).value += log( edge.value + 1) /allvalue
(11) else
(12) mGraph.add( edge )
(13) end for
(14) end for
(15) end for
(16) return mGraph

In line 1, mGraph stores the final composite structure and adopts adjacency list.
Lines 2 through 15 traverse multiple diagrams, lines 3 through 14 of which traverse the
edges corresponding to each node in the diagram, allvalue is used to store the corre-
sponding weight of each node. Lines 5 through 7 calculate allvalue. Lines 8 through 12
store the sum of weight in the mGraph.
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3 Inter-node Dependency

3.1 Definitions of Inter-node Dependency

In order to improve the cohesion of modules in the division of software network
modules, the degree of association between nodes needs to be calculated. In this paper,
inter-node dependency is used to represent the degree of association between nodes,
and the inter-node dependency is analyzed from the perspective of software execution
path.

Definition 3.1. Software execute trace. The sequence of function calls during the
execution of the software represents the path of function calls. The sequence from left
to right is the relationship between the call and the called. The starting node of the
sequence is the software running function, and the ending node of the sequence is the
function that does not call other functions at run time.

In the software execution process, the software depending on each software exe-
cution path to complete the execution, the completion of each software execution path
depends on each node in the path, the execution completion of each node depends on
the completion of its subsequent nodes, in other words, the execution of the node
depends on the node dependency set of the node.

Definition 3.2. NDS(Node Dependence Set). A node in all software execution paths
that contain that node which subsequent node directly or indirectly called. The set of all
these nodes is the node dependency set for that node.

NDS Nð Þ ¼ fCjN ! Cg; C 2 NDS ð3Þ

Where C, N represent a node in the software network. C is a node in the N node
dependency set. N ! C represents the existence of a software execution path, and C
node is on the right of N node, that is, N function node calls C function node directly or
indirectly. So, NDS is the dependency set of node N, It is written as NDS Nð Þ.

When the dependency set of the node is obtained, the dependency degree of the two
nodes can be judged according to the node dependency set of the two nodes. Of course,
two nodes can calculate the dependency on the premise that two nodes must be
reachable, that is, there is a path between two nodes, and they are a neighbor nodes.

When the node dependency set of a node is highly similar to that of an adjacency
node, which indicates that the execution of the node will largely depend on the exe-
cution of the adjacency node.

Research on Software Community Division Method 433



Definition 3.3. ND (Node Dependence) represents the degree of dependency between
two nodes.

NDij ¼ size NDS ið Þ \NDS jð Þ [ jð Þ
size NDS ið Þð Þ �Wij ð4Þ

sizeðÞ represents the size of the collection, that is, the number of nodes in the
collection.Wij represents the weight from node i to node j. Because j is a child of i,
when take the intersection of two dependent sets need to add j nodes, and it prevents
ND from being zero.

After obtaining the inter-node dependency, the software network can be divided into
modules based on the dependency.

3.2 Calculation Procedure and Algorithm of Inter-node Dependency

Calculation procedure of inter-node dependency:

1. Get the software execution path according to the software execution sequence
analysis.

2. The node dependency set of each node is calculated based on the software exe-
cution path.

3. The inter-node dependency is calculated and stored.

In this paper, prefix tree (trie) structure is used to store the execution path of
software for save storage space. From the root node of the prefix tree to the leaf node of
the tree is a software execution path.

The node structure of trie tree is designed as triples: (NodeId, Call, Children).
Where NodeId represents the id of the tree node, that is, the name of the function. Call
represents the number of times the parent node calls the function. Children represents
the index of the function node directly called by the function under this path. Algorithm
2 parses the software execution sequence and obtains the prefix tree.
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Algorithm 2 The trace of software execution mining
Input:Collection of software execution sequences
Output:Prefix tree of software execution trace

(01) Initialize TriRootNode
(02) for ( each s from S)
(03) Initialize index=0
(04) call ProcedureMakeTree( s,TriRootNode )
(05) end for
(06) return TrieRootNode;

Function:MakeTree
Input:Software Sequence s,Node
(07) index++
(08) While( index < s.size && s.get( index ).startWith(“E”))
(09) name = s.get( index ).substring( 1 )
(10) if ( Node.Chilren.contain( name ))
(11) NewNode = Node.get( s.get( index ).substring( 1 ))
(12) NewNode.getCall ++
(13) else
(14) NewNode = NewNode( name )
(15) Node.addChildren( s,NewNode )
(16) end if
(17) call ProcedureMakeTree( NewNode )
(18) While end

Index++

Line 1 initializes the root node of the prefix tree. Line 2 loops through all the
sequences in the database, mining out all the included paths and save to prefix tree.
Line 3, index, represents the sequence position index and records the current position
of the sequence. Line 4 calls the MakeTree function to construct the prefix tree. Lines 7
through 19 are the contents of the MakeTree function, in which the recursive algorithm
is used to construct the prefix tree.

Postorder traversal of the prefix tree by follow the software execution path from
step 1, and to establish a one-to-one correspondence between each node and its
dependency set with dictionary structure. Save collection of dependencies for each
node. Then, follow is the algorithm to calculate ND value of inter-node dependence.
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Algorithm 3 Node dependency calculation algorithm
Input:Node Nodei Node Nodej, Node dependency set Set Prefix Tree
TrieRootNode
Output:dependent value between nodes i and j

(01) Initialize DSmap
(02) call procedureMakeDS( TrieRootNode )
(03) Initialize ND,unSet,interSet
(04) for ( each Node from DSmap.get( Nodei ))
(05) unSet.add( Node )
(06) if ( map.get( Nodej ).contain( Node ))
(07) interSet.add( Node )
(08) end for
(09) ND = interSet.size() + 1 / unSet.get( I ).size*wij
(10) return ND

Function:MakeDS
Input:TreeNode
Output:Set
(11) Initialize Set
(12) for ( each treenode from TreeNode.children )
(13) Set.addAll(MakeDS( treenode ))
(14) Set.add( treenode )
(15) end for
(16) if ( DSmap.containKey( TreeNode ))
(17) DSmap.get( TreeNode ).addAll( Set )
(18) else
(19) DSmap.put( TreeNode,Set )

return Set

In line 1, the DSmap is initialized to store the node’s dependency set, that’s the
structure in the second step. The second line calls the MakeDS function, the function
iterates through the prefix tree recursively and computes the set of dependencies for the
nodes. The 3 line initializes the dependency value ND, interSet that is the intersection
of i and j and unSet that is the and set. Lines 4 through 8 traverse the node dependency
set of the node i and add to unSet. Add to interSet when exists on dependency set of
node j. Line 9 computes the ND value. Lines 11 through 20 are for MakeDS. Line 11
initializes the Set, which is used to store the child nodes of the node in the current path.
Lines 12 through 15 traverse the child nodes of the tree nodes. Add a dependency set of
child nodes and child nodes itself to the Set. Lines 16 through 19 merge the depen-
dency set for the node into the DSmap.
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4 Software Community Division Algorithm Based on Inter-
node Dependency

The algorithm based on basic thought of Label Propagation Algorithm [13–15]. Since
each propagation of the algorithm selects nodes randomly, So, depending on the
dependency, a sequence is provided for the propagation of its nodes, The larger the ND
value is, the more likely the two nodes are in a community, and the later the label
propagation needs to be. The label of the node is updated sequentially according to the
ND value. At the same time, when selecting the label of neighbor node, nodes with
high inter-node dependence can be divided into a module as far as possible. This
improves the cohesion of the modules.

According to algorithm 3, the ND value between nodes is calculated and saved. By
the different ND values between nodes, the label propagation between nodes is carried
out, and the label of nodes is constantly updated. This can improve the accuracy of
module division. Divide different community modules in accordance with different
labels.

In Algorithm 4, the SLCA (Software Label Communities Algorithm) Algorithm is
described. Node structure, mainly used to store all kinds of information of the node,
include nid; label; neighbhoursh i, where nid is the id number of the node and label is
the constantly updated label. The label is initialized to nid during the initialization
phase. Neighbhours is adjacency node set of the node directing, include
node;weight;NDh i, where node represents the reference to the adjacency node, weight
represents the weight value between the node and the adjacency node, and ND rep-
resents the dependence value of the node on the adjacency node.
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(01) Initialize resultSet
(02) sort(finalList)
(03) for( t←0 to iterations)
(04) for ( each node from finalist )
(05) Initialize labelSet categorylabel
(06) for ( each neighb from node.neighbhours() )
(07) if ( labelSet.contain( neighb.label ))
(08) labelSet.get( neighb.label ) += neighb.ND;
(09) else
(10) labelSet.add( neighb.label,neighb.ND )
(11) end if
(12) end for
(13) for ( each label from lableSet )
(14) if ( label.value> categorylabel.value )
(15) categorylabel = labels
(16) end if
(17) end for
(18) node.label = categorylabel;
(19) resultSet.add( node.label,nodeId )
(20) end for
(21)end for
(22)return resultSet

Algorithm 4 Software Label Communities Algorithm
Input:merge software execute graph:finalList, iterations
Output:collection of community

First initialize each node in the network with a unique label. In line 2, the ND value
is used as the standard to sort finalList decreasing. Lines 3 through 22 are iterated
according to the specified number of iterations. Lines 4 through 20 are the label
propagation process. Lines 6 through 12, according to the dependence value between
the node and its neighbor node, statistical accumulate it’s value against label carried by
the neighbor node of each node and saved to labelSet. Lines 13 through 18 traverse the
labels contained in labelSet, compared the ND values of each node, assign the label of
the maximum ND value to the node, and last, overwrite the original label. Iterate
repeatedly until the community division reaches a plateau or iterates to a specified
number of times.

5 Experiment

5.1 Experiment Setup

Two software systems in the open source software library are selected in the experi-
ment, that is, software tar and cflow respectively. Use different files and different
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commands to run the two programs, at the end of the run, even if it is the same version
of the same software, the generated software execution sequence is also very different.
Some data information is given below.

Table 1 and Table 2 above are the partial data of the execution sequence of the two
software, respectively. And three of these versions are shown. The result data of two
executions in each version is different from the input data of each execution, so there is
a big difference in the number of execution sequence nodes. Take the number of
sequence nodes, more and less for comparison, it can be seen that the number of large
differences. Different versions of the same input data, the resulting sequence is also
very different.

Table 1. Partial execution sequence data of cflow

Version File number Node of sequence

1.0 10 5859704
1.0 04 6668
1.1 10 7027194
1.1 04 6824
1.5 10 1538914
1.5 04 5964

Table 2. Partial execution sequence data of tar

Version File number Node of sequence

1.23 01 3562
1.23 12 82220
1.25 01 4678
1.25 12 164130
1.29 01 4668
1.29 12 106200

Table 3. Merge software execute graph of cflow

Version Amount of node Amount of edge

1.0 101 175
1.1 105 185
1.2 106 186
1.3 106 189
1.4 116 206
1.5 119 211
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Table 3 and Table 4 respectively show the information of merge software execute
graph generated by different versions of cflow and tar. We can see in different versions
of the same software, although the inputs are the same, there are differences in the
number of nodes and the number of edges in the generated graph. In particular, the tar
software, as the number of versions increases, it becomes apparent that the software
itself is becoming more and more complex.

Table 5 and Table 6 respectively show the edge’s information of merge software
execute graph, which contains parent and child nodes and the weight between two
nodes and the calculated dependency value. It is represents how dependent the parent
node is on its children.

Table 4. Merge software execute graph of tar

Version Amount of node Amount of edge

1.23 117 168
1.24 124 177
1.20 151 213
1.21 150 212
1.28 183 247
1.29 192 256

Table 5. Partial data of Merge software execute graph of cflow

Version Node number Node number Weight ND

1.0 8 10 5.1 0.3
1.1 85 36 16 1
1.4 53 24 15.5 0.97
1.5 15 17 2.7 0.17

Table 6. Partial data of Merge software execute graph of tar

Version Node number Node number Weight ND

1.23 20 24 1.6 0.3
1.24 15 78 0.12 0.15
1.27 123 125 4.5 0.23
1.29 13 124 8.6 0.4
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5.2 Experiment Result

In order to measure the quality of network model community division, modularity is
adopted to measure the quality after module division. The calculation formula of
modularity in weighted directed graph is as follows.

Q ¼ 1
w

X
i

X
j

wij �
wout
i win

j

w

 !
� d i; jð Þ ð5Þ

d i; jð Þ indicates whether nodes i and j are in the same community, in a community,
the return value is 1, whereas it is 0. w is the sum of all the weights in the entire
network,wij represents the weight between node i and node j. wout

i represents the weight
sum of all out-degree edges of node i. win

j represents the weight sum of all in-degree
edges of node j.

Figure 1 and Fig. 2 respectively show the module rate change of SLCA algorithm
in the cflow and tar iterative process. And he variation trend of modularity between
different versions of the same software is compared. It can be seen that with the
increase of iteration times, the module rate increases rapidly and tends to be stable.

SLCA algorithm’s performance is presented in Fig. 3 and 4 below, which is
compared with OPSN algorithm and LPA algorithm with modularity as the standard.
The three algorithms respectively analyze six different versions of cflow and divide
modules. This can be seen in the figure below, the module rate of SLCA algorithm is
higher than the other two algorithms. The LPA algorithm partition module process is
very unstable, and corresponding module rate also varies greatly. SLCA algorithm is
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Fig. 1. Modularity curve of cflow

Research on Software Community Division Method 441



very stable in module division. Each module division is almost the same, and the
module rate is basically unchanged.

In Fig. 3, according to the version of tar is constantly updated, it’s module rate is
also increasing. This indicates that in terms of software modules, it has been contin-
uously optimized to increase the module rate of the software. This is consistent with the
idea of “low coupling, high cohesion” in software develop. The cflow in Fig. 4 is not
an increasing trend, but the module rate has been high, this indicates that they have
been doing well in the aspect of “high cohesion, low coupling”.
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6 Conclusions

Based on tracing the software execution process to get the software execution
sequence, this paper constructs the software execution path and the software execution
network model. According to different input data and parameters, the software exe-
cution process is tracked several times. A more suitable software network model is
constructed by integrating multiple software networks in a reasonable way. In the
software network model that make the function into the network node and the number
of calls between functions into the edge. From the point of view of functions calling
each other and depending on each other, and combined with the software execution
path of the run-time, paper build a collection of dependencies for function nodes. At the
same time, a method to calculate the ND dependence between function nodes is pro-
posed. This is used to describe the relationship between nodes. Label propagation
algorithm combined with the dependence between nodes, the software network com-
munity is divided and the module structure of the software is mined. Module degree is
used to analyze the effect of module partition between different algorithms and the
different modules between different versions of the same software.

It is not rigorous that to evaluate software module division by module degree we
found. In the future work, it is necessary to propose a new measurement method to
measure the effect of software module division.
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Abstract. Group key management is an important method to protect privacy
information in the IoT. However, the existing group key management scheme
follows the hierarchical structure and highly depends on central authentication,
which cannot be adapted to the distributed Internet of Things environment.
Blockchain, a distributed ledger technology with the characteristics of being
transparent, non-tamperable, and traceable, is a promising candidate for
strengthening the security of group key management in IoT. This paper proposes
a blockchain-based group key management scheme in IoT. This scheme uses
blockchain technology to ensure that resources are shared securely in the
decentralized domain administrator network, realize the dynamic security
management of user information and keys, and improve the efficiency of the
group key update for the dynamic group members. In this way, the user’s
activity and key update can be recorded in blocks, which is convenient for
retrieval and audit work of other domain administrators.

Keywords: Internet of Things � Blockchain � Group key management

1 Introduction

Internet of Things (IoT) is a global network infrastructure that consists of numerous
connected devices, and bridges the physical and digital worlds. IoT technology has a
positive influence on all areas of our daily life including transportation, digital supply
chain, industrial automation, healthcare, and so on. IoT devices collect a large amount
of information from the surrounding environment and communicate with each other
through embedded software systems. However, because the information transmitted by
the connected devices contains user-sensitive data, data security and privacy leakage
problems still exist in today’s IoT environment.

Group key management is one of the effective ways to solve the problems of user
data security and privacy leakage. Nowadays, Logical Key Hierarchy (LKH) [1] and
One-way Function Key Tree (OFT) [2] are widely used in group key management
schemes. However, the existing group key management schemes adopt a central
authority, which may result in a single point of failure, large cross-domain key trans-
mission delay, low efficiency, and complex key management, etc. Thus, it is difficult to
adapt to the dynamic distributed IoT environment. Attribute-based encryption is also an
effective method to ensure data security [3, 4]. However, the calculation for encryption

© Springer Nature Switzerland AG 2020
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and decryption is large, so it is difficult for lightweight IoT devices to complete it in a
short time. Blockchain can solve the security problems of group key management in
IoT due to its nice characteristics of being decentralized, transparent, non-tamperable,
and traceable.

In recent years, many researchers have studied the security mechanism of IoT based
on blockchain. Krishnan et al. [5] proposed an IoT security framework suitable for
resource-constrained environments such as smart cities, which uses blockchain tech-
nology and a secure hashing algorithm. It can guarantee the secure communication and
authentication of data on various networks and devices. Pajooh et al. [6] proposed a
multi-layer security network model for IoT network based on blockchain technology,
which can address the problems associated with the actual deployment of the block-
chain by dividing the IoT network into a multi-layer decentralized system. Mohanty
et al. [7] proposed an efficient lightweight integrated blockchain (ELIB) model and
applied it to a smart home environment, proving that the model can improve the
security and privacy of IoT. Ge et al. [8] proposed a decentralized secure mechanism
based on blockchain to store the important data generated in the IoT system. This
mechanism effectively solves the data reliability, security and privacy issues that may
be encountered in the conventional IoT-cloud system. Ma et al. [9] proposed a
blockchain-based mechanism for fine-grained authorization in data crowdsourcing. It
employs Ciphertext-Policy Attribute-Based Encryption (CP-ABE) to pre-process the
complex encryption workload, and generates the attribute private key for data requester
to achieve the fine-grained authorization. Pal et al. [10] discussed the need of key
management for blockchain which includes the key management for bitcoin currency
wallet and blockchain Public Key Infrastructure, and proposed a group key manage-
ment scheme for secure group communication to improve the confidentiality of sen-
sitive records over the blockchain network. Lei et al. [11] proposed a new key
management scheme for key transfer among short messages in heterogeneous vehicular
communication systems, which used blockchain technology to optimize the perfor-
mance in dynamic transaction collection periods. Kung et al. [12] discussed the group
key management problem in dynamic IoT environments, and proposed a two-tier
Group Key Management (GKM) architecture called GROUPIT, which can accom-
modate multiple devices to handle frequent membership and device number changes.
These works only focus on the use of blockchain and group key management to solve
some security problems of IoT. Our scheme differs from the above works and focuses
on using blockchain to solve the group key management problems in the IoT
environment.

In this paper, we propose a blockchain-based group key management scheme in
IoT. In this scheme, blockchain technology is deployed to guarantee that users can
securely share resources in the decentralized domain administrator network, where
domain administrators take over majority work of system administrator in the tradi-
tional structure. After user joins or leaves the user group, the hash value of the user’s
identity information and updated group keys will be added to the block as a transaction,
which enables the domain administrators to verify information. Meanwhile, the group
key will be automatically updated according to the hash value of the current block
header. This not only improves the efficiency of group key update, simplifies key
management, but also ensures forward and backward security and prevents collusion
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attacks. Our scheme realizes the dynamic secure management of user information and
keys, and improves the efficiency of the group key update for the dynamic group
members.

2 Preliminaries

2.1 Blockchain

Blockchain is a kind of chain structure that uses blocks to store sequential transaction
data. It has the characteristics of being decentralized, transparent, non-tamperable, and
traceable. Since there is no trusted third-party authority, all consensus nodes are
involved in maintaining the blockchain. The high redundancy of the block data reduces
the risk of a single point of failure. In addition, the irreversibility of the hash function,
the security of the consensus mechanism and the automatic execution of smart con-
tracts guarantee the security of transaction data.

In this paper, the hash value of the block will be treated as a pseudo-random
number generator (PRNG). It can be used to establish PRNG with time series, which is
beneficial for generating and updating keys. For example, group key can be set to Hash
(BlockHashValue||MasterGroupKey), where BlockHashValue is the hash value of the
current block and the MasterGroupKey is the group key for the group. Meanwhile, the
hash value of the user’s identity information and updated group keys will be added to
the block as a transaction. This allows the domain administrator to retrieve data
quickly, therefore it improves the efficiency of the system.

2.2 One-Way Function Tree Key Management Scheme

In our scheme, the OFT key management scheme is introduced to a user group. f(a, b)
is a mixing function, g(.) is a one-way hash function. The value of g(.) is called blinded
node key. The details of these functions are as follows:

Mixing Function f(a, b): This function connects two entities a and b, and users can
calculate the required key ki by the following formula, kleft and kright represent left and
right children of the node key ki respectively.

ki ¼ f ðgðkleftÞ; gðkrightÞÞ ð1Þ

One-Way Hash Function g(.): A one-way hash function can be used to hide the
contents of the original keys. The generated “blinded” keys can be securely shared with
the corresponding users.

Key Transfer Function: ui enc(g(.), ki). It means that g(.) is encrypted with key ki
and transmitted to the user ui.

The group key is determined by each user’s blinded node key. All users know their
brother’s blinded node key as well as their ancestors’ brother’s blinded node key. As
shown in Fig. 1, user u1 not only stores its own key k1, but also stores g(k2) and g(k34).
It is convenient for u1 to calculate the group key k.
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3 System Model of Blockchain-Based Group Key
Management

In our system, there are three kinds of roles: a system administrator, domain admin-
istrators and users. When a user firstly joins the system, the system administrator will
authenticate his/her identity information and register a unique ID for him/her. Then
domain administrators take over majority work of system administrator. The user
chooses a domain administrator to join the user group, and can obtain the corre-
sponding keys and the group information. The hash value of the user’s identity
information and updated group keys will be added to the block as a transaction.
Meanwhile, the group key will be updated when users join or leave the user
group. Besides, the group key will be updated at intervals. This can guarantee forward
and backward safety, and prevent collusion attacks effectively.

3.1 System Model

The blockchain-based IoT group key management system model is show in Fig. 2.

System Administrator. Although the majority work of the system administrator has
been taken over by domain administrators. However, in order to protect individual
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Fig. 1. An OFT key tree with height h = 2.
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privacy, the system administrator secretly stores the identity IDs of all users and
provides services for initial registration, information change and identity revocation.

Domain Administrator. Domain administrator (DA) is a trusted server that provides
key management services for users. DA manages a range of user domains, where one
or more user groups exist in a user domain. All DAs form a blockchain network, and
they verify the identities of users who apply to join the user group by retrieving user
information in the block. When a user joins or leaves the group, the hash value of the
user’s identity information and updated group keys will be added to the block as a
transaction. It is convenient for retrieval and audit work of other DAs.

User. User can join and leave each user group with the ID registered by the system
administrator. After the user passes the verification and joins the user group, the DA
will allocate a location and send corresponding keys for him/her. Then the user can
calculate group key and receive the information in the group.

3.2 Block Format and Transaction Format

A block contains a block header and a block body. The block header consists of block
version number (Version), the hash value of previous block (Prev Hash), the hash value
of Merkle root (Merkle Root), the generation time of block (Timestamp), the difficulty
of a hash puzzle (Target Value) and a nonce (Nonce). The Prev Hash links current
block to the previous block and forms a chain structure. All transactions are stored
through Merkle tree and Merkle Root ensures the integrity of the transactions. The
selection of Nonce must ensure that the output of hash function is smaller than the
Target Value.

The block body is composed of a list of transactions. The transaction consists of
Transaction ID, Transaction Information, Transaction Type, Digital Signature, Public
Key and Timestamp. Transaction information is the hash value of information which
needs to be added to the block. Digital Signature can be used to verify whether the
transaction has been tampered.

There are four types of transactions in our system, as shown below:

(1) User registering. The corresponding identifier is Register, transaction informa-
tion contains the hash value of user’s identity ID and the time of joining the
system.

(2) User joining. The corresponding identifier is Join, transaction information con-
tains the hash value of user’s identity ID and the time of joining the user group. It
also contains the user group where the user joins.

(3) User leaving. The corresponding identifier is Leave, transaction information
contains the hash value of user’s identity ID and the time of leaving the user
group. It also contains the user group where the user leaves.

(4) Key updating. The corresponding identifier is Update, transaction information
contains the hash value of the updated group key and updated time. It also
contains the user group where key updates.
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3.3 The Improved PoW Consensus Protocol

Proof-of-Work (PoW) consensus algorithm is the key to ensure the consistency of
distributed nodes in Bitcoin network, which requires nodes to solve a hash puzzle to
strive for accounting rights. Each node takes the block header as the input of double
SHA256 and controls the output of hash function by changing the nonce value. Only
when the output value is smaller than the target, the hash puzzle is solved successfully.
In given time, only the longest chain can be added to the main chain. The calculation
method of hash puzzle is as follows:

SHA 256ðSHA 256ðVersion k PrevHash k . . . k NonceÞÞ\Target Value ð2Þ

In our scheme, because the DAs are trusted servers, so we make the DAs become
the miners. In addition, there are numerous transactions in the IoT, so it is necessary to
improve the consensus efficiency of blockchain. Since the users who join the system
must be authenticated, and unauthorized users are not allowed to perform any opera-
tions, so the operating environment can be assumed to be semi-honest. This paper
proposes an improved algorithm based on PoW algorithm, which makes miners solve
the problem faster by increasing the target value and reducing the difficulty of the hash
puzzle. According to the computing power of the miners, we plan to control the
generation time of each block at about 2 min. In an ideal situation, the target value of
this scheme should be 5 times bigger than the target value of Bitcoin.

Due to the difficulty of hash puzzle is reduced, it may exist that multiple nodes
broadcast the result at the same time. In this situation, we use the longest chain and
smallest nonce mechanism to reduce the workload of miners and improve the efficiency
of the blockchain. In a certain period of time, the system gets the chain of different
nodes (thischain, otherchain), and compares the length of two chains. The longest
chain will be added to the main chain. If the chains have the same chain length, the
system will get their last block (thisblock, otherblock), and compare the nonce value in
their block header (thisnonce, othernonce). The chain in which the block has the
smallest nonce value will be added to the main chain. In a rare case, chains have the
same length and nonce value, then the consensus will fail and each node will wait for
the next round of consensus.

4 Blockchain-Based Group Key Management Scheme in IoT

4.1 System Initialization

As the system starts, the following information will be initialized (Table 1):

(1) divide user domain: system administrator divides multiple user domains
according to different information classification, and users who need to obtain the
same or similar information are allocated to the same user domain.

(2) set up domain administrators: set up a domain administrator DA for each user
domain and a DA manages multiple user groups.
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(3) create user groups: in order to better manage user keys, new user groups are
created in the user domain. The user group is defined by a binary tree structure,
where its leaf node is the encryption-key of each user, and the root node is the
group key.

4.2 User Register

As shown in Algorithm 1, when a user firstly joins the system, the system administrator
Admin will register ID for him/her. Meanwhile, the hash value of the ID and the time of
joining the system will be added to the block as a transaction, as shown below:

Registerþ h1 txþ Signðh1 tx; SKAdminÞ; where h1 tx ¼ hðID; TimeÞ:

Then, the block will wait to be added to the main chain. It is convenient for other
DAs to verify. After that, users can join or leave each user group with their IDs.

.

4.3 User Join

When a user applies to join a user group, he/she first sends a request to the DA. The
request information includes his/her ID, UGi and time of joining the system. DA will
retrieve the blockchain according to the user’s request information. The detailed pro-
cess of user joining a user group is shown in Algorithm 2.

After the user passes the verification, DA will broadcast directly in the group to
remind other users: “As the user joins, the group key will be updated”. Then, DA will
assign the location in the group and provide the necessary keys to the user. Besides, it
will generate a transaction recording the hash value of the user’s ID and the user’s
joining time, as well as the group where user joins and the signature made by current
DA. The specific transaction is:

Table 1. Notations.

Notations Description

ID The ID registered for user by the system administrator
Ui The ith user in the current user group
ki The encryption-key of Ui in the user group
UGi The ith user group
Gk The group key of the current user group
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Joinþ h1 txþUGiþ Signðh1 tx; SKDA thisÞ; where h1 tx ¼ hðID; TimeÞ:

Finally, DA will add the hash value of the updated Gk and the update time to the
block as a transaction, as well as the group where key updates and the signature made
by current DA. Then, the block will wait to be added to the main chain. The specific
transaction is:

Updateþ h2 txþUGiþ Signðh2 tx; SKDA thisÞ; where h2 tx ¼ hðGk; TimeÞ:

.

The new user u4 joining the user group is shown in Fig. 1. Firstly, DA generates
encryption-key k4 for u4 and then distributes his brother’s blinded node key g(k3) and
his ancestor’s brother’s blinded node key g(k12) to u4, g(k3) and g(k12) are encrypted by
k4. Since u4 joins the user group, the node keys k34 and k will be updated to k’34 and k’.
u4 calculates k’34, k’ and Gk using the following formulas:

k034 ¼ f ðgðk3Þ; gðk4ÞÞ ð3Þ

k0 ¼ f ðgðk12Þ; gðk034ÞÞ ð4Þ

Gk ¼ hðBlockHashValue; k0Þ ð5Þ

The blinded node keys which are calculated will be encrypted with corresponding
keys and transmitted to the existing group members through multicast, as shown below:

u3  encðgðk4Þ; k3Þ ð6Þ

u1; u2  encðgðk034Þ; k12Þ ð7Þ

4.4 User Leave

When a user leaves the current user group, DA revokes the user’s encryption-key and
deletes his/her location from the key tree. As shown in Algorithm 3, DA broadcasts the
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following message in the group to remind other users: “As a user leaves, the group key
will be updated”, and add the hash value of the user’s ID and the time of leaving the
group to the block as a transaction, as well as the group where user leaves and the
signature made by current DA. The specific transaction is:

Leaveþ h1 txþUGiþ Signðh1 tx; SKDA thisÞ; where h1 tx ¼ hðID; TimeÞ:

To prevent collusion attacks, DA will generate a random number to participate in
group key updating. Similarly, DA will add the hash value of the updated Gk and the
update time to the block as a transaction, as well as the group where key updates and
the signature made by current DA. Then, the block will wait to be added to the main
chain. The specific transaction is:

Updateþ h2 txþUGiþ Signðh2 tx; SKDA thisÞ; where h2 tx ¼ hðGk; TimeÞ:

.

As shown in Fig. 1, u4 leaves the right subgroup Gr and the group key is generated
by the blinded node keys of the subgroups Gr and Gl. Our scheme would change these
two subgroup keys to prevent collusion attacks.

(1) After u4 leaves the user group, the structure of key tree will change. u3 will be
allocated a new encryption-key k’3 and it moves up to his parent’s node. The new
blinded node key g(k’3) is encrypted by k12 and shared with the left subgroups Gl:

Gl  encðgðk034Þ; k12Þ ð8Þ

(2) As for the left subgroup Gl, DA generates a random number rn, which is shared as
Gl  encðrn; k12Þ among all current users of the subgroup.

(3) The blinded node key g(k12) will change to be g(k’12) by using rn.

gðk012Þ ! gðgðk12Þ � rnÞ ð9Þ

(4) The generated left subgroup key g(k’12) is shared with the right subgroup:

Gr  encðgðk012Þ; k03Þ ð10Þ
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(5) The new group key Gk can be calculated by k’12, k’3:

k0 ¼ f ðgðk012Þ; gðk03ÞÞ ð11Þ
Gk ¼ hðBlockHashValue; k0Þ ð12Þ

4.5 Update User Keys Regularly

As shown in Algorithm 4, in order to ensure the security of the user’s key, the key will
be updated automatically at intervals. The update method is that concatenate the key
with the current block hash value BlockHashValue. Then DA distributes the new
blinded key of each node to the corresponding user. Finally, DA adds the hash value of
the updated Gk and the update time to the block as a transaction, as well as the group
where key updates and the signature made by current DA. Then, the block will wait to
be added to the main chain. The specific transaction is:

Updateþ h2 txþUGiþ Signðh2 tx; SKDA thisÞ; where h2 tx ¼ hðGk; TimeÞ:

.

5 Security Analysis and Performance Analysis

In the original OFT scheme, the blinded node keys known by the user who has left user
group is kept unchanged, and the user can share the available blinded node key with
other users, which may lead to collusion attacks and serious privacy disclosure. Our
scheme fixes this vulnerability by generating random number to change blinded node
keys and establishing the PRNG with time series. Assuming that DA is completely
reliable, cryptography algorithm and consensus mechanism are secure, our scheme can
guarantee forward and backward safety, and prevent collusion attacks.

Since our scheme involves the BlockHashValue in updating the group key, the
group key is guaranteed to be updated with time series, basically preventing the pos-
sibility of collusion attacks. However, considering the hash value of the block header
may not change for a certain period of time, in this case we discuss the security of the
scheme. Here is a case: Alice leaves the subgroup Gl, Bob and Cindy join the subgroup
Gl or Gr. Alice knows the initial group key kG0, which is calculated by g(kGl) and g
(kGr).
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Case 1 : consider the case where Bob and Cindy join the same subgroup Gr. Then we
can calculate the group key kG in different cases.

(1) Alice leaves Gl: kG1 ¼ f ðgðk0GlÞ; gðk0GrÞÞ
(2) Bob joins Gr: kG2 ¼ f ðgðk0GlÞ; gðk00GrÞÞ
(3) Cindy joins Gr: kG3 ¼ f ðgðk0GlÞ; gðk000GrÞÞ

In this case, Alice cannot collude with any existing user to obtain the illegal group
key.

Case 2 : consider the case where Bob joins the subgroup Gl and Cindy joins the
subgroup Gr. Similarly, we can calculate the group key kG in different cases.

(1) Alice leaves Gl: kG1 ¼ f ðgðk0GlÞ; gðk0GrÞÞ
(2) Bob joins Gl: kG2 ¼ f ðgðk00GlÞ; gðk0GrÞÞ
(3) Cindy joins Gr: kG3 ¼ f ðgðk00GlÞ; gðk00GrÞÞ

In this case, Alice cannot collude with any existing user to obtain the illegal group
key either. Therefore, our scheme guarantees forward and backward security, and
prevents any collusion attacks. Table 2 shows the security comparison of some existing
key management schemes, it indicates that our scheme has better security.

Based on the Intel (R) Core (TM) i5-7300HQ environment, IntelliJ IDEA 2019.2.4
and the Go language, this scheme is implemented to analyze the performance effi-
ciency, storage consumption and time consumption. In paper [15] and our scheme, the
broadcast costs of user leaving the user group are (log2(n))

2 + log2(n) and 5 respec-
tively. So, compared to the paper [15], our scheme reduces the broadcast costs for user
leave.

Considering the security of this scheme, we use 256-bit ECDSA digital signature
algorithm and SHA256. A transaction which is stored in the block contains the type of
transaction, the transaction data, the public key and digital signature. So, the storage
consumption of a transaction is about 110B.

In our scheme, we conduct the consensus every 1 min. In this minute, miners will
add all the transactions in the network to the block after verification. And the time for
miners to solve the hash puzzle is about 2 min. This means that every 3 min a new
block will be added to the main chain. Therefore, we conduct time-consuming tests and
write performance tests on the process that blocks are added to the chain. We assume
that a transaction will be generated every second. Figure 3 shows the time consumption

Table 2. Security comparison of key management schemes.

Schemes Forward security Backward security Prevent collusion attacks

[13] Y Y Y
[14] N N N
[15] Y Y Y
Our scheme Y Y Y
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of adding 100 to 1000 pieces of transaction to the main chain. It has been proved
through experiments that time consumption has no influence on normal key manage-
ment processes.

6 Conclusion

This paper proposes a blockchain-based group key management scheme in IoT. In this
scheme, blockchain technology is deployed to guarantee that users can securely share
resources in the decentralized domain administrator network. After users join or leave
user group, the hash value of the user’s identity information and updated group keys
will be added to the block as a transaction, which enables the domain administrators to
verify information rapidly and improves the efficiency of the group key update for the
dynamic group members. However, in order to facilitate the retrieval and audit work of
other domain administrators, the user’s activity and key update are recorded on the
blockchain, which will increase the storage and computing overhead of the system.
Meanwhile, this scheme does not consider the effective storage of keys. In our future
work, we will focus on studying the blockchain-based efficient key storage scheme and
improving the efficiency of the blockchain.

References

1. Harney, H., Harder, E.: Logical key hierarchy protocol. Draft-harney sparta-lkhp-sec-00.txt,
IETF Internet Draft (1999)

2. Balenson, D., McGrew, D., Sherman, A.: Key management for large dynamic groups: one-
way functions trees and amortized initialization. IETF Internet Draft (1999)

3. Ma, H., Wang, Z., Wang, J., Guan, Z.: Multi-authority attribute-based encryption resilient
against auxiliary-input leakage. J. Comput. 31(1), 134–147 (2020)

4. Ma, H., Wang, Z., Guan, Z.: Efficient ciphertext-policy attribute-based online/offline
encryption with user revocation. Secur. Commun. Netw. 2019 (2019)

0

10

20

30

40

50

60

100 200 300 400 500 600 700 800 900 1000
Max Value Mean Value Minimum Value

(min)

Fig. 3. Time consumption of adding transactions to the main chain.

456 H. Ma and G. Sun



5. Krishnan, K., Jenu, R., Joseph, T., Silpa, M.: Blockchain based security framework for IoT
implementations. In: 2018 International CET Conference on Control, Communication, and
Computing (IC4), pp. 425–429. IEEE (2018)

6. Pajooh, H., Rashid, M.: A security framework for IoT authentication and authorization based
on blockchain technology. In: 2019 18th IEEE International Conference on Trust, Security
and Privacy in Computing and Communications/13th IEEE International Conference on Big
Data Science and Engineering (TrustCom/BigDataSE). IEEE (2019)

7. Mohanty, S., Ramya, K., Rani, S.: An efficient lightweight integrated blockchain (ELIB)
model for IoT security and privacy. Future Gener. Comput. Syst. 102, 1027–1037 (2020)

8. Ge, C., Liu, Z., Fang, L.: A blockchain based decentralized data security mechanism for the
Internet of Things. J. Parallel Distrib. Comput. 141, 1–9 (2020)

9. Ma, H., Huang, E.X., Lam, K.Y.: Blockchain-based mechanism for fine-grained authoriza-
tion in data crowdsourcing. Future Gener. Comput. Syst. 106, 121–134 (2020)

10. Pal, O., Alam, B., Thakur, V., Singh, S.: Key management for blockchain technology. ICT
Express (2019). https://doi.org/10.1016/j.icte.2019.08.002

11. Lei, A., Cruickshank, H., Cao, Y., Asuquo, P., Ogah, C.P.A., Sun, Z.: Blockchain-based
dynamic key management for heterogeneous intelligent transportation systems. IEEE
Internet Things J. 4(6), 1832–1843 (2017)

12. Kung, Y.H., Hsiao, H.C.: GroupIt: lightweight group key management for dynamic IoT
environments. IEEE Internet Things J. 5(6), 5155–5165 (2018)

13. Wallner, D., Harder, E., Agee, R.: Key management for multicast: issues and architectures.
IETF, RFC2627 (1999)

14. Sherman, A.T., McGrew, D.A.: Key establishment in large dynamic groups using one-way
function trees. IEEE Trans. Softw. Eng. 29(5), 444–458 (2003)

15. Ku, W.C., Chen, S.M.: An improved key management scheme for large dynamic groups
using one-way function trees. In: 2003 International Conference on Parallel Processing
Workshops, pp. 391–396. IEEE (2003)

Blockchain-Based Group Key Management Scheme in IoT 457

https://doi.org/10.1016/j.icte.2019.08.002


Research on Ideological and Political
Education of College Students Based
on Network Information Security

Xiao-yu Liu1,2(&), Yu-hang Zhu1, Yan Ma1, Pan Zhou1,
and Guang-yue Tian1

1 Zhengzhou Normal University, No. 6 Ying-cai Street, Hui-ji District,
Zhengzhou, Henan, China
zzsylxy@126.com

2 Wuhan University of Technology, No. 122 Luo-shi Road, Hong-Shan District,
Wuhan, Hubei, China

Abstract. With the rapid development of Internet and instant messaging tools,
college students’ study and life, the respect such as communication, profound
changes have taken place, ecological network public opinion is bound to pro-
found influence on college students and college students’ ideological and
political education to bring trouble. Therefore, the ideological and political
education based on network information security work is becoming more and
more important. This article introduces the Problems existing of ideological and
Political Education of College Students based on Network Information Security
and Innovate the practical path of ideological and political education for college
students based on Network Information Security.

Keywords: University students � Network information security � Ideological
and political education � Strategy

1 Introduction

With the rapid popularization and application of the Internet in major cities of China,
college students account for a very large proportion of Internet users. The advantages
such as the rapidity and convenience of the Network provide convenience for college
students’ study, life and entertainment. However, due to the unsafe factors of the
network itself and the undefined values of college students, college students unfortu-
nately become victims in the process of using the network. It is necessary to educate
college students about network information security. It is of great theoretical signifi-
cance and practical value to study the problems existing in college students’ network
information security education (Table 1).

© Springer Nature Switzerland AG 2020
D.-S. Huang et al. (Eds.): ICIC 2020, LNCS 12463, pp. 458–467, 2020.
https://doi.org/10.1007/978-3-030-60799-9_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60799-9_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60799-9_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60799-9_40&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60799-9_40


2 Literature Review

The popularization and application of network in China is relatively late, so the
research on network information security in China is not sufficient compared with that
in foreign countries. The research on network information security education in China
mainly focuses on the following aspects:

2.1 The Necessity of Network Information Security Education in Colleges
and Universities

Chinese scholar Guan Xiao-quan emphasized the necessity and importance of infor-
mation security education for college students to reduce the injury suffered by college
students in the network. Ren Zhan-juan analyzed the characteristics of college students
and concluded that the network is a double-edged sword. She emphasized college
students should improve their self-protection ability when surfing the Internet. Through
the analysis of the research results on the necessity of network information security
education, it can be seen that China’s academic community has a profound under-
standing of the unsafe factors of network information security and the particularity of
college students, and believes that colleges and universities need to strengthen the
network information security education for college students.

2.2 The Current Situation of Network Information Security Education
in Colleges and Universities

Many Chinese scholars have studied the current situation of the network information
security education in colleges and universities because of the difficulties in the network
information security education of Chinese college students. Wu Zi-guo and Tian Xiu-
yun discussed the current situation of network information security education in col-
leges and universities at different levels. They believed that Chinese colleges and
universities offered few courses on network information security for college students,
and that the education intensity in network information security education in colleges
and universities was insufficient, with low attention degree, and the educational effect
was not obvious. Zhou Tao pointed out that colleges and universities currently pay
insufficient attention to network information security education, in the capital, financial
resources and other aspects of investment is insufficient, have not fully realized the
dangers of ignoring network information security education. Dong Ya-ping thought
that the courses of the ideological and political education network information security
no matter in terms of types and the existing teaching materials, did not follow the era,

Table 1. The use of Internet by college students was investigated

Learning Playing
the game

Chat Entertainment Shopping Posting a
micro-blog

Male 13.2% 24.6% 20.4% 17.4% 10.2% 14.2%
Female 17.9% 8.7% 24.2% 18.5% 15.2% 15.5%
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and affected the improvement of college students’ knowledge and ability in network
information security. In a word, there are big problems in network information security
education in Chinese universities. The main manifestations are as follows: insufficient
attention, imperfect course setting and arrangement and poor-timeliness textbook.

2.3 The System and Norms of Network Information Security Education
in Colleges and Universities

Some scholars have studied the legislation and system of network information security
education for college students. Lu Wei discussed the legislation and system formulation
of network security for college students in China, combed through the legal system,
and believed that the legal system specially formulated for network security in China is
still not perfect, lacking relevant legislation and norms. It is believed that there will be a
lack of theoretical basis for colleges and universities to carry out relevant educational
activities.

2.4 The Strategy of Network Information Security Education in Colleges
and Universities

Wei Qiao-yuan, a Chinese scholar, put forward strategies and suggestions from the five
aspects of constructing network security operation mechanism, college curriculum
setting, perfecting relevant legal system, perfecting education and teaching methods.
Chen Lian-jiao and Wen Jin-ying thought that it is necessary to build a network
security supervision system, which can be technically controlled by using some high-
tech software in order to strengthen the network information security education of
college students. Pei Jin-song and Gao Yan pointed out that the network information
security education for college students only depends on the strength of colleges and
universities is not enough. It is necessary for colleges and universities to learn from the
experience of western countries, build cooperative relations between governments,
institutions and social organizations, make full use of various social forces to improve
the school network information security education, form a standardized network
information security management system, and provide a safe and clean network
environment for college students. Huang Ying-ping proposed that the values and world
outlook of most college students are easily affected after the coming of the network era,
and the education on network information security should be strengthened in colleges
and universities from the aspects of curriculum reform and setting.

Therefore, it can be seen that in the studies of institutes, although China has studied
many aspects in the study of college students’ network information security education,
the research contents are scattered, not concentrated, not deep enough, especially the
research of college students’ ideological and political education based on network
information security are relatively lacking. In terms of research methods, the research
on network information security education in china mainly focus on the theoretical
research level, lacking of empirical investigation and the use of quantitative methods.
In terms of research perspective, the research on network information security edu-
cation in china is relatively single and localized.
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3 Problems Existing of Ideological and Political Education
of College Students Based on Network Information
Security

3.1 Hysteresis of College Students’ Cognition of Network Information
Security

Previous studies have found that college students’ cognition of network information
security is not comprehensive enough and lags behind. The main reasons for the
lagging cognition of college students on network information security are as follows:
First, college students, who have little contact with the society and a low degree of
cognition and understanding of the society, do not form a correct view of society and
are not strong in discrimination and self-protection against some behaviors such as
network fraud. Secondly, at the present stage, the strength of setting up network
information security courses in Chinese university campuses cannot keep pace with the
rapid development of network information technology and universities do not provide
enough education and guidance on ideological and Political Education of College
Students based on Network Information Security. Third, the ideological and political
education courses are not comprehensive enough in terms of network information
security knowledge, rules and regulations, laws and regulations, etc., leading to college
students paying less attention on the knowledge of network information security.

3.2 The Supervisory Role of College Teachers in Network Information
Security Education Needs to Be Strengthened

The diversity of network equipment, the flexibility of Internet access and the exten-
siveness of Internet access time make it more difficult for teachers to supervise stu-
dents’ Internet access. At present, colleges and universities have not worked out
relevant systems on network information security, and the supervision role of college
teachers on students cannot be brought into full play. A teacher is not only the
impetrator of knowledge, but also the helper who helps students to solve their diffi-
culties. A teacher is the main guide and guide in students’ study and life. With the rapid
development of network technology, the mass of network resources and the rapidity of
solving problems have gradually replaced the position and role of teachers. When
college students encounter difficulties in study or unsatisfactory things in life, they can
solve them through the Internet. The appearance of network impinges on the original
status and use of teachers. In the eyes of students, the guidance role of teachers is also
reduced. At the same time, facing the emergence of new media and technology, most
teachers have a low degree of cognition of the Internet. In the aspect of network
information security, teachers cannot give students enough guidance and instructions.

3.3 Lack of Network Information Security Education Assessment System

The imperfect evaluation system of safety related knowledge and ability will directly
affect college students’ mastery of network information security knowledge and ability.
Therefore, in order to improve college students’ awareness, discrimination and
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self-control of network information security, it is necessary to establish and improve
the curriculum system of network information security education, especially the
evaluation system of network information security education. The main ways of
explaining network information security knowledge in colleges and universities are
lectures related to ideological and political courses, blackboard newspapers and net-
work publicity, etc., and colleges and universities have not yet formed a scientific and
reasonable network information security education curriculum system (Table 2).

4 Innovating the Practical Path of Ideological and Political
Education for College Students Based on Network
Information Security

To better innovate the practical path of ideological and political education for college
students based on Network Information Security, three effective measures will be
proposed below.

4.1 Innovating the Idea of Ideological and Political Education for College
Students

From the perspective of network information security, it is beneficial to improve the
effectiveness of college students’ ideological and political education in network
information security ecology through innovative educational concepts. The innovations
of ideological and political education concept for college students from the perspective
of network information security are as follows:

4.1.1 Setting up the Idea of Subject Equality
Subject equality means that under the network information security ecology, college
students and ideological and political educators of college students have equal status in
the network, and they can equally obtain relevant public opinion information and use
the network media. At the same time, in real life, the equality of citizenship, personality
and other aspects is only different between college students and educators in terms of
knowledge and experience. With the rapid development of network information and the
acceleration of the upgrading of network media, college students have more oppor-
tunities to obtain network public opinion information and have more ways to express
their opinions. It is even easier than some educators to grasp the discourse expression

Table 2. The degree of college students’ identification with the current network moral anomia

Recognition degree of network moral anomie The number of people The percentage

Very serious 98 24.5%
Widespread 182 45.5%
Individual phenomenon 94 23.5%
Inexistence 26 6.5%
The total 400 100%
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right of network media. Therefore, the subjectivity of college students’ ideological and
political educators is balanced, and the discourse authority is weakened. Educators
need to strike a balance between acknowledging and accepting the facts that are being
challenged by the object of their education. Educators should set up the idea of equality
in carrying out ideological and political education for college students and promote the
smooth development of ideological and political education for college students.

4.1.2 Fostering the Concept of Inclusiveness
In the era of network information, multi-cultural exchanges are increasingly deepened,
which makes the information of network public opinion diversified and the network
language diversified. The appearance of various opinions, attitudes and network lan-
guage on the Internet is a kind of network normality, and college students are bound to
be affected by this phenomenon. College students’ ideological and political educators
should focus on the objective facts behind the network public opinion rather than the
expression of the network public opinion. Therefore, from the perspective of network
information security, ideological and political educators of college students should
establish the concept of tolerance, tolerance of college students’ diverse choices, not
only to promote the main theme, but also to embrace the multi-network culture.

4.1.3 Establishing the Concept of Resultant Force
Network information security ecology is the structure state of interactive and dynamic
development between network information security subject, network information
security carrier, network information security environment and network information
security laws and norms. Network information security through its own four elements
of the resultant force to promote its development. To be specific, in this ecology, as
long as any one of the four elements changes, the other three elements will be corre-
sponding force, or promote or inhibit, therefore, it is of great significance to make the
network information security ecology in a state of dynamic balance and benign
development. From the perspective of network information security, ideological and
political education of college students should establish the concept of joint forces, so as
to deal with the dilemma of ideological and political education of college students
caused by the ecology of network public opinion and maximize the effectiveness of
ideological and political education.

4.2 To Enrich the Ideological and Political Education of College Students

4.2.1 Online Legal Education of Public Opinion and Online Information
Security Education
The virtual, free and open nature of the network space enables college students to have
more independent choices in the network. Some false and irrational online public
opinion information fills the cyberspace, and some college students’ comments are
reproduced without confirmation, posing a threat to universities and even the social
security order. Therefore, it is necessary to strengthen the legal education of network
public opinion in the ideological and political education of college students. In terms of
content, strengthen legal knowledge education of online public opinion, and explain to
students that the freedom of online speech is the freedom under the law, and any
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freedom in the world is the freedom under the constraint of relevant laws. Students are
warned to abide by national laws and regulations at any time and place (including their
speech in cyberspace), or they will pay the price for their words and deeds. In addition,
there are security risks and vulnerabilities in the Internet, enabling those with ulterior
motives to take advantage of these vulnerabilities to steal national and individual
information and harm national and individual interests. Therefore, strengthen the net-
work information security education, to safeguard the interests of the country and the
people is crucial. To strengthen college students’ network information security edu-
cation, in addition to strengthen the network information security laws and regulations
education, also deal with computer password technology and application, the under-
standing to the virus and the prevention and control, anti-virus technology, hacker
intrusion detection technology, firewall technology, intrusion detection techniques such
as education, make students know the importance of the network information security,
jointly participate in the maintenance of the network information security in our
country.

4.2.2 The Traditional Virtue and Network Moral Education
“The country does not prosper without virtue, people do not stand without virtue”.
Therefore, the ideological and political education of college students should strengthen
the traditional Chinese virtue education and network moral education from the eco-
logical perspective of network public opinion. With the advent of the network society,
it has become normal for people to browse information and exchange information
online. The traditional Chinese virtues of “benevolence, justice, propriety, wisdom and
faithfulness” are also applicable in the network society. For example, people should not
read other people’s Internet emails and chat messages without their consent, which is
the embodiment of “letter”. People should not spread online public opinions without
verification, which is the embodiment of “wisdom” to distinguish right from wrong. In
ideological and political education content at the same time, strengthen the education of
network morality is good for college students to cultivate network moral conscious-
ness, let college students in the case of anonymous also not to manufacture, spread
false and irrational network public opinion, and realize that even in the network must
abide by the moral, otherwise will be subject to the relevant laws and inner
condemnation.

4.2.3 The Education of “Three Views” for College Students
“Three views” is the world outlook, outlook on life, values. “Three views” has an
important guiding role for college students to realize life value and social value.
However, the terror, pornography, violence, false information, entertaining, interesting
and even vulgar contents in the Internet, as well as the decadent values in the West and
the West on the Internet have a huge negative impact on the growth and development
of college students. Therefore, it is necessary to strengthen the education of college
students’ world outlook, outlook on life and values, so that they can set up the correct
“three outlook”, consciously resist individualism, money worship and hedonism, resist
bad information of network public opinion, and form good behavior habits.
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4.3 Innovating Ideological and Political Education Methods for College
Students

4.3.1 Educator Initiative Dialogue
Educators should organize forces to take the initiative to understand the situation in
relevant online speech and behavior. The team should be composed of counselors,
student cadres and student tutors to monitor and investigate the thoughts and behaviors
of college students. College students’ ideological and political educators should have
an equal dialogue with relevant students when they find their behaviors misbehaving in
the network. Equal dialogue requires educators to keep a low profile, be tolerant and
considerate of students, and realize understanding by feeling and reasoning. In addi-
tion, it should be noted that the equal dialogue should be conducted in private rather
than in public, which is conducive to the students concerned to open up and tell the
truth, so as to promote the solution of problems.

4.3.2 Setting up Internet Public Opinion Issues
Setting corresponding topics before the outbreak of public opinion can guide the
direction of public opinion and avoid the outbreak of public opinion out of control. In
the guidance of college students’ network public opinion, colleges and universities can
implement the topic setting, which can lead the attention of college students to the set
target of network public opinion center. For example, can put the college students pay
attention to the social politics, relationship problems, employment problems in campus
network or zone on the campus BBS subject setting, when the relevant section of
network public opinion, face-to-face announcement in the first place, on college stu-
dents’ network public opinion toward areas, helps control the disorder of college
students’ network public opinion extension.

4.3.3 Innovating Network Public Opinion Carrier
With the advent of new media era, college students prefer to use simple and fast ways
to record social changes and their own growth. In the eyes of college students, websites
or campus networks are less attractive than new media with instant messaging function,
and new media are more easily accepted by college students. For example, weibo and
WeChat are most widely used among college students. Therefore, the ideological and
political education of college students can develop a new carrier platform to effectively
monitor and guide the network public opinion of college students, and promote the
ideological and political education of college students to improve the traditional
methods. For example, universities can set up two types of WeChat public accounts,
one is the WeChat public account that party members and league members must pay
attention to, and the other is the WeChat public account for students on campus. The
purpose of WeChat is to guide party members to consciously abide by party discipline
and school related system, and play a vanguard and exemplary role. At the same time,
the school student public account for daily information updates, content is closely
related to college students’ life, study and employment issues. This is conducive to the
guidance of college students’ network public opinion and the improvement of college
students’ ideological and political education methods. At the same time, it also
enhances the discourse power of college students’ ideological and political educators.
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5 Conclusion

In summary, facing the huge impact of network informatization on college students’
thoughts and concepts, network information security education is an urgent problem to
be solved on campus. Therefore, the network information security education of college
students should be included in the content of college education as soon as possible, to
provide college students with the help of network information security awareness,
behavior, technology and other aspects, so as to minimize the harm of college students
in network information.
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Abstract. This paper proposes a novel plastic neural model (PNM) at the single
neuron level and a specified learning algorithm to train it. The dendritic structure
of PNM presents its diversity to fulfill each particular task. During the training
process, PNM divides the Euclidean space of the training instances into several
appropriate hypercubes, which have the same dimensional number. And then,
each hypercube is transformed into a corresponding dendritic branch in PNM.
A suitable dendritic structure of PNM has been proved to have powerful
computational capabilities to solve the classification problems. Both theoretical
analysis and empirical study of the proposed model are demonstrated in this
paper. Five benchmark problems are employed to verify the effectiveness of
PNM in our experiment. The results have verified that PNM can provide
competitive classification performance compared with several widely-used
classifiers.

Keywords: Neural network � Dendrite � Plastic � Hypercube � Classification

1 Introduction

Artificial Neural Networks (ANN) are one kind of the most significant inventions in the
field of soft computing [8, 27]. The rudimentary concepts of the neural network were
first mathematically modeled by McCulloch and Pitts, which are inspired by biological
neurons in our brain [26]. The well-known universal estimation proficiencies make
Feedforward Neural Networks (FNN) most widely used over the last decade among
numerous ANNs [13, 36]. Actually, there are two types of FNNs, namely Single Layer
Perceptron (SLP) [33] and Multi-Layer Perceptron (MLP) [15]. MLPs have been
proved to be capable of approximating any continuous and discontinuous function [7,
18]. Whereas, there is only one single perceptron in the SLP, which makes it unable to
solve a non-linear problem [28].
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Latest development in neurobiology have verified the importance of dendrites in
neural computation [2, 10, 23, 24], that is the dendritic structure has greatly expanded
the neural computational capacities. A single neuron with a dendritic structure has
shown to be able to enhance the capacities of direction selectivity [31, 35], feature
storage [32], computation of binocular disparity [3], and generalization [16, 17]. These
enhancements provide us a hypothesis that such SLP might be able to be adopted to
compute linearly non-separable functions [4].

Recently, Legenstein and Maass have introduced an integrated model with synaptic
plasticity and branch-strength potentiation [22]. They have applied the model to solve a
simple feature binding problem successfully, for justifying linearly nonseparable
functions of single neurons. However, the Legenstein and Maass model is proved to be
unable to solve the Exclusive-OR problem [6]. The ability of single neurons to perform
non-linear pattern separation remains an open question [37].

In our previous papers, we have proposed an approximate logic neural model
(ALNM) based on the interaction of dendrites [19], which has a neural-pruning
function to form a unique dendritic topology for a particular task by screening out
useless synapses and unnecessary dendrites. The model has been proved to be capable
of solving non-linearly separated problems effectively by single-neuron computation.
In addition, we have modified the neural model and trained it by adopting a generalized
delta-rule-like unsupervised learning algorithm [38]. The new modified model has been
applied to solve a two-dimension multi-directional selectivity problem successfully
without an external teacher signal.

However, the learning algorithms of both approximate logic neuron model and
unsupervised learnable neuron model are based on Error Back Propagation (EBP) al-
gorithm. Because of the slow convergence property [11] and inherent local optima
trapping problem of EBP [21, 25], the models are usually unable to find a suitable
topological architecture easily. In this paper, a plastic neural model (PNM) with den-
dritic computation is proposed. The neural model is named ‘plastic’, because PNM is
capable of constructing a specified dendritic structure for each classification problem.
PNM has three layers, including a synaptic layer, a dendritic layer and a soma layer.
Specifically, terminal axons of former neurons have two types of synapses connecting
to each dendritic branch, namely direct synapse and inverse synapse. That makes each
branch of the dendritic layer correspond to a hypercube in a multidimensional coor-
dinate. Due to this distinctive property of the new model, we develop a novel learning
algorithm to train PNM, which has no convergence problem and is effective in avoiding
the disadvantages of EBP during the training process. To verify the effectiveness of
PNM and its learning algorithm, five benchmark classification problems are utilized in
our experiment.

The rest of the paper is organized as follows: Sect. 1 presents a detailed description
of PNM; In Sect. 2, three examples are used to demonstrate the properties of PNM.
Section 3 describes the learning algorithm and presents an application; Sect. 4 presents
the comparative experiments and the discussion of the results; lastly, concluding
remarks are given in Sect. 5.
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2 Plastic Neural Model with Dendritic Computation

Inspired by biological neurons, PNM has a realistic neural model structure, which has
shown in Fig. 1. It can be observed that PNM is composed of three layers: a synaptic
layer, a dendritic layer, and a soma body.

2.1 Synaptic Layer

The synaptic layer is a specialized structure that is an information transfer medium for
signal communication. If the input signal excites the synaptic layer, an excitatory
postsynaptic potential (EPSP) will be generated to depolarize the potential of the soma
body. It contributes to the fire of the neuron. On the contrary, if the input signal inhibits
the synaptic layer, an inhibitory postsynaptic potential (IPSP) will occur to hyperpo-
larize the potential of the soma body. It prevents the neuron from firing [12]. In PNM,
two types of synapses are defined, namely the direct synapse and the inverse synapse.
Each synapse has its own threshold value. By comparing the signal inputs with the
threshold, the outputs of the two kinds of synapses can be expressed by the following
equation:

Direct synapse:

Yi;mðDirect) = 1
1þ e�kðxi�hi;mðDirectÞÞ ð1Þ

Fig. 1. Schematic diagram of PNM. Direct and inverse synapses (triangle and inverted triangle)
process signals from terminal axons of the front neurons (vertical lines) and transmit them to
independent branches of dendrites (horizontal lines) through dendritic computation. Then branch
signals are collected in the soma body (black sphere).
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Inverse synapse:

Yi;mðInverse) = 1
1þ ekðxi�hi;mðInverseÞÞ ð2Þ

where k is a positive constant, xi denotes the input signal from the i-th (i = 1, 2, 3, …,
I) neuron, Yi;m denotes the synaptic computation result of xi on the m-th (m = 1, 2, 3,
…, M) branch of dendrite; hi;mðDirectÞ and hi;mðInverseÞ correspond to the thresholds
of the direct synapse and inverse synapse respectively, which need to be trained by a
certain learning algorithm.

2.2 Dendritic Layer

In the biological neural networks, dendrites interact with synaptic signals on each
branch nonlinearly. Biological experimental evidence reveals that neurons with mul-
tiplicative responses are extremely powerful computational elements in neural com-
putation. A range of visual and auditory processes are implemented by the
multiplication operation [34]. Inspired by these phenomena, multiplication operation is
also adopted in the dendritic layer of PNM. The equation of the dendritic layer can be
described as follows:

Zm ¼
YI
i¼1

Yi;mðDirectÞ � Yi;mðInverseÞ ð3Þ

2.3 Soma Layer

Soma body accumulates sublinear summation of the signals of each independent
dendritic branch. It fires depending on the result of summation exceeds the soma’s
threshold. It is shown mathematically as:

Osoma ¼
P

m ZmevZmP
m evZm

ð4Þ

where v is a positive constant. It can be observed that a soft-maximum function are
used in the equation. It will produce the same result as the maximum operation
ðlimv!1 Osoma ¼ maxðZ1; Z2; . . .; ZMÞÞ within the limit.

3 Motivation

Based on the above mathematical description of PNM, the model’s properties are
introduced in this section. Specifically, the synaptic layer works as an analog-to-digital
converter, since an extremely large k can make direct synapse and inverse synapse act
as segmented functions. The direct synapse produces ‘1’ only when the input is larger
than the threshold. It provides the input with a lower boundary in this dimension.
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However, the inverse synapse generates ‘1’ when the input is less than the threshold.
Thus it offers an upper boundary in the dimension. Because the operation of the
dendritic layer is multiplication, on each branch of dendrites, only when the input
signal satisfies the lower and upper boundary restriction simultaneously, the dendritic
layer can produce ‘1’ signal in this dimension. Similarly, only when all the inputs in
different dimensions produce ‘1’, the branch of dendrite can produce a ‘1’ signal
finally. In this way, a branch of dendrite will correspond to a N-dimensional hypercube.
When an input point falls into the hypercube in the coordinate, the output of the
dendritic branch is ‘1’. Otherwise, it outputs ‘0’. Since the soma layer works like the
maximum operation, it means that the input signal only needs to fall into one of the
hypercubes, the soma body produces ‘1’. Otherwise, it will output ‘0’. In order to
illustrate the basic property of PNM, three examples with different dimensional number
of input signals are demonstrated as follows.

Example 1: The first and simplest example is illustrated in Fig. 2(a). There are two
intervals [−1, 1] and [3.5, 8] in the coordinate. The corresponding neural model, which
can separate the two intervals, is shown in Fig. 2(b). It can be seen that one terminal
axon has two synapses connecting to each branch of the dendritic layer. The two
branches correspond to two intervals in the coordinate, respectively. In accordance with
the above mathematical form of the neuron model, the soma body can be found to
produce ‘1’ if and only if the input signal falls in these two intervals. Otherwise, it will
produce ‘0’. It is easy to conclude that as long as there are enough branches of
dendrites, the neural model is capable of identifying any finite interval in a direction.

Example 2: Fig. 2(b) provides a geometrical representation of the second example
whose dimensional number becomes 2. Each branch of the dendritic layer represents a
rectangle in a two-dimensional coordinate. To separate the blue part, it needs to be
partitioned into four smaller rectangles. Hence, four branches of the dendritic layer
have been designed to represent the four rectangles. The model structure is presented in
Fig. 2(e). However, it needs to be noted that there are various ways to partition the blue
part, so the neural model of PNM is not unique. We can infer that the plastic model is
also powerful enough to simulate any two-dimensional geometrical figure in principle.

Example 3: The third case occurs when the neural model receives three-
dimensional input signals. The signals fall into the parts, which are shown in Fig. 2
(c). Similar to the above-mentioned examples, it needs to be divided into five smaller
cubes. Each cube corresponds to one branch of dendrites in the neural structure, which
has been presented in Fig. 2(f). When the dimension of the input signals exceeds 3, a
branch of the dendritic layer corresponds to one hypercube in the coordinate. In
general, it is difficult to realize the visualization of a multi-dimensional hypercube.

Based on the above examples, it is obvious that PNM is capable of representing the
figures with different dimension numbers and arbitrary shapes. To solve the classifi-
cation problems, suitable hypercubes need to be figured out to contain all the elements
of each category. In the next section, we will introduce the specific learning algorithm
of PNM.
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4 Learning Algorithm

Based on the unique structural property of PNM, a novel learning algorithm is pro-
posed. For the classification problem, the pattern has n classes, and each sample has k
attributes. The main procedure of the learning algorithm can be described in
Algorithm 1.

In order to further explain the training process of the learning algorithm, it is used
to solve a simple classification problem, which has been illustrated in Fig. 3. It can be
observed that, in order to classify the elements which have two attributes (x1, x2) into
two categories represented by dots and stars, we draw a black rectangle to contain all
the elements in Fig. 3(a) firstly. According to the learning algorithm, the rectangle is
divided into 4 smaller ones, as shown in Fig. 3(b). Then, we assess these rectangles.
Since there is no element in Rectangle ③, it needs to be discarded. Rectangle ②
contains only stars and Rectangle ④ has dots merely. These two rectangles should be
outputted directly. While both starts and dots fall into Rectangle ①, it will be kept and
continued to be divided to generate four much smaller rectangles in the next separation.
As shown in Fig. 3(c), Rectangle B is abandoned, Rectangle C is outputted, and
Rectangles A and D are reserved to the next generation simultaneously. It can be
observed that 10 rectangles are left in Fig. 3(d), each rectangle has only one type of
elements. Finally, we transform these rectangles into a neural model with 10 branches
of dendrites, and the training process is stopped.

Fig. 2. The first example and its corresponding neural model. (Color figure online)
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Algorithm 1 The learning algorithm of PNM

1: Input: the training dataset with n classes and k attributes.

2: Output: the parameters of PNM.

3: Build a n-dimensional hypercube which contains all the elements,

4: repeat

5: Divide each remaining hypercube into 2k smaller ones by splitting each dimension 
right along the median.

6: Assess each hypercube:

7: If no element is in a hypercube, discard this hypercube directly;

8: If only one class of the elements is left in a hypercube, output the hypercube;

9: If more than one class of the elements fall into a hypercube, keep the hypercube;

10: until (No hypercube is remaining.)

11: Transform the output hypercubes into the dendritic structure of PNM; one hyper-
cube corresponds to a branch of dendrites.

Fig. 3. Training demonstration of PNM.
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5 Simulation

5.1 Benchmark Classification Problems

To evaluate the classification performance of PNM, five benchmark classification
problems, which are obtained from the UCI Machine Learning Repository [30], are
employed in our experiments. Table 1 summarizes the main characteristics of these
datasets.

5.2 Experimental Setup

To provide an overall comparison, we compare the classification performance of PNM
with those of several other famous classifiers, such as k-nearest neighbor algorithm
(KNN) [20], Radial Basis Network (RBF) [5], Multilayer Perceptron (MLP) [15],
Support Vector Machine (SVM) [1], and our previous model (ALNM) [19]. The initial
parameter values of the classifiers are summarized in Table 2 in detail, while fine-
tuning of classifiers is beyond the scope of this paper.

To estimate the classifiers’ prediction error effectively, a well-known 10-fold cross-
validation procedure [39] is applied to the benchmark datasets except for the XOR
problem. Each dataset is partitioned into ten subsets. Every subset is used as the testing
set for one time, and the remaining 9 subsets are grouped together to build a training
set. Average error (AVE) and standard deviation (S TD) of the misclassified testing
pattern are displayed in the tables of results. As the XOR dataset is too small, it cannot
be divided into training and testing sets. Performance metrics of this problem are
obtained by evaluating ten independent executions of the algorithm on the same
training and testing subsets.

According to [9], comparing the algorithms based on AVE and S TD only is not
sufficient. Thus, a statistical test is required to prove that the newly proposed algorithm
has a significant improvement over other existing classifiers [14]. In the experiment, a
Wilcoxon’s rank-sum test [29], which is a non-parametric statistical test, is applied.
The corresponding p-values of Wilcoxon’s rank-sum test are presented in the result as
well and the significance level is set to be 0.05. Conventionally, a p-value, which is less
than 0.05, can be considered as strong evidence to reject the null hypothesis.

Table 1. Main characteristics of the datasets

Dataset Instances Attributes Classes

XOR 4 4 2
Iris 150 4 3
Glass 214 9 2
Cancer 699 9 2
Pima 768 6 2
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5.3 Performance Comparisons

The classification performances of the classifiers on the XOR benchmark problem are
summarized in Table 3. Success means that the after-learning outputs of the algorithm
for the patterns are the same as their teacher signals. It can be observed that for the
simplest nonlinear classification problem, KNN failed all the 10 running times. It
means that KNN cannot solve the linearly inseparable problems. Since the MLP and
ALNM’s training algorithms are an EBP algorithm, they are easy to trap into the local
minimum, and the success times are 7 and 9, respectively. They are smaller than those
of RBF, SVM and PNM. These three classifiers are capable of solving the problem
effectively. For the Iris benchmark problem, the incorrect classification rate of each
classifier is presented in Table 4. It can be seen that PNM has the lowest AVE of the
incorrect classification rate than those of the other five classifiers.

Table 2. Initial parameters of different classifiers

Classifier Parameter Value

KNN k 5
RBF Spread of radial basis function 1.0
MLP Hidden layer 12

Learning rate 0.1
Maximum iteration 1000

SVM Function Polynomial kernel
Order 2

ALNM Dendritic branch number 26
Learning rate 0.1
Maximum iteration 1000

Table 3. Experimental results of the XOR problem

Algorithm Success time

KNN 0/10
RBF 10/10
MLP 7/10
SVM 10/10
ALNM 9/10
PNM 10/10
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Besides, the p-values of KNN, RBF, MLP and ALNM are smaller than the sig-
nificance level. It means that the performance of PNM is significantly better than those
of the four classifiers. However, the p-value of SVM, which is larger than 0.05, implies
that there is no significant difference between the performances of SVM and PNM.
Considering the Glass benchmark problem, based on the values of AVE and S TD in
Table 5, PNM can be thought to be the most powerful classifier. Similarly, the p-values
suggest that PNM is significantly better than KNN, RBF, MLP and ALNM, but it
cannot be thought to be significantly better than SVM. As to the Cancer benchmark
problem, PNM performs better than all the other classifiers in terms of AVE and S TD,
which are shown in Table 6. According to the p-values of the Wilcoxon’s rank-sum
test, PNM is considered to have significantly better performance than RBF, MLP and
ALNM, but it cannot be considered to be significantly better than KNN and SVM. For
the Pima classification problem, the results in Table 7 indicate that PNM has a sig-
nificant better performance than all the other classifiers obviously. In conclusion,
according to the above results, it is clear that PNM is capable of presenting a com-
petitive classification performance on the five benchmark classification problems when
compared with several other widely-used classifiers.

Table 4. Experimental results of the Iris dataset

Algorithm Test error rate p-value
AVE STD

KNN 4.6667 5.4885 0.0246
RBF 16.6667 9.0267 8.47e-04
MLP 7.3333 5.8373 0.0068
SVM 2.6667 3.4427 0.0553
ALNM 4.6667 5.4885 0.0246
PNM 2.3168 1.7410 \

Table 5. Experimental results of the Glass dataset

Algorithm Test error rate p-value
AVE STD

KNN 8.4952 5.4708 0.0169
RBF 16.0381 7.3408 5.73e-04
MLP 10.4000 6.3506 0.0022
SVM 5.6381 3.9403 0.0821
ALNM 6.6667 4.0156 0.0257
PNM 4.6945 1.8113 \
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6 Conclusions

This paper proposes a novel plastic neural model with dendritic computation and a
specific learning algorithm is adopted to train it. The learning algorithm is able to figure
out suitable geometrical hypercubes in the coordinate for the elements of each category.
Each hypercube represents a branch of dendrite in the topological structure of the
model. Through training, PNM can provide a unique dendritic topology for each
particular task. To evaluate the performance of PNM, five benchmark datasets are
adopted in our experiment. Compared with five other widely-used classifiers, the sta-
tistical results demonstrate that PNM is able to provide convincing classification per-
formance. It reveals that PNM including its learning algorithm has the following
features: firstly, none of the parameters needs any fine-tuning in our model; secondly,
unlike MLP and ALNM, there is no convergence problem in PNM because it can
converge in finite steps efficiently; thirdly, the learning algorithm partitions the pattern
space into smaller regions which will not overlap, and it can satisfactorily separate the
training instances according to their category labels. In the meantime, the main
drawback of PNM is also analyzed in our paper, and it will be focused on in our future
research.

Table 6. Experimental results of the Cancer dataset

Algorithm Test error rate p-value
AVE STD

KNN 3.2999 1.9496 0.1040
RBF 11.2821 3.7186 1.15e-04
MLP 4.1527 2.3137 8.87E-03
SVM 3.3779 2.5493 0.1821
ALNM 3.5897 1.9788 0.0152
PNM 3.0623 1.2438 \

Table 7. Experimental results of the Pima dataset

Algorithm Test error rate p-value
AVE STD

KNN 29.3045 3.6786 0.0018
RBF 39.4612 13.5036 6.55e-04
MLP 27.2494 5.2190 0.0085
SVM 34.8246 5.2436 3.81E-04
ALNM 34.8997 5.4484 2.89E-04
PNM 21.5870 5.5942 \

A Novel Plastic Neural Model with Dendritic Computation 481



References

1. Adankon, M.M., Cheriet, M.: Support vector machine. Encycl. Biometrics, 1303–1308
(2009)

2. Anderson, J., Binzegger, T., Kahana, O., Martin, K., Segev, I.: Dendritic asymmetry cannot
account for directional responses of neurons in visual cortex. Nat. Neurosci. 2(9), 820–824
(1999)

3. Archie, K.A., Mel, B.W.: A model for intradendritic computation of binocular disparity. Nat.
Neurosci. 3(1), 54–63 (2000)

4. Cazé, R.D., Humphries, M., Gutkin, B.: Passive dendrites enable single neurons to compute
linearly non-separable functions. PLoS Comput. Biol. 9(2), 867 (2013)

5. Chen, S., Cowan, C.F., Grant, P.M.: Orthogonal least squares learning algorithm for radial
basis function networks. IEEE Trans. Neural Netw. 2(2), 302–309 (1991)

6. Costa, R.P., Sjöström, P.J.: One cell to rule them all, and in the dendrites bind them. Front.
Synaptic Neurosci. 3 (2011)

7. Csáji, B.C.: Approximation with artificial neural networks. Faculty of Sciences, Etvs Lornd
University, Hungary 24, 48 (2001)

8. Dayhoff, J.E.: Neural network architectures: an introduction. Van Nostrand Reinhold Co.
(1990)

9. Derrac, J., García, S., Molina, D., Herrera, F.: A practical tutorial on the use of
nonparametric statistical tests as a methodology for comparing evolutionary and swarm
intelligence algorithms. Swarm Evol. Comput. 1(1), 3–18 (2011)

10. Euler, T., Detwiler, P.B., Denk, W.: Directionally selective calcium signals in dendrites of
starburst amacrine cells. Nature 418(6900), 845–852 (2002)

11. Fahlman, S.E.: An empirical study of learning speed in back-propagation networks (1988)
12. Ferster, D., Jagadeesh, B.: Epsp-ipsp interactions in cat visual cortex studied with in vivo

whole-cell patch recording. J. Neurosci. 12(4), 1262–1274 (1992)
13. Fine, T.L.: Feedforward Neural Network Methodology. Springer, New York (2006). https://

doi.org/10.1007/b97705
14. García, S., Molina, D., Lozano, M., Herrera, F.: A study on the use of non-parametric tests

for analyzing the evolutionary algorithms behaviour: a case study on the cec2005 special
session on real parameter optimization. J. Heuristics 15(6), 617–644 (2009)

15. Gardner, M.W., Dorling, S.: Artificial neural networks (the multilayer perceptron) a review
of applications in the atmospheric sciences. Atmos. Environ. 32(14–15), 2627–2636 (1998)

16. Gurney, K.N.: Information processing in dendrites: I. input pattern generalization. Neural
Netw. 14(8), 991–1004 (2001)

17. Gurney, K.N.: Information processing in dendrites: II. information theoretic complexity.
Neural Netw. 14(8), 1005–1022 (2001)

18. Hornik, K., Stinchcombe, M., White, H.: Multilayer feedforward networks are universal
approximators. Neural Netw. 2(5), 359–366 (1989)

19. Ji, J., Gao, S., Cheng, J., Tang, Z., Todo, Y.: An approximate logic neuron model with a
dendritic structure. Neurocomputing 173, 1775–1783 (2016)

20. Larose, D.T.: k-nearest neighbor algorithm. In: Discovering Knowledge in Data: An
Introduction to Data Mining, pp. 90–106 (2005)

21. Lee, Y., Oh, S.H., Kim, M.W.: An analysis of premature saturation in back propagation
learning. Neural Netw. 6(5), 719–728 (1993)

22. Legenstein, R., Maass, W.: Branch-specific plasticity enables self-organization of nonlinear
computation in single neurons. J. Neurosci. 31(30), 10787–10802 (2011)

482 J. Ji et al.

https://doi.org/10.1007/b97705
https://doi.org/10.1007/b97705


23. Magee, J.C.: Dendritic integration of excitatory synaptic input. Nat. Rev. Neurosci. 1(3),
181–190 (2000)

24. Magee, J.C.: Dendritic voltage-gated ion channels. Dendrites, 225–251 (2008)
25. Magoulast, G., Vrahatis, M., Androulakis, G.: On the alleviation of the problem of local

minima in back-propagation. Nonlinear Anal. Theor. Methods Appl. 30(7), 4545–4550
(1997)

26. McCulloch, W.S., Pitts, W.: A logical calculus of the ideas immanent in nervous activity.
Bull. Math. Biophys. 5(4), 115–133 (1943)

27. Mehrotra, K., Mohan, C.K., Ranka, S.: Elements of Artificial Neural Networks. MIT Press,
Cambridge (1997)

28. Minsky, M., Papert, S.: Perceptrons (1969)
29. Mirjalili, S., Lewis, A.: S-shaped versus v-shaped transfer functions for binary particle

swarm optimization. Swarm Evol. Comput. 9, 1–14 (2013)
30. Newman, A.A.D.: UCI repository of machine learning database (school of information and

computer science), University of California, Irvine (2007)
31. Oesch, N., Euler, T., Taylor, W.R.: Direction-selective dendritic action potentials in rabbit

retina. Neuron 47(5), 739–750 (2005)
32. Poirazi, P., Mel, B.W.: Impact of active dendrites and structural plasticity on the memory

capacity of neural tissue. Neuron 29(3), 779–796 (2001)
33. Rosenblatt, F.: The perceptron, a perceiving and recognizing automaton Project Para.

Cornell Aeronautical Laboratory (1957)
34. Salinas, E., Abbott, L.: A model of multiplicative neural responses in parietal cortex. Proc.

Natl. Acad. Sci. 93(21), 11956–11961 (1996)
35. Schachter, M.J., Oesch, N., Smith, R.G., Taylor, W.R.: Dendritic spikes amplify the synaptic

signal to enhance detection of motion in a simulation of the direction-selective ganglion cell.
PLoS Comput. Biol. 6(8), e1000, 899 (2010)

36. Simon, H.: Neural Networks, A Comprehensive Foundation. Prentice-Hall, Englewood
Cliffs (1999)

37. Sjöström, P.J., Rancz, E.A., Roth, A., Häusser, M.: Dendritic excitability and synaptic
plasticity. Physiol. Rev. 88(2), 769–840 (2008)

38. Todo, Y., Tamura, H., Yamashita, K., Tang, Z.: Unsupervised learnable neuron model with
nonlinear interaction on dendrites. Neural Networks 60, 96–103 (2014)

39. Varma, S., Simon, R.: Bias in error estimation when using cross-validation for model
selection. BMC Bioinf. 7(1), 91 (2006)

A Novel Plastic Neural Model with Dendritic Computation 483



Improving Approximate Logic Neuron Model
by Means of a Novel Learning Algorithm

Jiajun Zhao1, Minhui Dong1, Cheng Tang2, Junkai Ji1(&),
and Ying He1

1 College of Computer Science and Software Engineering, Shenzhen University,
Shenzhen 518060, China

{1910272062,1910273042}@email.szu.edu.cn,

{jijunkai,heying}@szu.edu.cn
2 Faculty of Engineering, University of Toyama, Toyama-shi 930-8555, Japan

d2072006@ems.u-toyama.ac.jp

Abstract. Inspired by the dynamic dendritic architecture of biological neurons,
the approximate logic neuron model (ALNM) is a novel model recently pro-
posed by us. ALNM owns four layers, namely, the synaptic layer, the dendritic
layer, the membrane layer, and the cell body. Through neural pruning function,
the model can omit useless synapses and unnecessary branches of dendrites after
the training process. In other words, it will form a unique and simplified den-
dritic structure for each particular classification task. Further, the simplified
dendritic structure can be completely substituted by logic circuits, which makes
ALNM be capable of running in hardware. However, although it has satisfactory
performances to solve classification problems, it still suffers from some disad-
vantages owing to its learning algorithm, named batch gradient descent
(BGD) algorithm. It is because that, using all the training data for each iteration
is time-consuming and it is unsuitable for large scale problems. In addition,
BGD cannot adaptively adjust the learning rate during the whole training pro-
cess, which will converge slowly in the neighborhood of saddle points, and
oscillate in the steep region of gradient space. To settle the above issues, we
propose a novel stochastic adaptive gradient descent (SAGD) algorithm, which
uses stochastic gradient descent information and adaptively adjusts the learning
rate, to improve the classification performances of ALNM. In our experiments,
ALNM trained by the new algorithm is evaluated on three benchmark classi-
fication datasets, and experimental results demonstrate that it performs signifi-
cantly better than the original model in terms of accuracy and convergence rate.

Keywords: Neural network � Dendrite � Learning algorithm � Classification �
Logic circuit

1 Introduction

In the last two decades, artificial neural networks have been applied to various tasks,
such as classification [3], regression [26], vision [4] and control systems [2]. In 1943,
McCulloch and Pitts proposed the first neuron model, and it has been widely employed
as a fundamental unit for modern research of neural networks [18]. However, it has

© Springer Nature Switzerland AG 2020
D.-S. Huang et al. (Eds.): ICIC 2020, LNCS 12463, pp. 484–496, 2020.
https://doi.org/10.1007/978-3-030-60799-9_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60799-9_42&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60799-9_42&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60799-9_42&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60799-9_42


been criticized for not considering the nonlinear mechanisms of dendrites, which
occupies the vast majority space of the brain in vivo. And a single layer of Mc-
CullochPitts neuron model could not settle some fairly elementary nonlinear functions,
such as the XOR problem, according to the theoretical and empirical evidence of Papert
and Minsky in [19].

Koch, Poggio and Torre suggest that the behavior of interaction between branches
and synapses could be considered from the perspective of logic operations [13, 14].
Coincidence detection in the auditory system [22] and direction selectivity in retinal
ganglion cells [25] have verified their hypothesis. However, for a specific complex
task, it is often difficult for Koch’s model to construct diverse dendrite morphology [5].
To resolve this crisis, a variety of plasticity mechanisms in pyramidal neurons were
proposed [6, 8, 15, 20, 23]. Meanwhile, biological evidence also supports structural
synaptic plasticity, which involves synapse formation and elimination [9].

Recent progress in neurobiology has brought to the foreground of the importance of
neuron pruning, a process by which unnecessary dendrites are selectively removed
without causing cell death, during an early stage of neurogenesis [17]. Dendritic
pruning [11] and axon pruning [16] were observed in dendritic arborization neurons
and the drosophila mushroom body, respectively. According to these biophysical
phenomena, we proposed an approximate logic neuron model (ALNM). The main
architecture of ALNM has four types of layers, such as the synaptic layer, the dendritic
layer, the membrane layer, and the cell body. To be specific, the synaptic layers obtain
inputs from other neurons’ axons or dendrites, the interactions of the synaptic signals
happen on each branch of dendrites. Subsequently, the membrane layers assemble the
interactions and transfer the results to the cell body (soma). Finally, the soma decides
whether to fire after comparing the results with its own threshold.

During the training phase, the useful dendrites and the important input feature are
kept, while the useless and unnecessary ones are screened out. After that, ALNM
acquires a precise dendritic morphology for the problem. Further, the mature neurons
of ALNM can be approximately replaced by logic circuits, which contain the com-
parators and logic NOT, AND and OR gates. ALNM has been applied to deal with
several real-world problems, for instance, the forecast of tourist arrivals [24], the
diagnosis of liver disorders [10], bankruptcy prediction [27] and computer-aided
diagnosis [1]. Compared with other artificial neural models, it can be considered as a
more realistic model.

Batch gradient descent (BGD) algorithm has been viewed as a powerful technique
for artificial neural model optimization because it can well represent the training
samples and be accurate towards the direction of minimum error between predicted
values and true values. When the objective function is convex, BGD is able to obtain
the globally optimal solution with probability one.

However, when the parameter space is multimodal, BGD will be easy to trap into
local minima. In addition, it needs to calculate the gradients of the whole training
sample set to update the weights and thresholds of BGD in one iteration; the con-
vergence speed of BGD is slow. Thus, such time-consuming BGD is not suitable for
large-scale classification tasks. This motivates us to devise or find a more promising
learning algorithm.
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In order to handle the above problems, we proposed a novel learning algorithm,
termed stochastic adaptive gradient descent (SAGD) algorithm. SAGD adopts
stochastic gradient descent information to update the parameters of ALNM, and can
adjust the learning rate adaptively. SAGD is a computationally efficient training
algorithm, which needs fewer memory demands and is straightforward to implement.
The classification performances of the SAGD algorithm is evaluated and compared in
our experiment, the results demonstrate its effectiveness and superiority in terms of the
average accuracy and the training speed, compared with the original BGD algorithm.

The rest of this article is organized as follows. Section 2 presents a brief intro-
duction of ALNM and its neuronal pruning function. Section 3 shows how SAGD is
applied to train ALNM. The experiments and discussion are presented in Sect. 4.
Finally, concluding remarks are drawn in Sect. 5.

2 Approximate Logic Neuron Model

The architecture of ALNM is constituted of four layers: the synaptic layer, the dendrite
layer, the membrane layer and the soma, which have been illustrated in Fig. 1.

2.1 Synaptic Layer

The synaptic layer is the connection tissue between dendrites and other neurons’ axons,
and the mechanism of the synaptic layer is to use a receptor to absorb a certain specific
ion. Once the receptor takes in an ion, the potential of the receptor will change. Then, it
determines whether to become an inhibition synapse or an excitatory synapse [12]. The

Fig. 1. Architecture of the ALNM model
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modified sigmoid function can be used to express multiple connection states, which has
been shown as follows:

Yim ¼ 1
1þ e�kðwimxi�qimÞ ð1Þ

where xi is the i-th (i = 1, 2, 3,…, I) input signal, and its range is [0, 1]. wim and qim are
the connection state parameters of the synaptic layers on the m-th (m = 1, 2, 3,…, M)
dendrite layer. k is a constant value and set to 5 in our experiments. According to
different combinations of wim and qim, the synaptic layers have four connection states,
namely, constant 1 connection, constant 0 connection, reversed connection and direct
connection, which have been shown in Fig. 2. After the calculation of the synaptic
layers, the analog input signals will be converted into digital ones which only consist of
“0” and “1”. him is the threshold of the synaptic layer, which can be calculated by
him = qim=wim.

Direct Connection. In the direct connection state, when xi is larger than the threshold
him, the synaptic layer will output ‘1’. If lower than him, it output ‘0’. Biologic
explanation indicates that if the input signal has a higher potential than its threshold, the
excitatory postsynaptic potential (EPSP) will occur, and the positional potential of the
dendrite will rapidly be depolarized. Inversely, a low potential causes an inhibitory
synaptic layer, and the inhibitory postsynaptic potential (IPSP) happens, the positional
potential will be transiently hyperpolarized [12]. In the logic circuits, a comparator can
also implement a similar function.

Case (A): 0 < qim < wim, e.g.: wim = 2.0 and qim = 1.0.

Inverse Connection. In the inverse connection state, as opposed to the direct con-
nection state, if input xi is less than the threshold him, the output will be 1, and it causes
an EPSP. If the input exceeds the threshold him, the output will be 0, and an IPSP
occurs. In the logic circuits, the function of the synaptic layer in the inverse connection
can be approximated by the combination of a comparator and a logic NOT gate.

Fig. 2. Connection states of synaptic layers.
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Case (B): wim < qim < 0, e.g.: wim = − 2.0 and qim = − 1.0.

Constant ‘1’ Connection. The constant 1 connection state contains two cases:

Case (C1): qim < 0 < wim, e.g.: wim = 2.0 and qim = − 1.0;
Case (C2): qim < wim < 0, e.g.: wim = − 1.0 and qim = − 1.5.
In two cases, whatever the input signal is, the output is always 1. It suggests that,

the synapses are constant excitatory and can ignore the input signal and its threshold to
trigger an EPSP all the time. The positional potential of the dendrite will be
depolarized.

Constant ‘0’ Connection. There are two cases in the constant 0 connection.

Case (D1): 0 < wim < qim, e.g.: wim = 1.0 and qim = 1.5;
Case (D2): wim < 0 < qim, e.g.: wim = − 2.0 and qim = 1.5.

In these cases, the output is independent of the input signal and keeps 0. Mean-
while, the synapse always becomes an inhibitory one that can cause an IPSP. The
postsynaptic potential will always be hyperpolarized. The mathematic illustration of all
connection cases has been presented in Fig. 3.

Fig. 3. The functions of synaptic layers in different connection states.
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2.2 Dendrite Layer

Dendrites implement the non-linear interaction between synaptic signals on each
branch. The multiplication operation has been considered to play an important role in
the information processing of the sensory systems, where both visual and auditory
processes are thought to be underpinned by multiplication [7, 21]. Inspired by these
foundations, the multiplicative operation is also used in the dendrite layer. Because the
inputs of the dendrite layers are either 0 or 1, the dendrite layer is equivalent to the
logic AND operation. Here, the equation of dendrites can be described as follows:

Zm ¼
YI
i¼1

Yim ð2Þ

2.3 Membrane Layer

The membrane layer accumulates all the sublinear summation of the signals in each
dendritic branch. Since the inputs of the membrane layers are also either 0 or 1, the
function is almost equal to the logic OR operation. The equation is shown as follows:

V ¼
XM
m¼1

Zm ð3Þ

2.4 Soma Layer

The cell layer also names soma. It is the core of neurons. The neuron fires depend on
whether the membrane potential is larger than its threshold or not. The process can be
described by using a sigmoid function of the product terms:

O ¼ 1
1þ e�kðV�hsomaÞ ð4Þ

where hsoma is the threshold of the cell body, and k is a constant parameter. hsoma and k
are 0.5 and 5, respectively.
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2.5 Neuronal Pruning Function

Axon pruning: if a synaptic layer receives the input signal from the previous neurons’
axon and it locals in the constant ‘1’ connection state, the input signal can be ignored
and this kind of connected axons should be discarded. Because the output of the
synapse is constant 1, due to the multiplication operation, following the simple rule that
an arbitrary value time 1 produces itself, the output of the dendritic layer is independent
of the input of the axon. In this way, eliminating the unnecessary axons of ALNM is
named as axon pruning function.

Dendritic pruning: if a synaptic layer locals in the constant ‘0’ connection state, its
output keeps ‘0.’ According to the mathematic rule that any value multiplied by 0 gets
0, the output of the dendritic layer will become 0, with ignoring all the input signals of
synapses in these dendritic branches. Thus, the whole dendritic branch and the
synapses should be discarded; we call it dendritic pruning function.

Through the above mechanisms, ALNM can mimic the immature biological neu-
rons to remove the unnecessary dendrites and useless synapses, and achieve the sim-
plified and unique dendritic structure for each problem. To demonstrate the neuronal
pruning function, an example is provided in Fig. 4. As shown in Fig. 4(a), the initial
structure includes four synapses, two dendritic branches, a membrane layer, and a
soma. On the Dendrite-1 layer, since the input X1 is received by the synapse in the
constant ‘1’ connection state, this synaptic layer would be neglected. On the Dendrite-2
layer, because the synapse connecting to the input X1 locals in the constant ‘0’ con-
nection state, the output of the whole Dendrite-2 will be 0. Thus, the entire Dendrite-2
needs to be deleted, shown by the dotted line in Fig. 4(b). The final structure mor-
phology of ALNM is illustrated in Fig. 4(c), which is much simpler than the original
one.

Fig. 4. Neuronal pruning process of the ALNM model.
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3 Stochastic Adaptive Gradient Descent Algorithm

ALNM is a feed-forward neural model, and the functions of all the layers are differ-
ential. Thereby, Back propagation (BP) algorithm is employed to train the connection
parameters of ALNM. According to the learning rule, a neuron model can minimize the
square errors between the actual output O and the desired output T by:

Error ¼ 1
2

XN
j¼1

ðTðjÞ � OðjÞÞ2 ð5Þ

where N is the training sample number, T(j) and O(j) represent the j-th actual output
and the j-th predicted target, respectively. Training inefficiency and being prone to local
minima become two fatal weaknesses of BP algorithm. Consequently, a SAGD
algorithm is proposed to improve the training performances of ALNM. The pseudo-
code of the proposed algorithm is presented in Algorithm 1. It can be observed that, the
hyper-parameters of ALNM include the step size η, exponential decay rate of the first
moment estimate b1 and the exponential decay rate for the second moment estimate b2.
The training parameters / can be expressed by:

/ ¼ ½w11 � � �w1Mw21 � � �w2M � � �wIMq11 � � � q1M � � � qIM �T ð6Þ

In the training phase, it stochastically selects the training sample subsets to cal-
culate the gradient descent information, then adaptively chooses the learning rate for
different training processes. The subsample size depends on the specific task. The
gradient descent equation of / can be found in [29].

4 Experimental Results and Discussion

In our experiments, three benchmark classification datasets, namely, XOR, Glass and
Cancer, are adopted to evaluate the classification performance of ALNM trained by
SAGD. These datasets can be acquired from the University of California at Irvine
Machine Learning Repository [28]. Table 1 exhibits their number of instances, number
of attributes, and number of classes. The experiments are conducted in 30 independent
running times, with the different initial values of w and q. These parameters were
assigned uniformly random values between −0.5 and 0.5. For a fair comparison, SAGD
is compared with BGD by using the same parameter setting showed in Table 2. All the
experiments are conducted on a PC with 3.20 GHz Intel(R) Core (TM) i5-6500 CPU
and 8 GB of RAM by using MATLAB R2016b.

The accuracy is defined as the ratio of the samples whose outputs of the classifier
are the same to their targets to the total samples in the testing data set. The average
value (Mean) and standard deviation (Std) of the accuracy summarized in Table 3.
BGD1 to BGD10 represent the algorithms with different learning rates that vary from
0.01 to 0.1, respectively. It can be observed that SAGD is superior to all the BGDs in
terms of ‘Mean ± Std’ metric, which suggests that SAGD can effectively avoid the
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local minima by using the stochastic gradient descent information. Convergence curves
can describe the optimization speed of different learning algorithms. The convergence
comparison between SAGD and BGD is presented in Fig. 5, 6 and 7. It is easy to find
that, the convergence speed of SAGD is much higher than that of BGD, especially in
the latter half process, the BGD converges in such a slow level that influences its
classification performance. It implies that, adopting an adaptive learning rate will speed
up the optimization process and the SAGD can be regarded as a more efficient learning
algorithm.

In addition, the effectiveness of the neural pruning function is also verified in our
experiments. As shown in Fig. 8(a), the original structure of ALNM has 8 dendritic

Table 1. Details of the classification data sets

Data set Instances Attributes Classes

XOR 4 2 2
Glass 214 9 2
Cancer 699 9 2

Table 2. Parameter settings of SAGD and BGD

Method Parameter setting

SAGD η = 0.01, M = 10/11/11(XOR/Glass/Cancer), epoch = 1000, k = 5, hsoma = 0.5,
b1 = 0.9, b2 = 0.999, e = 10−8,
the size of Mini-batch is 2/50/50 (XOR/Glass/Cancer)

BGD η from the set{0.01, 0.02, …, 0.1}, M = 10, epoch = 1000, k = 5, hsoma = 0.5

Table 3. Experimental results of SAGD and BGDs on three benchmark datasets

XOR Glass Cancer
Mean ± Std Mean ± Std Mean ± Std

SAGD 0.9833 – 0.0634 0.9253 – 0.0229 0.9547 – 0.0085
BGD1 0.7083 ± 0.2085 0.8733 ± 0.0686 0.9494 ± 0.0127
BGD2 0.7833 ± 0.2151 0.8900 ± 0.0593 0.9492 ± 0.0120
BGD3 0.8000 ± 0.2117 0.8956 ± 0.0556 0.9519 ± 0.0098
BGD4 0.7917 ± 0.2186 0.9011 ± 0.0479 0.9513 ± 0.0108
BGD5 0.8083 ± 0.2146 0.9087 ± 0.0418 0.9528 ± 0.0092
BGD6 0.8083 ± 0.2146 0.9138 ± 0.0294 0.9547 ± 0.0090
BGD7 0.8083 ± 0.2146 0.9131 ± 0.0299 0.9543 ± 0.0087
BGD8 0.8083 ± 0.2146 0.9118 ± 0.0316 0.9528 ± 0.0086
BGD9 0.8250 ± 0.2092 0.9111 ± 0.0309 0.9531 ± 0.0086
BGD10 0.8250 ± 0.2092 0.9149 ± 0.0291 0.9534 ± 0.0084
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Fig. 5. Convergence comparison of SAGD and BGD10 for the XOR problem.

Fig. 6. Convergence comparison of SAGD and BGD10 for the Glass dataset.

Fig. 7. Convergence comparison of SAGD and BGD6 for the Cancer dataset.

Fig. 8. Structure evaluation of ALNM on the XOR problem through neuronal pruning function.
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branches and each branch obtains 2 synapses after the learning process. According to
the pruning mechanisms, since the Dendrite-1, 2, 3, 5and 7 have at least a synapse in
the constant 0 connection, all of these branches should be deleted, shown by the dotted
line in Fig. 8(b). The final structure is presented in Fig. 8(c), which is much simpler
than the original one.

5 Conclusions

In this paper, a novel SAGD algorithm is adopted to train ALNM, which uses
stochastic gradient descent information and adaptive learning rate. The experimental
results demonstrate that SAGD performs better than BGD on three benchmark datasets,
in terms of accuracy and the convergence speed. It can be regarded as a more effective
and efficient learning algorithm for ALNM. Further, the neural pruning function of
ALNM trained by SAGD is also verified in our experiments. Although SAGD can
provide satisfactory optimization performances, the training process is longer than
other commonly-used machine learning techniques, such as support vector machine
and random forest. It is because calculating the gradient information is time-
consuming. In our future research, we will still seek a more efficient learning algorithm
of ALNM and apply it to more complex real-world problems.
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Abstract. The outbreak of COVID-19 has been striking the world for months
and caused hundreds of thousands of mortality. Early and accurate detection
turns out to be one of the most effective ways to slow the spreading of the virus.
To help radiologists interpret images, we developed an automatic CT image-
based detection system, which achieved high accuracy on the detection of
COVID-19. The proposed model in the detection system is codenamed
GoogLeNet-COD, which utilizes one of the state-of-the-art deep convolutional
neural networks GooLeNet as the backbone. As GoogLeNet was initially trained
on ImageNet, we first replaced the last top two layers with four new layers,
which include the dropout layer, two fully-connected layers and the output layer.
The dropout technique is utilized to prevent overfitting in the system by
inserting a dropout layer in the network. The newly added fully-connected layer
serves as a transitional layer that prevents significant information loss while the
last fully-connected layer is used to generate possibilities for the final output
layer. The hold-out validation method is used to evaluate the performance of the
proposed system. The experiment on a private COVID-19 dataset showed a high
accuracy of our system.

Keywords: GoogLeNet-COD � Transfer learning � COVID-19

1 Introduction

In December 2019, a new virus, which was later termed as SARS-CoV-2 or COVID-
19, suddenly stroke Asia and quickly spread from countries to countries. Transmission
of the virus is so quick that over 200 countries have become victims, while thousands
of hundreds of people, mainly aged people, died because of the virus. As no vaccine
has been produced since then, prevention and early detection turn out to be the only
effective way to slow down the spreading of the virus. COVID-19 is highly contagious
and spreads rapidly with symptoms including cough, fever, ranging from mild to
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severe. Some patients may process to viral pneumonia and developed into severe and
critical illness, and even died.

To effectively diagnose infected people, nucleic acid test and chest imaging tech-
niques are widely used around the world. The nucleic acid test is a quick and well-
developed technique to detect the particular sequences of nucleic acid. However, the
high false-negative rate impairs the benefit of nucleic acid test and intermittently lower
the efficiency of doctors. Compared to the nucleic acid test, the chest CT scanning is
becoming a more popular and effective way for screening pneumonia caused by the
virus [1]. In CT images, lesions caused by the virus will be imaged and visualizable to
humans’ eyes. The patchy ground-glass lesions in the lungs and pulmonary consoli-
dation are common findings in chest CT images of patients. Therefore, CT imaging has
a higher superiority compared to the nucleic acid test. To relieve the workloads of
radiologists in the clinical community, researchers in the computer science community
have been quite devoted to developing deep learning-based computer-aided detection
(CAD) systems.

Deep learning, which is the advanced Artificial Neural Network (ANN), is one of
the gorgeous achievements in the area of Machine Learning (ML). Thanks to the
contributions of experts in the field, deep learning has been widely utilized in areas
including object detection [2, 3], classification [4, 5] and object segmentation [6–8].
Besides the amazing performance, deep learning enables raw input data to be directly
processed without pre-processing procedures as in traditional ML methods. The benefit
of deep learning greatly outweighs the shortcomings though it is a fact that visual-
ization and explainability of some deep learning models remain to be improved.
Therefore, deep learning has also been widely incorporated in the design of computer-
aided design systems of diseases [9–12]. In these systems, convolutional neural net-
works (CNNs) are generally used in image classification and segmentation because of
parameters-friendly and easy training. However, training CNNs can be a time-
consuming process that requires a long period of time even when the Graphics Pro-
cessing Unit (GPU) is available. Transfer learning, a technique that reutilizes pre-
trained CNNs, makes it possible to shorten the training time while the performance of
the trained CNNs has been improved. By doing this, CNNs do not have to be trained
from scratch. The pre-trained CNNs can be trained on a similar dataset but they can
also be trained on quite different datasets.

In this paper, we developed an automatic detection system of COVID-19. In the
system, chest CT images of patients who are suspected of being infected with COVID-
19 are taken as the input of the system. CNN is used as a baseline to classify images
into healthy and infected categories. Instead of training CNN in our system from
scratch, we used transfer learning by transferring GoogLeNet to our classification task
here. We first removed the top layers of GoogLeNet and then replaced new fully-
connected layers to meet the classification task here. The dropout technique was used to
prevent overfitting problem. Finally, our proposed system achieved high accuracy on a
private COVID-19 lung image data. This paper is arranged as follows. In Sect. 2, we
will briefly review the related work on the detection of COVID-19, followed by our
proposed method in Sect. 3. The experiment, including details of the dataset, settings
of the experiment, and results of the experiment will be given in Sect. 4. Discussion
and conclusion will be given in Sect. 5.
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2 Related Work

Recently, there are substantial works in the field of detecting the COVID-19 virus using
deep learning models. Chowdhury et al. developed a deep learning model on a mixed
dataset where images in the dataset are from three public datasets [13]. To distinguish
pneumonia that could be progressed because of other viruses, 1345 viral pneumonia
images are mixed with 190 COVID-19 and 1341 normal chest x-ray images. Data
augmentation was used in the training and validation process. Transfer learning tech-
nique was applied to four state-of-the-art CNNs: AlexNet [14], ResNet18 [4], Den-
seNet201 [15] and SqueezeNet [16]. Two classification scenarios are considered in
their work: COVID-19 pneumonia vs normal and viral, normal vs COVID-19. Over
98% accuracy was reported in their work. Similar work can be found in [17]. In another
work [18], ResNet50 was transferred to detect COVID-19 based on X-ray images. The
hold-out validation method was used to evaluate the performance of the developed
model. In the hold-out validation, 80% of images in a dataset containing 278 images
were partitioned into training set while the rest of them were used for validation. The
accuracy of classification reached 98.18%, which supported the conclusion drawn by
the authors that X-ray was a useful tool for healthcare. To explore the performance of
AI-based image analysis systems, Ophir et al. developed a system that could detect
COVID-19 by analyzing 2D and 3D thoracic CT images [19]. By analyzing 3D
images, where images are acquired from patients over time, the evolution of the disease
can be evaluated. Experiments showed 0.996 AUC on COVID-19 VS Non-COVID-19
classification task.

Though all the above-mentioned models showed high performance on the detection
of COVID-19, there are still some challenges to be tackled with. Some units like ReLU
(rectified linear unit) and dropout are introduced without further comparisons with
models that ignore those units, which weaken the logic behind model designing. One
more thing worthies notifying is that the over the complexity of networks introduced in
the system. As can be seen from the above models, they showed high accuracy in the
detection of COVID-19. But all of the models are featured by large amounts of
parameters and high complexity of models, which makes transplantation of the
developed models difficult.

Therefore, we proposed a relatively light-weighted detection model GoogLeNet-
COD based on GoogLeNet in this paper. To figure out the possible structural
improvement of the model, we further explored how units like ReLu and dropout
affects the overall performance of the proposed model. Finally, we used the hold-out
validation to validate the performance of the proposed model on the dataset.

3 Methodology

In this section, we will introduce our model on the detection of COVID-19. We will
briefly introduce GoogLeNet and then move to the process of how transfer learning is
carried out in our scenario here.
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3.1 GoogLeNet

GoogLeNet is a 22-layer CNN that showed high performance on image classification.
In the bottom of GoogLeNet, two pairs of convolution layer and max-pooling layer are
used for feature extraction and feature reduction. In the middle of GoogLeNet,
inception block, which utilizes parallel convolution that increases the width as well as
the depth of networks, secured the first place for GoogLeNet in ILSVRC 2014 com-
petition. There are in total nine inception blocks in GoogLeNet within each inception
block there are four parallel paths. Details of each inception block are presented in
Fig. 1.

In each inception block, four paths are aiming at extracting rich spatial features.
1 � 1 convolutions are used to reduce feature dimensions and computational cost. Due
to features are concatenated after each inception block, computation costs would blow
up just in a few stages with the increase of feature dimensions if no constraints applied.
By introducing 1 � 1 convolutions, the dimensions of the intermediate features are
reduced. The sizes of filters in subsequent convolution units in each path vary to make
sure different local spatial features can be extracted and combined. It worthies notifying
that max-pooling is used in the last path, which brings no more parameters but also
serves to extract new features. After combining all of the carefully crafted architecture,
GoogLeNet achieved an amazing performance on the ImageNet classification
challenge.

3.2 GoogLeNet-COD

Considering that GoogLeNet is relatively shallow than the state-of-the-art CNNs while
keeping amazing performance, we adapt and transfer GoogLeNet in our detection
system here. Initially, GooLeNet was designed for 1000 categories classification.
However, only binary classification is considered in our detection system. Therefore,
we removed the last two top layers, namely the fully-connected layer and output layer,
and replaced with four new top layers: dropout layer, fully-connect layer with 128
neurons, fully-connect layer with 2 neurons and output layer. The dropout layer is
employed to prevent overfitting. To reduce information loss, we used a fully-connected

Fig. 1. Inception block.
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layer with 128 neurons as a transitional layer before final fully-connected layers with 2
neurons. We named the transferred GoogLeNet as GoogLeNet-COD. The procedures
for implementing our model can be found in Table 1.

3.3 GoogLeNet-COD Framework

In the GoogLeNet-COD framework, the dataset is first partitioned into a training set
and a test set. The training set is then fed to the proposed model to update the
parameters. After training, the testing set is taken as the input of the trained model for
prediction. Finally, prediction results can be given by the trained model. Detailed
information is presented in Fig. 2.

Table 1. Implementation of GoogLeNet-COD.

Step1: Load GoogLeNet trained on ImageNet;

Step2: Remove the last two top layers;

Step3: Add Dropout layer;

Step4: Add FC128 and FC2 fully-connected layer;

Step5: Add output layer;

Step6: Training GoogLeNet-COD with the training set of COVID-19.

(whereFC128 and FC2 stand for fully-connected layers with 128 and 2 neurons respectively.)

Dataset

Data 
Partition

Training
Set

Testing
set

Proposed
Model

Prediction

Results

Fig. 2. Flow chart of the GoogLeNet-COD framework.
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4 Experiments

In this section, we will briefly introduce the dataset involved in this research. Then we
will move to the experiment settings, which will show the details about configurations
about the experiment. We then explore the influence of the dropout layer and transi-
tional fully-connected layer exerted to the performance of our model. This section
provides a comparison between our method and other state-of-the-art approaches.

This research analyzed 132 COVID-19 pneumonia cases. 66 of them have been
confirmed to be infected by COVID-19. To balance the ratio between normal and
infected samples, we selected another 148 chests CT images from 66 healthy exam-
iners. Two experienced radiologists collectively read CT images and recorded the
diagnostic results while a superior radiologist was referred to achieve agreement on
diagnostic results when there were disagreements. For images confirmed with COVID-
19, images with the largest level of the lesions were selected; For healthy examiners,
random levels of the images were selected instead. Examples of healthy and infected
lungs are presented in Fig. 3. 70% of the images in the dataset are partitioned into the
training set, while the rest of the images are partitioned into the testing set. The
composition of the training set and test set is given in Table 2.

4.1 Experiment Settings and Evaluations

The experiments are conducted out on a personal laptop with 16G RAM and GPU
GTX1050(4G). With no other specification, we have 30 as maximum training epoch,

(a) Healthy lung (b) infected lung

Fig. 3. Examples of images.

Table 2. Composition of training and testing set

Set Healthy COVID-19 Total

Training 104 104 208
Test 44 44 88
Total 148 148 296
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initial learning rate at 10−4, batch size to be 20. While training, the training set shuffles
every epoch. The random seed is fixed so that the images in the training set and the
testing set remain unchanged when training and validating different models. We use
specificity, sensitivity and accuracy to measure the performance of our proposed
model. The definitions of the three metrics are:

Specificity ¼ TrueNegative
TrueNegativeþFalsePositive

ð1Þ

Sensitivity ¼ True Positive
True PositiveþFalse Negative

ð2Þ

Accuracy ¼ TrueNegativeþ True Positive
TrueNegativeþFalsePositiveþ True PositiveþFalse Negative

ð3Þ

True Positive means true COVID-19 infected lung images that are correctly clas-
sified as infected lung images; True Negative means images from healthy examinees
that are correctly classified as healthy images; False Positive and False Negative mean
misclassified images from healthy examinees and infected lung images.

4.2 Optimization of Architecture

To explore the influence of the dropout layer and transitional fully-connected layer on
the performance of GoogLeNet-COD, we trained GoogLeNet-COD under three dif-
ferent scenarios: GoogLeNet-COD-A with dropout layer and transitional fully-
connected layer, GoogLeNet-COD-B without dropout layer but with transitional
fully-connected layer, GooglLeNet-COD-C no dropout and the transitional fully-
connected layer. The architectures of the three networks are shown in Fig. 4. Block in
the dashed rectangle remains the same as GoogLeNet.

(a) GoogLeNet-COD-A (b) GoogLeNet-COD-B (c) GoogLeNet-COD-C

Input

Inception
block

FC1000

Dropout

...

FC128

FC2

Classification

Input

Inception
block

FC1000

FC128

...

FC2

Classification

Input

Inception
block

FC1000

FC2

...

Classification

Fig. 4. Architectures of GoogLeNet-COD
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4.3 Method Comparison

Fig. 5. Model comparison.

(a) Training and validation process of GoogLeNet-COD-A

(b) Training and validation process of GoogLeNet-COD-B 

(c) Training and validation process of GoogLeNet-COD-C 

Fig. 6. Training and validation process of three models.
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We first compared our models under three different circumstances. The results are
shown in Fig. 5. The training process and validation process are shown in Fig. 6.

As can be seen from the training process, GoogLeNet-COD-C that doesn’t include
the dropout layer and transitional fully-connected layer converged earlier but turns out
to be overfitted. The same conclusion can be drawn from the training process of
GoogLeNet-COD-B. Nevertheless, GoogLeNet-COD-A showed the best performance
amongst all of the three proposed models, which further foster the fact that the dropout
layer and transitional layer can be used to avoid overfitting.

Also, we compared our method with existing methods that showed the certain
capability of detecting COVID-19. The results are given in Fig. 7. As can be seen, or
method performs best in all aspects, which proves the capability of our system on
detection of COVID-19.

5 Conclusion

In this paper, we proposed an automatic detection system of COVID-19 by our pro-
posed GoogLeNet-COD. Due to noticeable lesions that can be found in chest CT
images, deep learning can be efficiently applied to relieve radiologists from heavy
workloads. Based on this, we propose that we can adapt the state-of-the-art networks
into a CAD system for COVID-19 detection. By using transfer learning, we slightly
adjusted GoogLeNet, which was the champion of ImageNet 2014 on image classifi-
cation, to construct our GoogLeNet-COD. To design models with the best perfor-
mance, we explore the necessity of the dropout layer and transitional layer.
Experiments show that the dropout layer can effectively mitigate the overfitting
problem while transitional fully-connected layer alone does seem to be helpful for
mitigating overfitting. Validation of a private dataset proved the efficiency of our
system. Comparison with other methods shows our method can achieve comparable
accuracy on the detection of COVID-19 by chest CT images.

Fig. 7. Comparison of methods.
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However, there are still numerous limitations to this research. The accuracy of the
proposed models remains to be improved. To resolve this, we will try more state-of-
the-art networks to propose new models with better-structured architectures. Also, the
size of the dataset, which would significantly affect the performance of networks, is still
quite limited. Therefore, we will use larger datasets to contribute to better performance
of the proposed models.
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Abstract. Based on the current corresponding indicators for determining
overcapacity electricity consumption, the screening rules for suspected overca-
pacity electricity customers are scientifically formulated with data analysis
methods in this paper. Overcapacity Electricity Consumption refers to the
electricity customer’s violation of the power supply contract, which exceeds the
capacity requested. This is a typical behavior of defaulting electricity and dis-
rupting the normal order of electricity supply and consumption. At present, the
inspection system lacks an intuitive visual interface for displaying results
analysis and the support from a more scientific and flexible algorithm system.
Through the expert’s empirical analysis, we have summarized the characteristic
indicators of overcapacity customers and formulated the rules for identifying
suspected overcapacity electricity customers.

Keywords: Overcapacity electricity � Anomaly detection � Multi-layer cluster

1 Introduction

Overcapacity Electricity Consumption refers to the electricity customer’s violation of
the power supply contract, which exceeds the capacity requested. This is a typical
behavior of defaulting electricity and disrupting the normal order of electricity supply
and consumption. At present, the inspection system’s screening rules for abnormal
(overcapacity) customers is: high-voltage customers, whose actual electricity con-
sumption in the month is greater than the theoretical maximum electricity consumption,
are identified as suspected abnormal customers (excluding those experiencing the
changing process or the completion of the increase, reduction, suspension, and
resumption process is done in the current month).

Some scholars have studied how to identify and detect users’ excess capacity. Zheng
Songsong et al. (2014) used the electricity information collection system to monitor user
load, analyzed the data of overcapacity of users, and investigated and dealt with them on
the spot [1]; Bi Kemu et al. (2016) made some suggestions on overcapacity and their
investigation and treatment [2]. However, in terms of the determination of overcapacity
customers, the system lacks an intuitive visual interface for displaying results analysis
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and the support from a more scientific and flexible algorithm system. Through the
expert’s empirical analysis, we have summarized two characteristic indicators of over-
capacity customers: 1. The ratio of actual monthly electricity consumption to the theo-
retical maximum electricity consumption of the month is often too large; 2. The
maximum demand for the month exceeds the actual running capacity.

Based on the corresponding indicators for determining the super-capacity electricity
consumption, this paper applies clustering algorithm, model superiority evaluation
algorithm (e.g. f1-score) and so on, combined with the multi-dimensional index joint
distribution comparison chart (e.g.: KDE), to provide technical support for the
screening of suspected overcapacity customers.

2 Feature Engineering

2.1 Basic Data Observations

The characteristic Indicators of New, Old, and Non- Overcapacity Customers are as
follows by our observation and analysis:

1) Whether it is super-capacity and non-super-capacity users in the distribution of each
power ratio overall presents the valley power ratio and peak power ratio and the
peak power ratio; Spike Electricity Rate

2) The total power ratio of overcapacity users and non-capacity users is very obvious
(overcapacity user’s total power ratio is mainly above 0.3450;

3) The difference between the total power ratio of overcapacity users and non-super-
capacity users is obviously mainly caused by the distinction between the valley ratio
and the peak power ratio.

3 Modeling

3.1 Modeling a Multi-layer Clustering Based on Two Indicators: Peak
and Valley Electricity Rates

We selected two indicator data for clustering: Peak Power Ratio (FDLB) and Valley
Power Ratio (GDLB).

Merged Comparison of Multi-dimensional Joint Distribution. We finally con-
firmed through experiments that the best category for clustering is category 5. Since the
method based on a multi-layer clustering scheme can greatly reduce the impact of
random sampling on clustering, only one set of sampling data is used for multi-layer
clustering in this section. The sampling method is the same as before: 15000 customers
are randomly sampled from the full valid non-overcapacity customers, and they are
combined with the full customers after filtering to form a new dataset. A multi-layer
clustering algorithm is then used to perform clustering based on the peak and valley
electricity rates. The resulting five clustering categories are named as A/B/C/D/E (A:
blue, B: green, C: orange, D: purple, E: yellow).
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It can be seen that the overcapacity customers are mainly distributed in the four
cluster categories of “orange”, “green”, “purple” and “yellow”, while rare in the “blue”
cluster.

Analysis of Optimal Screening Rules for Overcapacity Customers (Relatively
Optimal). The customers in different clustering categories are divided into two groups
according to different combinations. Suppose the resulting 5 clustering categories are
named as A/B/C/D/E (A: blue, B: green, C: orange, D: Purple, E: yellow), which are
combined and divided into overcapacity and non-overcapacity. For all 30 different
combinations, the four indicators, namely accuracy, recall rate, F1-score, and F0.5-
score, are calculated.

Using F0.5-score as the key indicator, where DE is identified as an overcapacity
customer and ABC is identified as a non-overcapacity customer (at this time, the
model’s accuracy is 69.89%, recall rate is 49.83%, F1-score is 58.18%, and F0.5-score
is 64.68%), achieving a relatively optimal division of overcapacity and non-
overcapacity customers.

F1-score believes that the recall rate is as important as accuracy, while F2-score
believes that the recall rate is half as important.

Determining Overcapacity and Non-overcapacity Boundaries based on Clustering
Results (Relatively Optimal). According to previous analysis, DE (D: purple, E:
yellow) is classified as overcapacity, and ABC (A: blue, B: green, C: orange) is
classified as non-overcapacity. For the determination of the boundary, we only need to
find the boundaries between BD, CD and CE, respectively. The three dividing
boundaries are as follows:

BD boundary:

�0:2413 � FDLBþ 1:3525 � GDLB� 0:7754 ¼ 0 ð1Þ

CD boundary:

0:6790 � FDLB� 0:6730 � GDLB� 0:2757 ¼ 0 ð2Þ

CE boundary:

5:5474 � FDLBþ 1:1770 � GDLB� 1:4542 ¼ 0 ð3Þ

The intersection points of BD/CD and CD/CE boundaries are then calculated to
obtain the final overcapacity and non-overcapacity boundary (Fig. 1).

The specific rules are as follows:

�0:2413 � FDLBþ 1:3525 � GDLB� 0:7754[ 0; if 0�FDLB\0:1971 ð4Þ

0:6790 � FDLB� 0:6730 � GDLB� 0:2757\0; if 0:1971�FDLB\0:5603 ð5Þ
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0:5474 � FDLBþ 1:1770 � GDLB� 1:4542[ 0; if 0:5603�FDLB ð6Þ

3.2 Modeling a Multi-layer Clustering Based on Two Indicators: Valley
and Total Electricity Rates

Two other indicator data are selected for clustering: Valley Ratio (GDLB) and Total
Power Ratio (ZDLB).

Merged Comparison of Multi-dimensional Joint Distribution. We finally con-
firmed through experiments that the best category for clustering is category 5.15000
customers are randomly sampled from the full valid non-overcapacity customers, and
they are combined with the full customers after filtering to form a new dataset. A multi-
layer clustering algorithm is then used to perform clustering based on the valley and
total electricity rates.

It can be seen that the overcapacity customers are mainly distributed in the four
cluster categories of “blue”, “orange”, “green” and “yellow”, while rare in the “purple”
cluster.

Analysis of Optimal Screening Rules for Overcapacity Customers (Relatively
Optimal). The customers in different clustering categories are divided into two groups
according to different combinations. Suppose the resulting 5 clustering categories are
named as A/B/C/D/E (A: blue, B: green, C: orange, D: Purple, E: yellow), which are
combined and divided into overcapacity and non-overcapacity. For all 30 different
combinations, the four indicators, namely accuracy, recall rate, F1-score, and F0.5-
score, are calculated.

Fig. 1. Overcapacity and non-overcapacity boundary. (Color figure online)
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Using F0.5-score as the key indicator, where AC is identified as an overcapacity
customer and BDE is identified as a non-overcapacity customer (at this time, the
model’s accuracy is 59.74%, recall rate is 56.30%, F1-score is 57.97%, and F0.5-score
is 59.02%), achieving a relatively optimal division of overcapacity and non-
overcapacity customers.

Determining Overcapacity and Non-overcapacity Boundaries Based on Clustering
Results (Relatively Optimal). According to previous analysis, AC (A: blue, C:
orange) is classified as overcapacity, and BDE (B: green, D: purple, E: yellow) is
classified as non-overcapacity. For the determination of the boundary, we only need to
find the boundary between BC (Fig. 2).

CB boundary:

0:7318 � GDLBþ 0:4112 � ZDLB � 0:7548 ¼ 0 ð7Þ

An overcapacity customer is determined by a positive evaluation of its GDLB and
ZDLB in the above formula, otherwise a non-overcapacity customer is determined.

The specific rules are as follows:

0:7318 � GDLBþ 0:4112 � ZDLB� 0:7548[ 0 ð8Þ

Fig. 2. Overcapacity and non-overcapacity boundary. (Color figure online)

514 L. Xingping et al.



4 Experiment

4.1 Comparative Analysis of Modeling Results

From the distribution of the two rounds of data, the correlation between the two
indicators (peak and valley electricity rates) in the first round is relatively small, and the
data distribution is relatively scattered, thus the regularity is not strong. In contrast, the
correlation between the two indicators (valley and total electricity rates) in the second
round is large, and the data is mainly distributed on the diagonal (Table 1).

In the first round, the accuracy, F1-score, and F0.5-score of the model built using
“FDLB” and “GDLB” are better than the results of the model built using “GDLB” and
“ZDLB” in the second round. But the recall rate in the first round is lower than the
second round.

4.2 Merged Model Results

Since only two indicators are used in the first two rounds of mode construction, the
overcapacity and non-overcapacity classification rules constructed in this way may be
relatively one-sided, and the magnitude of the suspected overcapacity customers may
be relatively large. In order to overcome these two shortcomings, we merge the
overcapacity and non-overcapacity screening rules obtained from the first two rounds
of model construction.

The final results are shown as below (Table 2):

Table 1. From the modeling performance

Accuracy Recall rate F1-score F0.5-score

The first round 69.89% 49.83% 58.18% 64.68%
The second round 59.74% 56.30% 57.97% 59.02%

Table 2. The final results

#of
real
OCs

#of OCs identified
by the model

#of real OCs
identified by
the model

Accuracy Recall F1-
score

F0.5-
score

1st
Round

2641 1883 1316 69.89% 49.83% 58.18% 64.68%

2nd
Round

2641 2489 1487 59.74% 56.30% 57.97% 59.02%

Merge 2641 1497 1134 75.75% 42.94% 54.81% 65.71%
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It can be seen from the table that screening rules of the first round have an absolute
advantage in F1-score; screening rules of the second round have an absolute advantage
in the recall rate; the merged screening rules have an absolute advantage in the
accuracy and F0.5-score.

5 Conclusion

We conclude the experiment to draw the following conclusions: The number of sus-
pected overcapacity customers determined by the screening rules of the first and second
phase is similar, but the suspected overcapacity customers determined by the screening
rules in the second phase include more overcapacity customers. Therefore, the
screening rules of the second phase modeling are better than those of the first phase. So,
it is finally determined that the screening rules of the second phase are the current
optimal screening rules.

Final screening rules for overcapacity customers are as follows.
If the indicator data (FDLB: peak electricity rate, GDLB: valley electricity rate,

ZDLB: total electricity rate) meets the following four rules at the same time, an
overcapacity customer is determined, otherwise a non-overcapacity customer is
determined.

ð�0:2413 � FDLBþ 1:3525 � GDLB� 0:7754[ 0; if 0�FDLB\0:1971 ð9Þ

0:6790 � FDLB� 0:6730 � GDLB� 0:2757\0; if 0:1971�FDLB\0:5603 ð10Þ

0:5474 � FDLBþ 1:1770 � GDLB� 1:4542[ 0 if 0:5603�FDLB ð11Þ

And

0:7318 � GDKBþ 0:4112 � ZDLB� 0:7548[ 0 ð12Þ
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Abstract. This paper extends the service quality model by using the service
blueprint theory. Through combing traditional perceived service quality indi-
cators with the characteristics of service informationization, this paper adds two
dimensions of “running once at most” and “information quality”, then, con-
structs 58 evaluation index systems. Based on data from the random question-
naires of all kinds of electricity users, the empirical results of the service quality
model show that: Consumers pay more attention to “running once at most” and
information quality. Based on this, author puts forward suggestion on improving
service items such as “running once at most” and information quality as well as
how to using this extending model.

Keywords: Running once at most � Perceived service quality � Information
quality

1 Introduction

Our country’s economy has shifted form a high-speed growth stage to a high-quality
development stage. To handle this new stage. It is necessary to update the existing
service quality index system and statistical system. State Grid Zhejiang electric power
took the initiative to respond to the new situation of the reform and development of the
electricity sales side, accelerated the implementation of the “Internet +” marketing
service application, and actively promoted the power consumption mode of “purchase
electricity first, then use electricity, understand and manage electricity”. It has estab-
lished an all-weather, online and offline diversified service front-end, including elec-
tronic channels, business hall, and customer managers. By the early 2018, electronic
channels have been realized The number of customers is 19.37 million, and the elec-
tronic channel payment accounts for 16.88% of the total. At the same time, by vig-
orously promoting smart payment and point exchange business, expanding the scale of
smart payment customers, and guiding customers to pay online, etc., all 16 types of
businesses such as residential electricity consumption and daily electricity consumption
of enterprises and institutions can achieve “not even once Run”, the relatively complex
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five types of electricity business of enterprises and institutions have achieved “ running
once at most”. It can be seen that the service mode from the business hall, 95598
website, etc. to the palm power application, WeChat public service platform and other
Internet-based service channels and service methods, these high-quality service
development not only put forward the issue of updating the service quality measure-
ment index system, but also provide the basis for summarizing and refining service
practice.

Many scholars have also studied the quality of power supply service. Xinan Zhang
and PengTian (2005) developed a power supply service quality meter based on
SERVQUAL model [2]; Wu (2014) designed the service quality gap model and service
quality evaluation index [3]; Lijing He et al. (2017) made a more in-depth study on the
power supply service quality evaluation system [1]. However, these studies do not
reflect the characteristics of “Internet + mobile power supply service system” in which
“Internet +” technology is integrated into mobile power supply services, nor can they
reveal and meet the “running once at most” service quality requirements based on
Internet technology.

2 Proposed Model and Research Approaches

2.1 Model Design

The quality of power supply service is the process and result of a series of activities that
meet the needs of power customers, intangible, and without the change of physical
ownership. According to the Finnish scholar Grunrus, the quality of service should
consider both the quality of the process and the quality of the results. The quality of
results in power supply services mainly refers to the quality of power, including
services such as power supply stability and power supply security; and process quality
refers to the expansion and installation of electricity in the electricity industry, changes
in electricity consumption, electricity bill collection, power failure repair, Energy
measurement, customer consultation and complaint handling. According to this, it can
be summarized as 1 result quality (power supply quality) and 6 process quality indi-
cators (meter reading billing, fault repair, industrial expansion report installation,
business hall services, report complaints and 95598 services).

The “running once at most” service requirement was first proposed by Zhejiang in
2016, and the service industry in various provinces and cities followed up the practice
one after another. After three years of exploration, the academic community and the
industry began to summarize one after another. The definition of “run once” in relevant
services in the provisions on the reform of Zhejiang Province’s security “run once at
most” adopted by the Standing Committee of the 13th people’s Congress of Zhejiang
Province in November 2018 is defined as: “natural person, legal person and non-legal
person organization apply to the administrative organ for handling a matter, if the
application materials are complete and conform to the legal form, the handling results
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are complete from the time of application to the time of receiving the application.”
Only one visit or zero visit is needed, It can be seen that the “number” of business
transactions is the result quality dimension of “run once” service quality. These
dimensions have not been covered in previous electricity service measurement models.
In article 5 of the document, it is also specified that “reduce handling links, integrate
handling materials, shorten handling time limit, optimize handling procedures and
improve handling efficiency”. It can be seen from these four aspects: the links of
service projects, material requirements, processing time limit and effectiveness of
results. To sum up, it includes the following five items: the rationality of the frequency
of on-site processing of “going to the business hall”, the rationality of relevant mate-
rials provided, the simplicity of the process or service procedures, the flexibility of the
way of business handling and submission, and the effectiveness of problem solving.

Information quality is the applicability and satisfaction of information to infor-
mation consumers (users) (Wang R. y, 1996). It has rich connotations and is a multi-
dimensional concept (Shirlee Ann knight and Janice burn, 2005). As the evaluation of
power supply service quality by users is based on service elements and service links,
the perceived information quality is an important element in the service quality of
power supply for users, and the information experience and perception of users in the
interaction process directly affect the evaluation of information products and infor-
mation services. However, it is usually evaluated from four aspects: the content of
information (including objectivity and accuracy), the overall quality of information
(including relevance and soundness), the level of information expression (whether it is
clear, concise and easy to understand), and the real-time nature of information (time-
liness and matching degree). Due to different industries and use categories, the eval-
uation indicators of user perceived information quality are not the same. Considering
the interactive characteristics of palm power, 95598 intelligent website, Wechat public
account, etc., after in-depth interviews with 30 strategic users, under the four frame-
works of information content, expression level, real-time and overall quality, infor-
mation adequacy, consistency and effectiveness are selected Six core indicators,
namely, sex, timeliness, security and intelligibility, are used as the evaluation indicators
of perceived information quality in the perceived quality of electricity service. Accu-
racy, simplicity and simplicity of information have been reflected in the dimension of
meter reading and payment, so it has not been adopted in the dimension of information
quality.

To sum up, based on the user’s perceived quality of power supply quality in
addition to 1 result quality index and 6 process quality indicators, increase the “run
once quality of service” indicators and “information quality” indicators, comprehen-
sively drawn as shown in Fig. 1 measurement model.

The Evaluation Model Research of Power Supply Service 519



2.2 Research Design

In order to make the structural measurement model shown in Fig. 1 operational, and to
ensure the validity of the secondary indicators, this paper designed a structured in-
depth interview questionnaire and conducted interviews with 30 users while referring
to relevant research results. Based on the contents of the in-depth interviews and the
existing literature results, the three-level indicators under each level of indicators and
the four-level indicators that characterize each three-level indicators are extracted and
sorted out. Index system, and based on the table, a questionnaire was designed, and the
questionnaire was revised after a pre-test. Finally, a combination of face-to-face
interviews, telephone interviews, and online interviews was conducted to survey var-
ious types of electricity service customers.

Fig. 1. Measurement model of perceived quality of power supply service under the background
of “running once at most”
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Table 1. Service quality evaluation index system for power supply enterprises

First-level
indicators

Second-
level
indicators

Third-level
indicators

Fourth-level indicators

Power Service
Perceived Quality

Business
expansion

Electricity
application

Application process
Power supply scheme
Three no designation

Acceptance
power
transmission

Completion acceptance
Timely power transmission
Field service
service level

Power
supply
quality

Stabilized power
supply

Power supply reliability
voltage stability
Problem solving

Power off Announcement channel
Timely and accurate information
Planned power outage

Meter
reading fee

Meter reading Measurement accuracy
Accuracy of meter reading
Service behavior

Pay Payment convenience
Charging method
Call back in arrears

Business
hall services

Network
construction

geographical position
Environmental facilities
Business order

Service quality Attitude and behavior
service efficiency
Business level
service level

Emergency
repair

Emergency
repair process

Arrival speed
processing speed
Site management

Quality of
emergency
repair

Quality of emergency repair
Professional ability
Service attitude

Report
complaints

complaints and
reports

processing speed
Processing result
Service attitude
Treatment level

95598 Artificial
services

Service attitude (language,
initiative, feedback,
concentration)

(continued)
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Table 1 is the items of four-level indicators are set in the form of Likert scale 5. In
each item, the quality satisfaction degree of the user is asked, and the higher the score,
the higher the satisfaction degree of the user’s perceived service quality.

3 Experiments and Analysis

Considering that the depth and breadth of “run once at most” practice of State Grid
Zhejiang electric power company is typical in the whole country, the sample object of
this study is grid Zhejiang electric power company randomly selects the surveyed users
on the basis of stratified sampling. One city and three counties (among which Zhoushan
power supply company is one city and two counties) are selected from 11 Prefecture
and city power supply companies. After comprehensive consideration of customer
power consumption category, power consumption, reliability requirements and other
factors, the survey objects are divided into: (a) residential customers; (b) industrial
enterprise customers; (c) commercial service customers; (d) government and utility
customers. Random access or invite access to these four types of users. In fact, 5761
valid samples were collected effectively. Through the validity test of evaluation indi-
cators, all the indicators in the valid questionnaire were tested for reliability and
validity. After the statistical data of relevant indicators were removed, independent
samples were tested for reliability and validity.

Table 1. (continued)

First-level
indicators

Second-
level
indicators

Third-level
indicators

Fourth-level indicators

Service ability (understanding,
feedback, matching)

Self-service Waiting time
Answer speed
Operation path
facilitate

Information quality Sufficient
agreement
Effective
timely
security
Easy to understand

Running once at most Reasonable material
Flexible way
Simple procedures
Reasonable times
Effective solution
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3.1 Reliability Test

The reliability test of sample data is a level of consistency between the statistical
sample data results. The test results can represent the reliability of the tested indicators
and measurement methods. Cronbach’s alpha (a) coefficient is often used to test the
consistency of the answers to the same question. In this study, spss19.0 software was
used to calculate the reliability value of each secondary index, as shown in Table 2.
According to the statistical point of view, the Cronbach’s alpha (a) coefficient greater
than 0.7 can be considered as a high level of statistical data consistency. According to
the Cronbach’s alpha (a) coefficients of 9 dimensions in Table 2, the Cronbach’s alpha
(a) values of each secondary indicator are all between 0.843–0.931, indicating that the
sample data of this questionnaire survey has a high internal consistency.

3.2 Validity Test

Validity is the degree to which the statistical sample data of the questionnaire designed
based on the evaluation indicators can accurately reflect the evaluation goals (service
quality). This paper uses KMO and Bartlett’s spherical test to test the structural
validity, and then uses factor analysis to isolate the basic design framework in the
questionnaire. The KMO and Bartlett spherical tests are performed on the sample
statistical data. As shown in Table 3, the KMO test values of the nine secondary
indicators are all greater than 0.8, and the sig value of the Bartlett spherical test is
0.000, which indicates that the sample statistical data has good structure validity and is
suitable for testing. factor analysis. The principal component analysis method was used
to perform factor analysis on various index problems in the sample statistics. Table 4
uses “running once service” and “information quality” as examples. It shows that the
expected and actual perceived factor load of each index is 0.736- Between 0.872 (see
Table 4 for statistical results), the contribution of each common factor to the total
variance of its corresponding item is greater than 67%, indicating that the indicators
based on the sample data have a good level of consistency and structural validity.

Table 2. Reliability analysis table

Second-level indicators Cronbach’s alpha Second-level indicators Cronbach’s alpha

Meter reading payment 0.874 Business hall services 0.893
Complaints Report 0.843 95598 services 0.931
Information quality 0.915 Running once 0.903
Power supply quality 0.92 Business expansion 0.912
Emergency repair 0.926
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4 Conclusion

The rapid development of science and technology has profoundly affected the business
processes, service channels, product forms and customer expectations of electricity
consumption. The basic model of service quality measurement born in the 1980s not
only needs to be adjusted according to industry characteristics, but also needs to follow
the modern service industry Changes in technology are refactoring in terms of indicator
selection and weighting. The power supply service perceived quality evaluation model
under the background of “running at most once” has the advantages of strong oper-
ability, wide applicability and scientific nature. It can be used at district, city, province
and other levels, and can also be used for various types of high voltage users and low
voltage users.

Table 4. Factor load factor

Second-level indicators Fourth-level indicators Factor load factor

Run at once Service Rationality of materials provided 0.813
Flexibility of delivery method 0.863
Simplicity of service procedures 0.827
Reasonable number of visits to the site 0.865
Problem solving effectiveness 0.818
Online channel convenience 0.746

Information quality Sufficiency 0.872
Uniformity 0.794
Effectiveness 0.839
timeliness 0.841
Safety 0.837
Understandability 0.844
Operation path 0.736

Table 3. KMO values for Bartlett’s spherical test

Second-level indicators KMO Second-level indicators KMO

Meter reading payment 0.899 Business hall services 0.921
Complaints Report 0.894 95598 services 0.919
Information quality 0.895 Running once 0.907
Power supply quality 0.88 Business expansion 0.923
Emergency repair 0.917
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Abstract. The general operation support platform can be divided into three
parts: data monitoring, business operation and auxiliary management. For
operating platforms, it is important to provide services with different priorities
for different customers. By analyzing user characteristics, it is very important to
help the platform to formulate relevant goals, support the formulation of oper-
ational plans, and conduct target customer group screening, customer experience
survey analysis, and operational analysis. However, many operating platforms
currently do not contain a user feature analysis module for different reasons,
which is very disadvantageous for their long term effective and stable use.
Therefore, in this paper, we propose a user feature analysis module based on the
service operation platform. This module can be directly connected to the
existing operation support platform and has high maintain ability. At the same
time, it can enhance the operation platform’s data analysis of operation work,
customer segmentation, experience perception ability, and better support plat-
form work.

Keywords: Customer characteristics analysis � GBDT algorithm

1 Introduction

In Internet applications, the analysis of user characteristics [1, 2] is very important. It
can provide different service solutions and promotion information to different users.
For the operation platform, the user feature extraction analysis [3] can assist in the
formulation of the operation plan, carry out the screening of target customer groups,
and improve the efficiency of the operation service platform.

The customer characteristics analysis module for the operating platform needs to
meet the following requirements,

(1) Adopt advanced technology and products, while taking care of the original mature
technology, choose mainstream technology architecture and software and hard-
ware platforms for project construction and implementation. High maintainability,
easy to load, expand, update and modify features.

(2) Reliable and stable operation. In order to ensure the uninterrupted and reliable
operation of the resource service center, various high availability solutions are
provided for key links including databases, hosts, and application deployment.
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(3) Information security. It can protect key operations and sensitive data, and has
certain detection and defense capabilities against external attacks and abuses.

In this paper, we draw on the design experience of other Internet applications and
propose a new customer characteristics analysis module. Compared with the operating
platform that does not include this module, the platform which contain the module
proposed in this paper has following advantages,

• Strengthen the ability of data analysis and support for operation. Through the
analysis of multidimensional and multilevel data of channel customer behavior data
and business data, assist in formulating operational goals and operational plans.

• Enhance customer segmentation capabilities. By improving the perception of cus-
tomer characteristics and relying on the fine segmentation of customers, we strongly
support the operation process to define the target population.

• Enhance the ability to perceive the customer experience. Carry out customer
experience surveys, learn about customer channel preferences, customer satisfac-
tion, and suggestions and collect information to quantify customer experience
analysis.

• Enhance analysis and management of operations. Carry out statistics, monitoring,
evaluation and analysis of personalized operational monitoring indicators, assist in
managing operational analysis reports, and improve operational management
efficiency.

2 Customer Characteristics Analysis Module

The module proposed in this article is composed of four parts: feature index analysis,
data integration, customer characteristics analysis, and customer feature query to
achieve data analysis support, customer segmentation, customer experience perception,
and operational analysis management capabilities for operational work. Table 1 is the
architecture of the customer characteristics analysis module.

Table 1. Architecture of the customer characteristics analysis module

Module Unit Function

Customer characteristics analysis
module

Characteristic index
management

Defining features
Define the algorithm

Data integration Feature extraction
Data cleansing

Customer feature
analysis

Train model
Characteristics
Save model and analysis
results

Feature query Query
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2.1 Characteristic Index Management

This section mainly defines the characteristic indicators of the platform user, including
the indicator name, the method of extracting the indicator, and the source of the
indicator data. Generally, the indicators include, but are not limited to, “name”,
“gender”, “age”, “place of residence”, etc. The indicator data can be directly extracted
from the user’s operation log records and registered user information on the platform.

2.2 Data Integration

After the user characteristics are defined, the corresponding characteristic indicators
need to be extracted from the data source. For “gender” data that is constant, you can
directly grab and save it, but for dynamic data such as “click rate”, you need to
periodically count the amount of data in a certain period of time to ensure the timeliness
of the data. After obtaining the characteristic indicators, the data needs to be cleansed
[4] to eliminate the interference caused by malicious or erroneous operations and input
of individual users in the data, remove outliers, and ensure the robustness of the model.

2.3 Customer Feature Analysis

After obtaining the user’s characteristics and corresponding indicators, different
training data sets can be established for different task objectives, and the customer
characteristics are analyzed using the GBDT algorithm [5].

2.4 Feature Query

This section mainly saves the customer characteristics obtained from the feature
analysis, so that the platform staff can view and call later to avoid double calculation.

The module collects the defined data, performs customer feature analysis according
to the process shown in the Fig. 1, and saves the trained model and the results of the
analysis for next use. The analysis results will be fed back to the original operation
platform and provide targeted operation solutions.

3 Experiments and Analysis

In order to verify the effectiveness of the modules proposed in this article, we con-
ducted a comparative test on the electricity service operation platform and the network
service operation platform, and calculated the revenue of the platform.

For each platform, the original basic framework based on JDBC [6] and Oracle
11 g [7] has not been changed, but different parts of the module have been added for
comparison experiments. In the customer characteristics analysis module, the data
acquisition and data analysis parts are necessary. The feature query part does not affect
the final results. Therefore, in the final experiment, whether the data has been cleansed
and the methods of data analysis are compared. Table 2 shows the experiment results.
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The effectiveness of the operating platform is evaluated using revenue. For simplicity,
the table uses the ratio of the original framework’s effectiveness to represent the model
effect.

It can be seen that no matter which method is adopted, compared with the operation
platform without adding the customer characteristic analysis module, the benefits of the
added platform have been significantly improved. At the same time, the operation
platform using the data cleaning and GBDT methods performs best (Fig. 2).

The module obtains features defined in the feature management module through
web data, database, and application log files. After data cleaning, the characteristic
representations of different users are obtained. The customer characteristics analysis
module uses the user feature training model to obtain clusters for customers and
improve the efficiency of the operating platform.

Fig. 1. Algorithm 1, GBDT Regression

Fig. 2. Data processing flow of the customer characteristics analysis module.
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4 Conclusion

This paper proposes a noval customer characteristics analysis module that acts on the
operating platform. Customer characteristics can be extracted and an alyzed through
different data sources to help operational platforms specify operational strategies. This
module can be directly integrated into the operating platform without changing the
original platform framework, has good maintain ability and scalability, and signifi-
cantly improves the efficiency of the operating platform.
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Abstract. With the rapid growth of knowledge bases (KBs), question
answering over knowledge base, a.k.a. KBQA has drawn huge attention in
recent years. Most of the existing methods follow the simply matching method
and search the answer from the whole knowledge bases. Despite the effective-
ness of above approaches, there are two key issues should be settled, i.e., how to
reconstruct knowledge bases effectively and how to search answer efficiently. In
this paper, we introduce a simple model to construct large-scale knowledge base
as graph and generate a set of candidate answer from efficient answer search. To
verify our model, we conduct extensive experiments on Simple Question
benchmarks. The experimental results greatly confirm the effectiveness of our
model.

Keywords: Question answering � Knowledge bases � Knowledge graph

1 Introduction

Knowledge Based Question Answering (KBQA) system [3, 8, 11, 12, 17] has drawn
great attention in language processing due to the capacity to handle various open-set
queries. Given an input query, KBQA system typically transforms it to a KB query and
generate the answer from the KB. It is not limited a specific scenario, enabling it
available in many areas i.e., intelligent interactions, robotic system etc.

Since several large-scale knowledge bases have proposed i.e., YAGO [5], Freebase
[1], SimpleQuestions [3], a lot of language query networks [11, 12] are designed for
open-set question answering. In general, the methodological routes of KBQA can be
simply divided into two paths. The first one [15, 17, 18] is to tackle Simple- Questions
decompose the task into multiple sub-tasks. The others [8, 11] aim to learn a jointly
multimodal embedding space to match the query with answers.

Despite the Despite the effectiveness of above methods, two key problems in
KBQA are still left settled. Firstly, the knowledge base in the KBQA area is usually in
the form of a table, where the representation of its structured data is limited. Such issue
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makes a great gap for KBQA with generalized question answering. To address this
issue, we build a knowledge graph to reconstruct the knowledge base. Specifically, by
analyzing heterogeneous and large-scale media information, we extract and integrate
the rich semantic information to construct a knowledge graph, providing data support
for context-aware interactive semantic search. Secondly, most of approaches pay
attention on searching the answer from the whole knowledge bases, which is relatively
inefficient and ineffective due to the million-wise search space. Instead, we emphasize
on searching the correct answer from a set of candidates. By this way, the irrelevant
answers are filtered so that the search process can be conducted in a set of candidate
answers. Such solution slightly reduces the computational expense, as well as achieves
better performances (Fig. 1).

2 Related Work

2.1 Knowledge Graph

In general, facts in the knowledge graph are represented by triples, and the number of
facts determines the richness of the knowledge graph. There are three typically fact
learning methods [2, 9, 10, 13, 16] for machine learning techniques used when con-
structing according to the knowledge graph. The first [2, 13] is based on full super-
vision. It requires labeled data as training sets, which can be simply divided into rule-
based learning, classification-based labeling, and sequence-based labeling methods.

Fig. 1. Schematic of the proposed method, which reconstructs the knowledge base information
to a knowledge graph and then generate a set of candidate answers from joint question and
knowledge representations, retrieving the correct answer.
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Another schools [10, 16] tend to leverage semi-supervised methods. It mainly includes
self-expanding methods and weakly supervised methods. The former needs to discover
new semantic templates based on the initial seed entity pair, while iteratively extracting
the corpus to find new entity pairs. The latter heuristically labels the language infor-
mation using relationships in the knowledge base. Another unsupervised method [9] is
mainly based on open-set information extraction by using natural language processing
methods. It is not limited to pre-specify the relationship.

2.2 Knowledge Based Question Answering

Knowledge Based Question Answering was first investigated in [7], which used
PARALEX as dataset against knowledge base Reverb [6]. With the development of
neural networks, utilizing deep learning technology to handle the KBQA, has been
extensively researched in recent years. The methods for fact selection can be divided
into two routes, i.e., match-scoring models and classification models. The first one [3,
4, 17] is based on deep network such as CNN or LSTM to calculate the similarity
between the question and the candidate facts. In the classification models [11, 14, 15],
the common practice is to employ deep neural network to directly rank subject-relation
pair and retrieve relevant facts. Although classification models perform efficiently, their
performance is still behind the match-scoring models. Therefore, we build a simple
model based on match-scoring methods, while applying convolutional layer as the
basic computational unit for efficiency.

Fig. 2. The Framework of Knowledge Graph Construction. We first leverage three independent
model to learn the entity representation, mention representation and text (words) representation.
Then, we use a uniform loss to optimize them into a common space, so that aligns them to each
other and links each node to constitute knowledge graph.
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3 Project Research Content and Implementation Plan

3.1 Knowledge Graph Construction

Named Entity Recognition. Named entity recognition technology is used to annotate
the candidate concepts for unstructured text and filter them through domain vocabulary
filtering. Meanwhile, it further optimizes the candidate concepts and implicit concep-
tual information in text. In this paper, we use a distributed model to identify the implicit
conceptual relations. The basic assumption of our design is that if two concepts have
close semantics with each other, their theme signature and context signature are also
similar. The theme signature is regarded as a set of words that appear in the same
context with concepts, where the concepts is denoted as c. The context signature is
defined as a set including a subset with c as the subject, a subset with c as the object,
and a subset of adjectives and nouns to modify c. Then, we define the semantic
relevance between concept c and its topic signature as a vector, which is calculated by
mutual information method. Finally, our model learns implicit conceptual relationship
by logistics regression.

Semantic Slot Construction. In order to establish a framework for semantic slot
construction and slot value mining, we integrate the linguistic characteristic and
unsupervised online learning into a framework. In particular, we leverage a slot like-
lihood function to make a soft evaluation for the slots, where the likelihood indicates
the confidence probability of a candidate slot. We first generate a slot dictionary, which
maps a slot key w to a likelihood function L(w). Besides, each slot is corresponding to
a specific list of slot values that stores all possible slot values.

Entity Linking. The purpose of entity linking is to establish the relationship between
text documents and structured knowledge base. Therefore, we propose a Multi-
Prototype Mention Embedding model (MPME), to jointly learn the representations of
words, entities and entity mentions. The core thought is to use both contextual text
information and entity knowledge to disambiguate the different meanings of mentions.

Specifically, given a knowledge base denoted as KB, an annotated datasets D and a
set of anchor text A, our target is to jointly learn the representations of words, entities
and mentions. As shown in Fig. 2., we build a dictionary from wikipedia for < men-
tion, entity > pairs, denoted as < ml; el > . Then We design three independent mod-
ules to achieve jointly learning for KB, A, D. For simplicity, we utilize a skip-gram
model for entity embedding learning, a CBOW model for mentions learning and a joint
model for text learning.

Loss Function. Finally, three terms of loss function can be linearly combined as:

Lg ¼ Lw þ Le þ Lm ð1Þ
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3.2 Answer Generating Network

Given a question asked by a user, the question answering network aims to match the
best fact in the knowledge graph, therefore giving the most relevant answer. Our
system is consisted of two designs: (1) the candidate generation method; (2) a candidate
re-ranking model. We combine the two modules to generate the accurate answers.

Candidate Generation. In general, a knowledge graph contains millions tuples of
answers, which makes it urgent to reduce the search space for applying semantic-based
neural approaches. To this end, we design a retrieval system to narrow down the search
space in knowledge base and focus on the most relevant information. Solr2 is an
inverted index search system, which can help to index all tuples in the processed
knowledge graph. Under the efficient index method, the query for the top-k relevant
candidates provides a question as the input query. We apply BM25 as metric to rank
results.

Candidate Re-ranking. We leverage CNNs to learn the semantic representation for
input text. CNNs are easy to learn global semantics due to its order invariant character,
as well as to pick the order in short phrases. Such powerful ability enables CNNs ideal
for a QA task since users may paraphrase the same question in different ways. Siamese
networks are effective CNN-based method and have shown promising results in
distance-based learning methods. We take it to learn a similarity metric between
questions and answering representations. The candidate re-ranking design is inspired
by the great success of neural models in natural language processing. As shown in
Fig. 2, a Triplet-Siamese Hybrid Convolutional neural network (TSHCNN) is used to
jointly extract and exchange information from the question and tuple inputs. The reason
is that we concatenate the pooled outputs of the question and tuple before input to the
fully connected network. We provide additional inputs to the network which is the
concatenation of both the input question and tuple. Such additional input is matched the
need that the network should learn features for both the question and tuple.

Loss Function. The loss is the distance based logistic triplet loss, which is reported in
image similarity tasks with better performance. Considering Spos ¼ Sneg as the score
obtained by the question + positive tuple/question + negative tuple, respectively and
La as the logistic triplet loss, we have:

Lq ¼ loge 1þ eSpos�Sneg
� � ð2Þ

4 Experiments

4.1 Dataset

We test our proposed method on SimpleQuestion dataset, which provides a set of
single-relation questions. Each question is accompanied by a ground truth fact, which
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is a triple in Freebase. The dataset is split into train (79,590), valid (10,845) and test
(21,687) sets.

4.2 Implementation Details

During the training, the word embeddings are initialized by the pretrained Glove with
300 di-mensions. The hidden size of Bi-GRU is set to 200. For optimization, the batch
size is set to 64 and dropout of 0.3 is used to regularize Bi-GRU.

4.3 Evaluation

Following the previous works, we use the metric of accuracy to evaluate our models,
which cal-culates the percentage of questions for which the top-ranked candidate fact is
correct. It judges a prediction correct when retrieving the correct subject and predicate.
In the re-ranking step, top-200 candidates are used as input.

4.4 Quantitative Analysis

We first compare our method with many classic methods, as shown in Table 1. From
Table 1, we find that our method performs better than all of the classic methods with a
competitive accuracy. Such results not only attributes to the design of the knowledge
graph construction, but also are benefited from the candidate generation and re-ranking

Table 1. Comparisons of answer accuracy for english questions.

Model Acc

Mem. NN [3] 62.7
Attn. NN [8] 70.9
GRU [11] 71.2
Bi-LSTM & Bi-GRU [12] 74.9
CNN & Attn. CNN &
BiLSTM-CRF [17] 77.2

Table 2. Ablation study of the proposed SANN model.

Model Acc

Mem. NN [3] 62.7
Attn. NN [8] 70.9
SANN (ours) 77.2
w/o Candidate Re-ranking 74.2
w/o Candidate Generation 71.3
w/o Rel words 66.3
w/o Rel mention 73.4
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method, which greatly confirms our model. Notably, although the BiLSTMCRF [17]
behaves comparatively with our method, it greatly relys on the post-processing method
i.e., CRF, leading to a slow processing for realistic application.

In Table 3, we report candidate generation results. As expected, recall increases as
we increase k. The initial step of candidate generation surpasses (Table 1) the original
Bordes’ paper [3] and comes close to other complex neural approaches [8, 11]. This is
surprising since this initial step is an inverted-index based approach which retrieves the
most relevant candidates based on term matching.

In Table 2, we report the ablation results of our method. A first observation is that
all designs are useful in our model. Besides, some designs are crucial for the model,
such as candidate generation, which filters the most irrelevant answers for the final
matchings. The construction of knowledge graph also shows the effectiveness due to its
structured representations. Combining all of the above designs, we gain an impressive
improvement, i.e., 13.8%, compared to our basic model.

5 Conclusion

In this paper, we propose a simple model for knowledge-based question answering to
solve two key issues in question answer i.e., how to reconstruct knowledge bases
effectively and how to search answer efficiently. To verify our model, we make a
detailed analysis and shows impressive performance of our model over the classic
approaches on the SimpleQuestions benchmark. It outperforms many other approaches
that use Bi-LSTMs, attention mechanisms or separate segmentation models. We further
conduct qualitative analysis, which also highlight the effectiveness of the design of
knowledge graph construction and candidate filters.
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Abstract. Fixed asset management is a key device for trade settlement and
operation assessment of power products, but there are still some problems in the
operation process: for example, traditional measurement asset management
relies on bar codes to manage processes; manual reliance on paper ledger and
marketing system Inventory results in a large demand for human resources; on-
site verification information can only be viewed with the naked eye, and
authenticity cannot be distinguished. To this end, this article proposes to rely on
RFID radio frequency technology and mobile operating terminals to realize the
automatic identification of metered assets and the interconnection and sharing of
marketing systems. They are automatically collected into the marketing business
system through a data communication network to realize the identification of
metered assets, and then through the opening Computer network to achieve
information interaction and sharing, to achieve “transparent” management of
items, throughout the planning and design of measurement points, procurement
and warehousing, operation and verification, and asset disposal, to achieve a
highly intensive asset life-cycle management model.

Keywords: Asset management � RFID radio frequency technology �
Automatic identification of measured assets

1 Introduction

With the development of society, fixed asset management has become an indispensable
part of the normal operation of an enterprise. The company’s energy measurement
device is the power operation equipment, and it is also a key device for the settlement
and operation evaluation of power products. The bigger and more difficult the man-
agement, the establishment of a complete, precise and accurate measurement device
management will be an important basis for the transformation of marketing technology
and equipment, but there are still some problems in the operation process: First, tra-
ditional measurement asset management relies on barcode To manage the processes.
Second, relying on paper ledger and marketing system for manual inventory, resulting
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in a large demand for human resources. Third, the on-site verification information can
only be viewed with the naked eye, and authenticity cannot be distinguished.

This project relies on RFID radio frequency technology and mobile operation
terminals to realize the automatic identification of measurement assets and the inter-
connection and sharing of marketing systems. They are automatically collected into the
marketing business system through a data communication network to realize the
identification of measurement assets, and then through an open computer The network
realizes information interaction and sharing, realizes “transparent” management of
items, runs through the entire process of planning and design of measurement points,
procurement and warehousing, operation and verification, and asset disposal, and
realizes a highly intensive asset life-cycle management model, which significantly
improves Employees work efficiently and meet the following expectations:

1. When the metered assets with RFID tags pass through the RFID access door, the
system uses the two-way infrared cutting technology to identify whether it is in or
out of the warehouse and changes the status of the metered assets;

2. By transforming warehouse shelves, setting up multi-period automatic inventory of
warehouse assets, real-time inventory of the quantity and status of assets in the
warehouse area, real-time knowledge of total assets, prevention of asset loss,
improvement of measurement asset monitoring level, and prevention of scrapped
assets from entering the warehouse the goal of;

3. Use readable and writable RFID tag technology to realize offline management and
control of metered assets from inventory management to asset scrapping, including
but not limited to current transformer rotation cycle management, operation status
inspection, scrap sorting management; carrier equipment operation status changes,
Outage warehouse generation, historical information management, etc.

The research results of this project can be directly applied to various application
systems of the State Grid Zhejiang Electric Power Co., Ltd. Wuyi Power Supply
Company. Throughout the entire life cycle of the metered assets, the ubiquitous con-
nection of physical assets in and out of the warehouse, status, real logistics, information
The integration of stream and value stream, a highly intensive asset management
model, significantly improves the work efficiency of enterprise employees.

2 Theoretical Basis

2.1 Radio Frequency Identification Technology (RFID)

Radio frequency identification, or Radio Frequency Identification (RFID), is a type of
automatic identification technology. It uses wireless radio frequency to perform non-
contact two-way data communication, and uses radio frequency to read recording
media (electronic tags or radio frequency cards). Write, so as to achieve the goal of
identification and data exchange.
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2.2 Working Principle of RFID Technology

The basic working principle of RFID technology: After the tag enters the reader, it
receives the radio frequency signal sent by the reader, and uses the energy obtained by
the induced current to send out the product information (Passive Tag, passive tag or
passive tag) stored in the chip, or The tag actively sends a signal of a certain frequency
(Active Tag, active tag or active tag), and after the reader reads the information and
decodes it, it sends it to the central information system for relevant data processing [1].

2.3 Radio Frequency Identification Technology Components

The complete RFID system consists of a reader, an electronic tag and a data man-
agement system, as shown in Fig. 1.

3 Research Contents

3.1 Research on RFID Tag Security Two-Way Authentication Anti-lost
Protocol

When the traditional secure two-way authentication anti-loss protocol encrypts the
RFID tag, the encryption effect is poor and the anti-interference ability is not strong.
Based on Fisher, a new RFID tag security two-way authentication and loss prevention
protocol is researched. The topology of the RFID tag security two-way authentication
and loss prevention protocol system is established by using the central network, RFID

Fig. 1. RFID system architecture.
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access control, management center, and servers. The RFID channel is used to establish
a two-way authentication and loss prevention protocol database, and the internal data of
the RFID tag is managed through two methods of read-write management and carrier
management [2]. The results show that the RFID tag secure two-way authentication
and loss prevention protocol based on Fisher research has strong encryption and anti-
interference ability, better application effect and higher use value.

Fisher-Based RFID Tag Security Two-Way Authentication Anti-loss Protocol.
Based on Fisher’s establishment of RFID tag secure two-way authentication and anti-
lost protocols from multiple perspectives, the designed system topology is shown in
Fig. 2 below:

The topological diagram of the RFID tag security two-way authentication anti-lost
protocol system established in Fig. 2 above can more effectively control the mea-
surement assets. The RFID tag security two-way authentication anti-lost protocol is
mainly responsible for asset management, storage management, inventory manage-
ment, offline management, system setting, and statistical reporting. It uses multiple
RFID management channels to realize intelligent identification and management [3, 4].

The transformer usually contains an RFID tag inside, which can store the barcode
information of the transformer assets, but cannot complete the reading and writing of
information. In order to enable offline management of assets, business scenarios need to
be considered when setting the RFID tag secure two-way authentication and anti-lost
protocol. And business foundation to establish unique identification codes. The system
data, RFID tags and metered assets are bound together to facilitate more accurate
identification and change of business status [5].

RFID Two-Way Authentication Anti-lost Protocol Database. The RFID standards
set for different types of measurement asset management and control business are
different. They can not only identify information within the marketing system, but also
identify all management items, record all changes, and carry out online and offline
business measurement Method [6, 7].

Fig. 2. Topology of RFID tag security two-way authentication loss prevention protocol system.
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The RFID tag security two-way authentication anti-lost protocol will transfer the
measurement assets from the secondary database to the tertiary database when
managing the database. The conversion flow chart is shown in Fig. 3 below.

RFID technology is highly intelligent. When using RFID technology to control and
analyze assets, the system will automatically determine the status of the assets and lock
the physical location of the assets [8]. When the asset is removed from the secondary
warehouse, the RFID technology will automatically set the asset and adjust the status to
the state of “departed”; when the asset is entered from the secondary warehouse, the
RFID technology will adjust the state to the “deposited” state. Each state record needs
to set detailed parameters to facilitate later analysis. Once abnormalities are found in
the work process, abnormal reminders are promptly given.

The database established by the RFID tag secure two-way authentication anti-lost
protocol is shown in Fig. 4 below:

Fig. 3. Flow chart of transformation of measurement Assets Database under RFID Technology.
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RFID tags are readable and writable tags. They can calculate all assets and set a
fixed management cycle. There are two management methods. The specific content is
as follows:

The first type: use a readable and writable method to record RFID tags, analyze the
status of measured assets, and mark in three places: inventory status, running status,
and stop status. The asset content in the RFID tag must be updated regularly, and the
offline control must be consistent with the marketing status, and it must be compared
with the resources in the database in a timely manner. Once an abnormal phenomenon
is found, it is timely reported to the staff [9, 10].

The second type: establish a carrier in the database, assign various codes in RFID to
the carrier, manage various acquisition devices offline, and compare the status of
various devices.

The database based on the RFID tag security two-way authentication and anti-lost
protocol designed by this project can complete the monitoring work and inventory
work at the same time when applied, and can perform large-scale measurement work.
The measured content will be uploaded to the central module for statistics immediately.

3.2 Research on Anti-theft Methods Based on Transformer RFID Tags

Transformer is an important measurement basic data acquisition equipment in the
power industry. After the popularization of smart meters, the objects of power theft

Fig. 4. RFID tag security two-way authentication anti loss protocol database.
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gradually shifted from meters to transformers. The phenomenon of stealing electricity
by replacing large transformers with transformers is becoming more and more com-
mon. Stealers will change the nameplates of transformers while stealing the
transformers.

To this end, this research method places an RFID electronic tag in the transformer
nameplate. The nameplate tag and the transformer are injection molded together during
the production of the transformer. Disassembling the nameplate will destroy the
electronic tag, make the tag unreadable, and prevent the transformer from being dis-
assembled Change, play a role in preventing theft of electricity. In order to timely and
effectively manage the RF tag data of the transformer, it is used in conjunction with a
mobile operating terminal. The mobile work terminal realizes automatic matching and
identification with RFID electronic tags through the range sensing capability based on
radio frequency tags. After successful matching, the mobile work terminal realizes its
data sharing and exchange through the RFID electronic tag data exchange and man-
agement system [12].

Based on this principle, an anti-theft method based on mutual inductor RFID
electronic tags is proposed. The specific flowchart 6 is as follows:

Transformer Label Initialization. The transformer’s own conversion ratio informa-
tion is stored in the transformer label. The initialization of the transformer label is to
verify and verify the transformer’s ratio information. The specific process is:

First of all, after the power customer provided the personal assets current trans-
former to the power company, the power company’s measurement center carried out
the equipment verification work, mainly through the equipment to further confirm
whether the transformation ratio of the transformer was consistent with the declaration.
Then, for the transformer that passed the verification, the RFID electronic tag is paired
with the transformer to form a unique correspondence relationship. Then, the mobile
terminal is used to write the initial verification information such as the RFID’s unique
code of the transformer, the number of the power transformer, the transformation ratio,
and the verification time to the RFID tag for reading and writing and data exchange.
save. Finally, the equipment is sealed for the RFID electronic tags that have been
verified, which facilitates the unified distribution and security of the equipment, and
completes the initialization of the entire RFID electronic tags [13].

Daily Site Inspection. After the initialization of the RFID electronic tag of the
transformer is completed, the subsequent power workers will conduct regular on-site
inspections of the transformer according to the requirements of the inspection task.
During the inspection process, power workers used mobile operating terminals to read
the last written information of the RFID electronic tag, and judged whether the user had
theft or illegal power consumption behavior based on the intact state of the RFID
electronic tag and the transformer ratio information. The specific process is shown in
Fig. 5:
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4 Conclusion

This system is used to build a warehouse asset management and control information
collection application. The query software of the information management platform
sends out statistics and inventory signals to intelligently complete the information
statistics. Based on RFID tags and access control equipment, it can automatically enter
and leave the warehouse. With the help of RFID tags and mobile operations The
terminal implements anti-counterfeit verification of high-voltage transformers. It is
connected to the tag scanning equipment through the existing mobile operation ter-
minal, and reads the RFID tag information on the site through the scanning equipment

Fig. 5. Application operation flow chart.
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and feeds back to the mobile operation terminal to verify the results. The automatic
inventory analysis of the measured asset inventory reduces the warehouse management
Staff manual inventory.
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Abstract. At present, the grid division of township power supply stations lacks
guiding opinions, the grid division principle of each unit is not unified, and the
assessment of the carrying capacity of each station has not formed a unified and
reasonable assessment plan. As the power grid data resources of township power
supply stations show typical big data characteristics, it is urgent to use big data
analysis tools in the business analysis of township power supply stations. Based
on this, this paper uses the clustering algorithm and subjective and objective
weighting method to evaluate the scores and weights of each evaluation index
from the dimensions of customer scale, line loss of the substation area and
collaborative work order, and obtains the carrying capacity of each substation
area and managers of each substation area, and studies the business application
scenario of this model.

Keywords: Big data analysis � Township power supply station � Carrying
capacity of substation area

1 Introduction

In recent years, the State Grid Corporation of China has continued to carry out the work
of grasping the foundation, building standards, and improving service quality at the
township power supply stations1. Consequently, the professional management level
and work quality of the power supply stations have got a great deal of promotion.
However, with the continuous changes in the service needs of the majority of electricity
customers, some problems have been exposed: first, the power grid data resources
show typical big data characteristics, and the use of big data analysis tools in the
analysis of the township power supply stations is insufficient2; second, the current grid
division of power supply stations lacks guiding opinions, the grid division principle of
each unit is not uniform, the assessment of the carrying capacity of each substation area
has not formed a unified and reasonable assessment plan, and the number of substation
areas covered by each grid responsibility area has not fully evaluated the carrying
capacity of each substation area manager and grid management, which is not conducive
to maximizing the subjective initiative of the grid responsible person. Therefore, there
is an urgent need to establish a scientific grid management carrying capacity model
based on big data tools to evaluate the grid substation area configuration. This paper
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uses the clustering algorithm and subjective and objective weighting method to eval-
uate the scores and weights of each evaluation index from the dimensions of customer
scale, line loss of the substation area and collaborative work order, and obtains the
carrying capacity of each substation area and managers of each substation area.
Combined with the work ability of the substation area manager, the work of the
substation area manager was redistributed to achieve “ make the best possible use of
men”.

2 Construction of the Evaluation Model of the Carrying
Capacity of Substation Area

Collect the basic information about substation area of one city in 2018 (substation area
number, number of low-voltage substation area users, power supply area, area type,
substation area manager), and operation information about the substation area (sub-
station area number, line loss rate, number of collaborative work orders),and the
average time for processing work orders in rural substation areas and urban substation
areas, processing missing data and outliers, analysis of the difficulty of work in the
substation area, analysis of the workload of the management of the substation area,
scoring of the carrying capacity of the substation area, and scoring of the carrying
capacity of the substation area managers.

2.1 Coefficient of Work Difficulty in Substation Area

Calculation formula of work difficulty coefficient using different service area types:
Urban work difficulty coefficient:

Mtown ¼ 1 ð1Þ

Rural work difficulty coefficient:

Mvillage ¼ Tvillage=Ttown ð2Þ

Among them, Ttown means the average work order processing time of all substation
areas in rural types, and Tvillage means the average work order processing time of all
substation areas in urban types. The calculation results are as follows:

Urban work difficulty coefficient:

Mtown ¼ 1 ð3Þ

Rural work difficulty coefficient:

Mvillage ¼ 3:47
3:88

¼ 0:89 ð4Þ
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2.2 Management Workload of Substation Area

Line Loss Rate Indicator of Substation Area. A total of 20,409 data from the
processed 2048 substation areas are clustered based on the k-means algorithm3.
Combined with actual business scenarios (the higher the line loss rate in substation
area, the greater the workload, and the growth rate of workload is gradually increasing;
the line loss rate score is mainly concentrated in the 60–80 interval), and the line loss
rate indicator is finally determined. The scoring rules are as follows (Table 1):

As shown in the table above, the scoring rules in different line loss rate interval
segments are different, and the line loss rate index score in each interval segment is
linearly related to the line loss rate. The scoring rules are expressed as follows, R means
line loss rate:

line loss rate index score ¼
1500
39 � R;R 2 0; 1:56½ Þ

2000
317 � R� 1:56ð Þþ 60; R 2 1:56; 4:73½ Þ
200
29 � R� 4:73ð Þþ 80; R 2 4:73; 7:63½ Þ

100;R 2 7:63;1½ Þ

8>><
>>:

ð5Þ

Evaluation of User Scale Indicators in Substation Area. Based on the k-means
algorithm, the processed substation area and its user quantity index are clustered
separately. At the same time, combined with the actual business scenario (the larger the
number of low-voltage users in substation area, the greater the workload, and the
growth rate of workload is gradually increasing), the final grading rules for the number
of low-voltage stations are as follows (Table 2):

Table 1. Segmental scoring rules for line loss rate indicators.

Class Line loss rate interval Score Number of substation areas Proportion

1 [0,1.56) [0, 60) 3416 16.7%
2 [1.56,4.73) [60, 80) 13442 65.9%
3 [4.73,7.63) [80, 100) 3392 16.6%
4 > = 7.63 100 159 0.8%

Table 2. Segmental scoring rules for the number of low-voltage substation area

Class Low-voltage user
quantity interval

Score Number of substation areas Proportion

1 [0,53) [0, 60) 522 25.49%
2 [53,178) [60, 80) 1225 59.81%
3 [178,270) [80, 100) 209 10.21%
4 > = 270 100 92 4.49%
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As shown in the table above, the scoring rules in different low-voltage user quantity
interval segments are different, and the index score of the low-voltage user quantity index
in each interval segment has a linear relationship with the number of low-voltage users.
The scoring rules are expressed as follows, N means the number of low-voltage users:

low� voltage user quantity score ¼
60
53 � N; N 2 0; 53½ Þ
0:16 � N� 53ð Þþ 60; N 2 53; 178½ Þ
5
23 � N� 178ð Þþ 80; N 2 178; 270½ Þ
100;N 2 270;1½ Þ

8>><
>>:

ð6Þ

2.3 Evaluation of the Carrying Capacity of Substation Area

The number of collaborative work orders refers to the number of system work orders
excluding outsourced work orders. Since the data of collaborative work order index is
all zero, the weighting of collaborative work order indicators can only be determined
using the subjective weighting method (expert scoring). For the other two indicators
that affect the management workload of the substation area, the line loss rate of the
substation area and the customer size (the number of low-voltage users) are weighted
using the subjective and objective comprehensive weighting method. The weights of
the three indicators of line loss rate, user scale, and number of collaborative work
orders in the station area are 0.4, 0.4, and 0.2, respectively. The specific results are as
follows (Table 3):

The carrying capacity score of the substation area is mainly the final score obtained
by combining the management workload of the substation area and the work difficulty
coefficient of the substation area. Since the number of collaborative work orders and the

Table 3. Weight of the carrying capacity of the substation area.

Plan Line
loss rate

User
scale

Number of collaborative
work orders

Expert
experience

Expert scoring 0.50 0.30 0.2

Metric data
dimension

Entropy weight
discriminant model

0.28 0.52 –

Principal component
analysis model

0.52 0.28 –

Coefficient of variation
model

0.33 0.47 –

Grey correlation model 0.40 0.40 0.2
Final weight 0.40 0.40 0.2
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index data are all zero, all the recorded data of the index are assigned a value of 100.
The specific calculation formula is:

Management workload score = Line loss rate * 0.4 + User scale * 0.4 + Number
of collaborative work orders * 0.2.

Carrying Capacity Score = Management workload score * Work Difficulty
Coefficient.

By calculating processed records, the distribution of the carrying capacity score of
the substation area is as follows (Fig. 1):

The above figure is a histogram of the carrying capacity distribution of the sub-
station area. The data scale under the horizontal axis indicates the upper limit of each
interval segment (for example, “10” indicates the interval is [0,10], “20” indicates the
interval is (10,20)). It can be seen from the above figure that the carrying capacity of the
substation area is mainly distributed between 10-60, but the high point appears at
[10,20], the reason is that there are many substation areas with the area of the platform
area between [0,1].

2.4 Evaluation of the Carrying Capacity of Substation Area Manager

The work capacity of the substation area manager is the sum of the carrying capacity of
all the substation areas under its jurisdiction. Calculated as follows:

Bmanager ¼
Xn
i¼1

bi ð7Þ

Among them, Bmanager means the carrying capacity of the substation area manager,
which means the carrying capacity of the i-th substation area, and n means that the
substation area manager has jurisdiction over a total of n stations. Calculate the car-
rying capacity of the managers in the substation area and obtain the following distri-
bution (Fig. 2):

Fig. 1. Distribution map of the carrying capacity of the substation area.
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According to the capacity data of substation area managers, cluster the values based
on the k-means algorithm respectively, and obtain the results of the classification of the
capacity of substation managers in the following (Table 4):

It can be seen that the carrying capacity of the substation area managers is mostly
concentrated at the middle level. The corresponding manager’s ability is C. According
to their ability, they can manage 6–10 substations area with a carrying capacity score of
60 or 7–12 substations area with a carrying capacity score of 50.

3 Business Application Based on Assessment of Carrying
Capacity of Substation Area

3.1 Equipment and Service Monitoring in Substation Area

Taking the substation area as the basic unit, through the evaluation of the substation
area’s carrying capacity, and using data visualization to display4, the content includes
the substation area’s overview, equipment characteristics, safety index, reliability
index, economic index, and service index. The display is as follows (Fig. 3):

Fig. 2. Distribution map of the carrying capacity of the substation area manager.

Table 4. Criteria of the carrying capacity rank of substation area managers.

Carrying Capacity
Grade

Ability of
Managers

Capacity
Interval

Number of
Managers

Proportion

Extremely high – [973,1) 150 5.84%
High A [630,973) 229 8.91%
Higher B [335,630) 428 16.65%
Medium C [72,335) 979 38.09%
Lower D [32,72) 494 19.22%
Low E [0,32) 290 11.28%
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Based on the equipment and service monitoring scenarios in the assessment of the
carrying capacity of the substation area, it can intuitively monitor the key indicators of
the substation area and realize the supervision of special tasks, which reduces the work
burden of the employees at the grass-roots power supply station to a certain extent, at
the same time, it provides data support for equipment expansion, transformation, and
diversion of equipment in the substation area, achieving precise investment and
improving input-output efficiency.

3.2 Substation Area Manager Business Management Monitoring

Taking the substation area manager as the basic unit, through the evaluation of the
substation area manager’s carrying capacity, the data visualization is used to display.
The content includes basic information, skill level, work quantity, work potential, and
work quality. The display is as follows (Fig. 4):

Based on the assessment of the manager’s carrying capacity, the manager’s busi-
ness management and monitoring can carry out personnel information management,
intuitively monitor the managerial capabilities of the managers in each substation area,
and redistribute the work of the managers in the substation area, so as to achieve the
purpose of “make the best possible use of men”, and provide data support for personnel
performance, personnel training, personnel promotion and other work.

Fig. 3. Equipment and service monitoring scenarios in the substation area.
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4 Conclusion

With the continuous development of science and technology, the world today has
gradually entered the era of big data. Under this background, new requirements have
been put forward for the development of various industries, and the development of
State Grid Corporation is no exception. To achieve the improvement of the operation
efficiency and quality of township power supply, big data analysis tools must be used in
its business management 4. This paper uses clustering algorithms and subjective and
objective weighting methods to evaluate the scores and weights of each evaluation
index from the dimensions of customer size, line loss in the substation area, and the
status of collaborative work orders. Meanwhile, the business application of this model
is studied.
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Terminal Positioning Function Based on LBS

Pan Weiwei(&), Shen Guang, Wu Yuebo, and Huang Xiang

State Grid Zhejiang Power Co., Ltd, Hangzhou, China
icic1005@126.com

Abstract. In view of the weak support of GPS positioning function of mobile
terminal, this paper uses in-depth research and analysis, using Unicom network
auxiliary positioning service, according to the security control requirements of
the national network information system, adopting the method of adding strong
isolation device, proposes a basis Location, Service (LBS) is a safe, efficient,
and responsive technical design method that satisfies the positioning needs of
mobile operating terminals under harsh operating conditions, and provides
services such as on-site job sign-in, equipment information collection, and
regional management based on location data information support.

Keywords: LBS � Mobile work terminal � Positioning � Security

1 Introduction

With the continuous deepening of mobile business applications in the power marketing
business, higher requirements have been placed on the support capabilities of mobile
operation terminals. Not only need to meet daily business processing needs, but also
need to continuously expand support capabilities [4, 5] to achieve user location
information and trajectory Information, on-site equipment location, on-site check-in
information and other location data are collected and uploaded to the township power
supply monitoring platform to provide work order processing and information upload
and update assistants for on-site services to achieve intelligent management, visual
monitoring and information scheduling [6]. Due to the extremely high requirements for
information security in the power industry, mobile applications involve a series of
issues such as secure access to internal and external networks, data security, and
application development models [7]. The current positioning functions of mobile
operating terminals mainly rely on GPS. Affected by weather and location, the posi-
tioning speed response is slow, and the search time is long, which cannot support the
development of related businesses.
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In order to improve the location service function of mobile operating terminals,
through in-depth research and analysis, this paper proposes a safe and efficient
network-aided system design method based on location services (LBS) to meet the
positioning needs of mobile operating terminals under harsh operating conditions,
based on Provide support for the on-site operation of location data information,
equipment information collection, area management and other business development.

A complete LBS system consists of four parts, including positioning system,
mobile service center, communication network and mobile intelligent terminal, as
shown in Fig. 1:

Among them, the positioning system includes a GP positioning system and a base
station positioning system. Positioning technology is the core technology of the entire
LBS system, which is responsible for information interaction with mobile terminals and
network interconnection of various sub-centers (location servers, content providers,
etc.) to complete the classification, recording and forwarding of various information
and the flow of business information between sub-centers, and monitors the entire
networks

2 Auxiliary Positioning System Design

2.1 System Overall Architecture Design

As shown in Fig. 2, the system is mainly divided into 4 layers, namely the data layer,
business layer, transmission layer, and display layer. The data layer is divided into a
server data layer and a terminal data layer. The server data layer is mainly responsible

Fig. 1. LBS system diagram Auxiliary positioning system design
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for the storage of spatial data, attribute data, and SVG map data, and the terminal data
layer is responsible for the storage of system pictures and so on. The business layer is
divided into EJB business and Web business, among them EJB business is responsible
for data reading, transformation, analysis and answering Web request, Web business is
responsible for client data request and response. The transport layer is responsible for
data transmission, mainly through the power VPN dedicated network. The display layer
is responsible for data (attribute data and spatial data) display, as well as data
manipulation.

Fig. 2. LBS overall architecture diagram
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2.2 System Function Module Design

2.2.1 Server-Side Functional Design
The server is for the client, used to handle user business requests. The main functions
include receiving client business requests, performing spatial calculation and analysis,
searching response data from the server database, packaging response data, and sending
response data. The functional framework of the server-side system is shown in Fig. 3.

The server-side Servlet component is responsible for accepting the business request
sent by the customer and sending the response result; the data encapsulation is com-
pleted by JavaBeans; the business request data is managed by the business management
module and handed over to the attribute query, spatial analysis and sending module for
business processing or data reading Fetch, analyze, transform, encapsulate XML, and
answer the client.

2.2.2 Client Function Design
As shown in Fig. 4, the user issues a service request and obtains response data from the
server according to the service type. The business types are divided into positioning
business and non-positioning business.

Coordinate positioning and name positioning belong to the type of positioning
business, and distance measurement, location information and mail services belong to
the type of non-positioning business; in the transportation service, the query of the
traffic station is the positioning business, and the query of the transportation route is the
non-positioning business. The positioning service response data includes spatial
positioning data and attribute data. The non-location service response data is divided
into status response data and non-location request result data.

Fig. 3. Functional architecture of LBS server system
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When the user operates the terminal map, the graphic operation module is called.
Graphic operations include full image display, zoom in, zoom out, roaming, layer
control, etc.

3 Research on Secure Access of Network Assisted Positioning
System

3.1 Security Architecture Design

As shown in Fig. 5, in order to meet the requirements of State Grid’s security man-
agement and control, this paper proposes the following security arrangements (Fig. 6):

The LBS positioning system server is arranged outside the power information
network, and the positioning-related applications are arranged on the power informa-
tion external network. At the same time, safety isolation devices are added at the power
information internal and external network boundaries and the external network private
network boundary to achieve safe penetration.

In the specific application process, the mobile service application network-assisted
positioning system accesses the power intranet through a secure access platform; when
the mobile terminal initiates a positioning-related business application request, the
request is transmitted to the power through the power private network APN through the
power external network The secure access platform of the network is connected to the
marketing mobile application platform by the secure access platform. When a posi-
tioning request is initiated, the mobile operating platform accesses the location service
of the power external network server through the strong isolation device and calls the
external network location service.

Fig. 4. Application architecture diagram
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3.2 Research on Security Guarantee Strategy

In order to further improve the security performance of the system, security design
research was conducted in terms of communication data encryption, access control, and
strengthening of Internet border management and control, as follows:

3.2.1 Communication Data Encryption
In order to provide a secure communication environment for the LBS-based network-
assisted positioning system and provide reliable privacy protection, it is necessary to
provide encryption services for all information transmission in the system. The
encryption module not only provides the authentication between the user and the
server, but also realizes the function of all data encryption, ensuring the security of the
network-assisted positioning system. There are many technologies in the application
layer to achieve secure communication, such as Https, SSL/TLS protocols, etc., but
these protocols have some problems when applied in this system, such as Https need to
deploy digital certificates, but they need to apply for trusted digital certificates on a
regular basis and cost more, and are less scalable in heterogeneous computing envi-
ronments, which is not conducive to multi-terminal access to the system. Therefore, the
LBS-based network-assisted positioning system designs and implements an encryption
module.

The first step for users to use LBS-based power inspection is to establish a secure
connection with the server. After establishing a secure connection, all data in the
communication channel needs to be encrypted to ensure the safety of the power
inspection system. In this process, two types of encryption algorithms are involved.
After weighing, the asymmetric encryption algorithm is used to establish a secure
connection, and the symmetric encryption algorithm is used to encrypt the data in the
communication channel.

Fig. 5. Data Application framework
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3.2.2 Access Control
Access control refers to designing user application operation permissions and key
resource access permissions on the server side. Application permissions are hierar-
chically refined according to function modules, application interfaces, and operation
buttons; access to key resources is controlled according to database tables and key
records.

Currently, there are three main user roles in the LBS-based network-assisted
positioning system: platform administrator, application administrator, and business
user. The platform administrator has access to all functional modules of the network-
assisted positioning system. The main job is to carry out role management, user
management, menu management and role permission configuration, according to the
nature of the work, to manage the user information using the system; the main job of
the application administrator is to manage related applications of the system.

4 Strengthen Internet Border Control Measures

In order to strengthen the control of the Internet boundary, the network-assisted
positioning system is accessed through a secure access platform, and the following
management and control strategies are adopted at the same time:

Start

Generate client private key

Initiate a connection request

Verify reliability

Generate a symmetric key 

Shared key 

Channel establishment

End

Waiting for request

Verify reliability

Generate private key

Get the key

Reply to the key 

Fig. 6. Secure connection process
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1) Adopt the existing firewall at the provincial company’s Internet border and con-
figure access control strategies to achieve the network isolation and access control
of the provincial company’s information extranet and the Internet.

2) The existing IDS equipment of the provincial company’s Internet boundary is used
to realize the prevention of border network intrusion, record all kinds of information
such as user access record, system operation log, system operation state, and so on,
after being standardized, filtered, integrated and alarm analysis, etc., centralized
storage and management in the form of logs in a unified format.

3) Application firewall (WAF) is used to protect application layer attacks, and the
protection rule base is updated in time.

4) Deploy intrusion prevention equipment to monitor and prevent intrusion attacks
such as port scanning at the boundary and Trojan backdoor attacks.

5 Conclusion

Aiming at the problem that the GPS positioning function of current mobile operation
terminals is weak, this paper designs and develops an LBS-based network-assisted
positioning system based on specific business requirements through in-depth research
and analysis. At the same time, in order to meet the requirements of State Grid’s
information security control, specific management and control strategies are proposed
in terms of deployment methods, access methods, and security management and control
strategies. Among them, in terms of deployment, the server is deployed externally, data
is accessed by deploying a security isolation device, and the security access platform is
used to uniformly access the intranet. Data encryption, access control, and Internet
border management are used to achieve specific Security guarantee to meet the posi-
tioning requirements under the harsh operating conditions of mobile operation termi-
nals, and provide support for the development of business such as on-site operation
check-in, equipment information collection, and area management based on location
data information.
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Abstract. Under the background of smart power grid and big data, improving
the level of line loss prediction in low-voltage platform area plays an important
role in realizing standardized management of line loss, reducing line loss in
platform area and improving economic benefits. Firstly, the intelligent diagnosis
architecture of line loss based on ubiquitous Internet of things and the data
preprocessing process to realize the platform diagnosis are analyzed. Secondly,
in view of the big data collected in the smart grid environment, the PCA method
is proposed to reduce the dimensionality of data and extract the main compo-
nents affecting the prediction of line loss. Then the users in the platform area to
be predicted will adopt the IK-means algorithm for clustering processing. The
ACO-ELM algorithm is used to optimize the initial value of the extreme
learning machine. Finally, experimental simulation and comparison show that,
compared with ELM and GA-BP algorithms, ACO-ELM method has the
smallest error between the predicted line loss rate and the measured line loss
rate, which verifies the effectiveness of the proposed method.

Keywords: Line loss predict � Ant colony optimization � Extreme learning
machine

1 Introduction

Line loss refers to the energy consumed in the form of thermal energy when electrical
energy is transmitted on power lines, and includes all electrical energy losses from
power plants to power users [1, 2]. Among them, the line loss rate refers to the
percentage of active energy loss and input active power. Line loss management affects
the economic benefits of power companies, and platform area line loss management is
greatly restricted due to meter reading and metering technologies. Therefore, the
construction of an intelligent line loss management platform in platform area is par-
ticularly important [3, 4]. The construction and operation of “Strong Smart Grid” and
“Ubiquitous Electricity Internet of Things” are important material foundations for
building a world-class energy Internet enterprise. Further digging the application value
of the data collected by the electricity information collection system in the line loss
management of platform area. It is of great significance to improve the standardization
of line loss management in low-voltage platforms, reduce the line loss in platforms, and
improve the economic efficiency of enterprises.
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At present, power supply companies have built a unified big data platform in
accordance with the three-layer architecture of data collection, analysis, and applica-
tion, and realized the separation of source-side data collection and data application
display. However, there are still some problems in the intelligent diagnosis of line
losses in low-voltage platform area using big data platforms. For example, the system’s
diagnosis and treatment suggestions are not comprehensive and abundant. The platform
area manager needs to handle the problems based on previous experience in the process
of use. The level of intelligent is not high enough, and the research results of line loss
models based on massive data at home and abroad are relatively few. In order to
improve the accuracy of line loss prediction and anomaly diagnosis, this paper pro-
poses an improved SVM algorithm to provide useful guidance for improving line loss
management and increasing business efficiency [5].

2 Line Loss Prediction of Low-Voltage Platforms Area Based
on ACO-ELM

2.1 PCA Data Reduction

Due to the data overlap and redundancy between the partitioned data, in order to
improve the processing speed of the prediction model, the principal component anal-
ysis (PCA) was used to reduce the dimensionality of data [6–8]. The principle of PCA
is as follows:

Suppose there are N samples and each sample contains n parameters, then the
samples can be expressed as: X = (xijÞN�n.

1. Standardize X.
2. Construct the correlation coefficient matrix: R ¼ ðrijÞn�n ¼ X

0
X.

R ¼
r11 r12 � � � r1n
r21 r22 � � � r2n
� � � � � � � � � � � �
rn1 rn2 � � � rnn

2
664

3
775 ð1Þ

rij ¼ ði; j ¼ 1; 2; . . .; pÞ is the correlation coefficient of xi; xj, rij ¼ rji, Solving
process is:

rij ¼
Pn
k¼1

ðxki � �xiÞðxkj � �xjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
k¼1

ðxki � �xiÞ2
Pn
k¼1

ðxkj � �xjÞ2
s ð2Þ

566 S. Gang et al.



3. Find the characteristic root and characteristic vector of R, k1 � k2 � . . .� kn � 0.
Find the feature vector corresponding to each feature root.

a1 ¼
a11
a21
..
.

an1

2
6664

3
7775; a2 ¼

a12
a22
..
.

an2

2
6664

3
7775; � � � ; an ¼

a1n
a2n
..
.

ann

2
6664

3
7775 ð3Þ

4. Write out the principal components and take m parameters instead of the original
data (m<n).

Fi ¼ a1iX1 þ a2iX2 þ . . .þ aniXnði ¼ 1; 2. . .; nÞ ð4Þ

XPCA ¼ ½F1;F2; . . .;Fm� ¼ X½a1; a2; . . .; am� ð5Þ

5. Calculate the contribution rate of the main component of each parameter.

ci ¼ ki=
Xn
j¼1

kjði ¼ 1; . . .; nÞ ð6Þ

ciði ¼ 1; . . .; nÞ is the degree of correlation between the various parameters. If ci is
larger, it means that the parameter contributes more to the original data set. Generally
take

Xm
i¼1

ki=
Xn
j¼1

kj ¼ b; b� 0:85 ð7Þ

In order to improve the stability of clustering, an IK-means algorithm is proposed to
determine the clustering center [9–12].

2.2 ACO-ELM Algorithm

2.2.1 Mathematical Model of Extreme Learning Machine
The mathematical model of ELM is shown in Fig. 1:

The ELM learning method is as follows:
Training set: fðxi; tiÞgNi¼1 � Rn � Rm, The hidden layer excitation function gð�Þ is a

non-linear function. There are L hidden neurons.

(1) Randomly select the hidden layer node parameter ðai; biÞ; i ¼ 1; . . .; L, ai is the
input weight of the i-th hidden layer neuron, and bi is the i-th hidden layer neuron
threshold [13–15].
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(2) Calculate the output node matrix of the hidden layer H ¼ g ai; bi; xið Þ,

H ¼
hðx1Þ
..
.

hðxnÞ

2
64

3
75 ¼

gða1; b1; x1Þ � � � gðaL; bL; x1Þ
..
. � � � ..

.

gða1; b1; xnÞ � � � gðaL; bL; xnÞ

2
64

3
75
n�L

ð8Þ

(3) Calculate the output weight b from the hidden layer to the output layer:

b ¼ H þ � T; b ¼
bT1
..
.

bTL

2
64

3
75
L�m

; T ¼
tT1
..
.

tTn

2
64

3
75
n�m

ð9Þ

Where H þ is the left pseudo-inverse matrix of the hidden layer output matrix H
and T is the target output, i.e. T ¼ tj

� �n
j¼1.

(4) Calculate the output value Oj. When the training error ð Oj � Tj
�� ��Þ is less than the

preset constant e, ELM can approach these training samples:

Oj ¼
XL
i¼1

bigðai; bi; xiÞ; Oj � Tj
�� ��� e; j ¼ 1; � � � ; n ð10Þ

Fig. 1. Mathematical model diagram of extreme learning machine
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(5) Find the error:

Eðai;biÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

ðOj � TjÞ2
vuut ð11Þ

Among them, ðai; biÞ is the input weight and threshold of the hidden node,
respectively. Tj is the actual output value of the j-th group of data, and Oj is the
predicted output value of the j-th group of data.

2.2.2 Ant Colony Algorithm Mathematical Model

Step 1: Initialize the parameters;
Generate M ants as the initial population Y (0); evolution algebra maxgen; number of
nodes n; fitness of the i-th path fiti; gij is a heuristic factor; sij is the amount of
pheromone on the edge (i, j). The amount of pheromone left by the k-th ant on the edge
(i, j) in this iteration Dskij; pheromone evaporation coefficient q; the probability of ant

k transferring from node i to node j at time t Pk
ijðtÞ; t is time [14, 15].

Step 2: Calculate fitness fit (y);

fitðyÞ ¼ y1; y2; . . .; yM½ �T ð12Þ

yi ¼ 1
m

Xm
j¼1

ðOj � TjÞ2 ð13Þ

Among them, m is the total number of input data, Oj is the j-th predicted output
value, and Tj is the j-th actual output value.

Step 3: release the pheromone according to the fitness;

sijðtþ nÞ ¼ ð1� qÞ � sijðtÞþDsij ð14Þ

Dsij ¼
Xm
k¼1

Dskij ð15Þ

Dskij ¼
Q
fitk

;Ant k travels through ij this timeði; jÞ
0; Ant k travels without ijði; jÞ

�
ð16Þ

Among them, Q is a normal number, fit k is the fitness of ant k walking the path.
Initial sijð0Þ ¼ C, Dsijð0Þ ¼ C.
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Step 4: Calculate transition probability Pk
ijðtÞ and traverse all nodes;

Pk
ij ¼

sijðtÞ
� �a� gijðtÞ� �bP

s2JkðiÞ
sisðtÞ½ �a� gisðtÞ½ �b ; j 2 JkðiÞ;Pk

ij ¼ 0; j 62 JkðiÞ ð17Þ

Where a is the relative importance of the pheromone, b is the relative importance of the
heuristic factor, and Jk (i) is the set of nodes selected by ant k in the next step.
Heuristic factor calculation formula: gij ¼ 1=dij.

Step 5: Record the path of this iteration, update the current optimal path, and clear the
tabu list;

Step 6: Determine whether the maximum number of iteration steps has been reached, or
whether stagnation has occurred. If yes, the algorithm ends and the current optimal path
is output; otherwise, go to step 2 for the next iteration.

2.2.3 Ant Colony Optimization Extreme Learning Machine Algorithm

Step 1: Initialize the pheromone Pj of L elements, and then start M ants from the ant
nest, and perform step 2 for each one.

Pj ¼ 1; j ¼ 1; 2. . .; L ð18Þ

Step 2: Start with the first element and select an element in the interval [−1, 1] each
time according to the path selection rule, and increase I to its pheromone (I represents
the pheromone increase amount). Ants choose paths based on probability:

proj ¼ Pj

,XL
i¼1

Pi ð19Þ

Step 3: Calculate the fitness of each ant’s path, and select the maximum fitness and its
path.

fit ¼ 1
n

Xn
i¼1

Oi � Tij j ð20Þ

Among them, n is the number of samples, Oi is the predicted output of the sample,
and Tj is the actual output of the sample.
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Step 4: Adjust the path of the ant according to the fitness of the sample, perform
Gaussian mutation on the path of the ant with small fitness, and update the crawling
speed. Then update the pheromone.

proxj ¼ proj þQ 	 ½ðfitmax � fitjÞ=ðfitmax � fitminÞ� ð21Þ

Among them, proxj is the updated pheromone, proj is the pheromone before update,
Q is the pheromone enhancement coefficient, and the fitness maximum value fitmax and
fitness minimum value fitmin in each generation.

Step 5: The loop is executed to the number of genetic generations N, from the maxi-
mum fitness value of each generation, select the maximum fitness value and find the
corresponding path.

fitend ¼ maxðfitimaxÞ; i ¼ 1; 2; . . .;N ð22Þ

After the optimal path is selected, the corresponding weights and thresholds are the
optimized ones.

2.3 Calculation of Line Loss in Low-Voltage Platform Area

After the pre-processing, principal component analysis and cluster analysis of the
platform area data, a line loss ACO-ELM model is established for each type of platform
area. The input of the model is the principal elements after clustering analysis of each
partition, and the output is the line loss rate. A model between the line loss rate and the
influence factor is established, and the relationship between each influence factor and
the line loss rate is analyzed, so as to provide a reduction in the line loss rate support. In
summary, the research process of the line loss prediction model for low-voltage plat-
form area is shown in Fig. 2.

Fig. 2. Research process of low-voltage platform area line loss prediction model
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3 Experiment and Analysis

3.1 Experimental Setup

Based on the data of 130,089 platforms in Zhejiang Province, after processing by stable
platforms area, 75,159 rural stable platforms area and 18,638 urban stable platforms
area were determined. Taking the rural area as an example, the PCA method is used to
determine the principal components of various types of residents, and then the ACO-
ELM algorithm is used to predict the line loss rate of the platforms area. The principal
component analysis data features include: total number of users, number of residents,
number of non-residents, capacity of residents, capacity of non-residents, capacity of
transformers, power supply, proportion of residents’ capacity, and capacity of residents.
After PCA calculation, it can be known that the sum of the first five data features is
86.21% > 85%, so the first five features are taken as the main component of the
prediction. After selecting the principal components of the data, the input sample data
is classified and processed, and then ACO-ELM is used for line loss prediction. Line
loss prediction results are shown in Fig. 3 and Table 1.

Fig. 3. Comparison chart of line loss prediction

Table 1. Comparison results of line loss prediction

Category of
platform area

Measure line
loss rate (%)

ACO-ELM predicted
line loss rate (%)

ELM predicted line
loss rate (%)

GA-BP predicted line
loss rate (%)

Inferior
category1

2.76 2.906107 7.2635 1.3562

Inferior
category1

2.42 2.610274 6.96523 3.2365

Inferior
category1

3.37 3.107871 8.2365 4.235

(continued)
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3.2 Result Analysis

The PCA method is used to perform dimensionality reduction on the user characteristic
data of the platform area. The sample data to be predicted is clustered using the IK-
means algorithm, and then the ACO-ELM algorithm is used to intelligently diagnose
the line loss of the platform area user. From the results in Fig. 5 and Table 1, it can be
seen that the ACO-ELM method proposed in this paper has a significantly better fit
between the predicted line loss rate and the actual measured line loss rate than the ELM
and GA-BP algorithms, verifying that the ACO- The ELM algorithm is suitable for line
loss rate prediction.

Table 1. (continued)

Category of
platform area

Measure line
loss rate (%)

ACO-ELM predicted
line loss rate (%)

ELM predicted line
loss rate (%)

GA-BP predicted line
loss rate (%)

Inferior
category2

2.05 2.236542 5.2655 1.5325

Inferior
category2

2.28 2.73206 3.023 1.7562

Mid-range
category1

1.62 1.5268 1.95623 3.02356

Mid-range
category1

2.37 2.8565 5.625 2.1036

Mid-range
category1

0.86 0.75698 3.128 1.5623

Mid-range
category2

1.35 1.62589 7.2653 2.036

Mid-range
category2

4.55 4.7526 10.3256 6.2563

Mid-range
category2

1.85 2.03562 4.23651 2.365

Mid-range
category3

1.36 1.425698 2.03562 1.8562

Mid-range
category3

1.94 2.10356 5.3659 1.4268

Mid-range
category4

4.04 3.95624 7.2658 2.2365

Mid-range
category4

2.63 2.9562 8.2634 3.032

Premium
category1

1.02 1.56235 5.268 2.653

Premium
category1

1.3 1.1268 0.2586 2.563

Premium
category1

2.17 1.85623 9.3256 1.526

Premium
category2

2.26 2.03256 4.2365 5.23

Premium
category2

2 2.003245 7.263 2.5125
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4 Conclusions

After using PCA to reduce the dimensionality of power user data in low-voltage
platforms, users are clustered using the IK-means algorithm, and the corresponding
category library model is selected according to the user’s category, that is, the corre-
sponding ACO-ELM prediction model for low-voltage Line losses in platform area are
forecasted. Experimental results verify that the prediction accuracy of this method is
significantly higher than that of ELM and GA-BP algorithms, and it has a positive
guiding significance for improving the intelligent diagnosis of line losses in low-
voltage platform area.
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Abstract. Digitalization of enterprise archives is the mainstream trend of
archive management. This paper proposes a digital archive index management
framework based on visual retrieval technology for unstructured digital archive
management problems. The framework adopts the current mainstream deep
local feature extraction scheme DELF Pipeline to carry out feature extraction for
digital archives, and use the distributed inverted indexing framework Lucene to
build an efficient indexing and retrieval system for digital archives. Through a
large number of simulation experiments, it is proved that the framework can be
well used for the management of enterprise unstructured digital archives, which
supports dynamic incremental index construction and has high retrieval
efficiency.

Keywords: Electronic archive management � Visual retrieval � Inverted index

1 Introduction

In this era of big data, whether it is enterprise digitization or the data management
thinking that managers often talk about, is in the “popular fashion”, and the digitization
of enterprise archives is also one of the mainstream trends. File digitization is to store
information in a computer database by scanning and entering paper documents to
achieve fast and convenient retrieval, quick and easy synchronous backup, small
storage space, convenient maintenance, and safety. The digitization of archives man-
agement is an inevitable requirement in the information age, and the focus of building
digitized archives is to facilitate retrieval. A good file management system often has a
multiplier effect for file management workers to complete all file management tasks. It
can not only improve economic efficiency, but also greatly improve office efficiency.

Many research work at home and abroad has also carried out related research on the
digital management of archives [1–3] technology. Dede E et al. [4] proposed the
integration method of NoSQL data storage and MapReduce in non-Java application
scenarios, and analyzed the advantages and disadvantages of different methods.
Corcoglioniti Francesco et al. [5] described a scalable, fault-tolerant open source
storage system. Do Bao H, Wu Andrew, Biswal Sandip, etc. [6] formed a radiology file
based on semantic search and Web by using RADTF, which provided an effective
solution for storing and retrieving radiology cases. Wu Qunhui et al. [7] pointed out
that social network data has unstructured characteristics, and proposed a new natural
disaster event discovery model. Yang Jiachen et al. [8] believed that the analysis of
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unstructured image data source conversion must first undergo a form conversion, and
construct a method that can quickly retrieve images.

However, most of the existing digital archive management systems are based on
structured digital archives. The pre-construction of such archives requires a lot of
manpower and time for the structural processing of electronic data. And more enter-
prise electronic archive data is only obtained by scanning. This type of digital archive
data is not structured data, and it cannot use mature database storage and retrieval
methods, which brings new challenges to digital archive management.

This paper proposes a digital archive index management framework based on visual
retrieval technology for the problem of unstructured digital archive management. The
framework uses the current mainstream deep local features to abstractly describe digital
archives, and uses the distributed inverted index framework Lucence to efficiently
index digital archives for subsequent real-time retrieval. Experiments prove that the
framework can be well used for the management of enterprise unstructured digital
archives, which supports dynamic incremental index construction, and has a high
retrieval efficiency. For the user’s retrieval needs, in a digital archive with a scale of
millions, the user retrieval results can be returned within milliseconds.

2 The Framework

Many electronic documents are difficult to generate structured information, so they can
only be treated as image data. The retrieval of such electronic documents is difficult and
cannot be achieved through database-related retrieval techniques. Aiming at the
problems of unstructured archive retrieval, this paper designs an unstructured digital
archive retrieval framework based on deep DELF features. The overall framework of
the index retrieval system for electronic documents is shown in Fig. 1:

Fig. 1. The framework of digital archives query system (Color figure online)
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We can see from Fig. 1 that the digital archive index retrieval system framework
mainly includes two channels:

The channel in the red box is mainly for offline preprocessing of the electronic
digital archive. The channel extracts the local visual features of each electronic doc-
ument in the archive through the DELF pipeline. Based on these local features, the
Lucence inverted index retrieval framework is used to build a large-scale visual index
library for retrieval in another channel.

The channel in the green box is mainly used to process the search request submitted
in real time. This channel extracts features through the DELF Pipeline for the search
image input by the user, and performs approximate nearest neighbor search on the
large-scale index database that has been built based on these features, and finally feeds
back the search results to the user.

3 Digital Archives Query System Based on Visual Retrieval
Techniques

3.1 Pretreatment of Digital Archives Based on Automatic White Balance
Method

White balance is a very important concept in the field of videography. It can solve a
series of problems in color reproduction and tone processing. Therefore, the white
balance processing method is also widely used in image preprocessing to solve the
problem of uneven illumination of pictures. This article chooses the automatic white
balance algorithm of dynamic threshold adjustment. This algorithm is similar to the
gray world method and the perfect reflection algorithm. The execution of the algorithm
is divided into two steps: white point detection and white point adjustment. The white
point detection is mainly responsible for completing the white reference point detec-
tion, and the white point adjustment is to complete the correction of the point color by
adjusting each color component. The specific selection and adjustment process can be
found in the document [9].

3.2 Extract Deep Local Features for Digital Archives

After preprocessing, the illumination and rotation angle of the digital archive image
have been corrected. Then we need to abstract the digital archive image, that is, extract
features from the digital archive image. Large-scale image retrieval is one of the
research hotspots in computer vision. In the past ten years, image retrieval systems
have gradually developed from the original manual features and indexing algorithms to
establish methods for global image description through convolutional neural networks
(CNNs). Many research efforts have attempted to achieve retrieval based on the global
features of CNN, and have achieved very good experimental results on small and
medium-sized data. Then when the data set is large-scale and is affected by factors such
as complex background, occlusion, viewing angle and lighting changes, for example, in
the face of large-scale digital archive images, its performance is limited. The global
expression is hard to match the patch-level matching between images well, which
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makes it difficult to complete the partial matching image retrieval when the occlusion
and the background are complex. Recently, the literature [10–12] used CNN to extract
local features to achieve block-level matching. However, these methods are not
specifically designed for image retrieval tasks, so their performance in detecting fea-
tures with semantic information is limited, and the accuracy obtained in practical
applications is not high.

The retrieval system designed in this paper is based on local features. Common
image local features include manual features (such as: SIFT [13], SURF [14], ORB
[15], etc.) and deep local features (such as DELF [16]). The local feature extraction in
this paper is done by DELF Pipeline. First, in order to select the key points of local
features, this paper measures the correlation scores between local features by training a
landmark classifier with attention. To achieve this training, features are processed using
weighted summation pooling, where the pooled weights are obtained by the attention
network. Then, the full convolutional neural network is used to extract the local fea-
tures of key points, the model is ResNet50, and the output layer is conv4_x. In order to
solve the problem of scale transformation, an image pyramid is constructed, and FCN is
used to process the image at each scale separately. Use ResNet50 pre-trained on
ImageNet as a benchmark, and fine-tune the significance of the enhanced local
description. Considering the application in landmark recognition, the training uses
landmark images with annotation information, and the loss function uses standard
cross-entropy loss for image classification problems. A square area is cropped from the
center of the image, and the scale is uniformly transformed to 250 � 250, and a
224 � 224 image is randomly cropped for training. The network summary structure is
shown in Fig. 2:

3.3 Construct Large-Scale Index Based on Lucence

Lucene [17] is a simple and powerful Java-based search library, which can be used in
any application to search for functions. Lucene is an open source project which is

Fig. 2. DELF pipeline as local feature extractor [16]
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extensible. Its high-performance library for indexing and searching almost any type of
document. The Lucene library provides the core business of any search application
required. In this paper, the local features in the digital document are regarded as the
visual words in the document, and the Lucene engine is used to build the indexing and
retrieval system.

Since the visual dictionary is not a standard dictionary, the first step in building an
index system is to generate a visual dictionary. In this paper, the K-Means algorithm is
used to generate a visual vocabulary dictionary based on deep local features through
clustering. Then use a visual dictionary to quantize each local feature in the digital
document, and build an index on the quantized visual words. The index construction
process is completed by the Index Writer component provided by Lucene. The specific
construction process is shown in Fig. 3:

The Index Writer module is mainly used to update or create index. After each
digital document is analyzed by the analyzer, the Index Writer module is used to create
index. The Index Writer module can also be used to store, update, open, and edit index,
and supports incremental addition and dynamic updates of index in digital archives.

3.4 Query of Digital Archives

The retrieval of archives is based on the core retrieval module of the Lucene engine.
Figure 4 illustrates the search process and the classes used. Index Searcher is the

most important and core component in the search process.
We first create the directory containing the index, and then pass it to Index

Searcher, which uses Index Reader to open the directory. Then, create a deadline query
to make the search using Index Searcher pass the search to the query. Index Searcher
returns the Top Docs object contains the search information along with the document
ID of the document that it is the result of the search operation.

Fig. 3. Index process of Lucene Framework
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4 Experiment Results and Analysis

4.1 Experiment Setup

In order to verify the method proposed in this paper, we conducted simulation
experiments on the electronic document database of the power service system. The
database contains: various types of electronic documents such as user contracts,
application forms, electricity meter pictures, ID card scans, etc., totaling about 1 mil-
lion copies. These more than one million electronic documents will be used as system
libraries to build offline indexes for retrieval. At the same time, we also prepared 1,000
copies of paper materials, which were scanned and pre-processed as test data.

The hardware platform of the experiment is: Xeon CPU 1, 64 G memory, GPU card
1080Ti X2, hard disk 5T, software platform includes: Ubuntu 16.0 operating system,
Pytorch deep neural network platform for building Delf Pipeline deep network pro-
cedures, pre-trained Basic network Resnet50, Lucene software and other required
software packages.

4.2 Experiment Results and Analysis

Different dictionary sizes directly affect the accuracy and efficiency of retrieval results.
In order to find a suitable dictionary size, this paper conducts experiments on different
dictionary sizes. The dictionary generation uses the KMeans algorithm. We generate
visual dictionaries of their respective sizes, and the generation time is shown in Table 1
below:

Fig. 4. The detail search process on Lucene Framework

Table 1. Time cost of visual dictionary generation

dictionary size 1000 2000 5000 10000 20000 50000

Generation
Times (s)

57 181 556 2056 4012 11056
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Different dictionary sizes also affect the accuracy of retrieval results. Usually, a
dictionary that is too small is not conducive to distinguishing visual words, while a
visual dictionary that is too large is too sparse. In order to get a higher accuracy of the
results, you need to choose a suitable dictionary size. To this end, this paper conducted
a set of experiments for different dictionary sizes, and the experimental results are
shown in Fig. 5. As can be seen from the figure, when the dictionary size is 20,000
visual words, the system’s retrieval effect is the best. Therefore, this paper chooses
20000 as the size of the visual dictionary.

In order to verify the throughput capacity of the framework proposed in this paper
for archives of different capacities, this paper sets six digital archives of different sizes
and conducts corresponding experiments. The average search time on digital archives
of different sizes is shown in Table 2:

As can be seen from the average retrieval time of Table 2, as the size of the archive
increases, the single retrieval time also increases, but the growth rate is much slower
than the growth rate of the archive, the main reason is that the Lucene framework uses

75

80

85

90

95

100

1000 2000 5000 10000 20000 50000

A
c
c
u
r
a
c
y

Visual Dic onary Size

Top1

Top5

Fig. 5. The variation of accuracy in different visual dictionary sizes

Table 2. Retrieval time and archive size

Archive size AVG retrieval time (ms)

20000 3.31
50000 3.52
100000 3.89
200000 4.02
500000 4.16
1000000 4.35
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inverted index Technology makes the retrieval time almost independent of the size of
the archives, but with the size of the visual dictionary.

5 Conclusion

Enterprise file digitization is the mainstream trend of file management. This paper
proposes a digital archive index management framework based on visual retrieval
technology for the problem of unstructured digital archive management. The frame-
work uses the current mainstream deep local feature extraction scheme DELF Pipeline
to extract features from digital archives and uses distributed inverted index framework
Lucence to build an efficient indexing and retrieval system for digital archives. Through
a large number of simulation experiments, it is proved that the framework can be well
used for the management of enterprise unstructured digital archives, supports dynamic
incremental index construction, and has high retrieval efficiency.
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Abstract. Early detection of gingivitis is crucial for oral health. Dental diag-
nosis and treatment require very high standards of care and a great deal of
experience. To reduce the diagnostic difficulties of dentists, this work proposes a
classification method for gingivitis based on fractional Fourier entropy and
standard genetic algorithm. The fractional Fourier transform was used to extract
the eigenvector fractional Fourier entropy, and the eigencoefficient was substi-
tuted into the classifier of standard genetic algorithm for the classification of
healthy gingival images and pathological gingival images. Experimental results
show that this approach has better performance than existing methods and is
effective in image classification of gingivitis.

Keywords: Gingivitis detection � Fractional Fourier entropy � Standard genetic
algorithm � Feedforward neural network � Image processing

1 Introduction

In recent years, although people tend to pay more attention to the health of teeth, they
often neglect the fact that invisible lesions in the teeth can be a big problem and
therefore miss the best time for diagnosis and treatment. Oral health has many negative
impacts on many countries and individuals. According to the World Health Organi-
zation, oral diseases are estimated to affect 3.5 billion people, particularly periodontitis,
which accounts for about 10 percent of the world’s population [1]. First, in terms of
countries, most low - and middle-income countries are largely unable to provide pre-
vention and treatment due to the high cost of oral health care. Secondly, for individuals,
oral health seems to have little impact on death. Nonetheless, it leaves people in a state
of long-term suffering, which can lead to mental and physical problems. With in-depth
follow-up interviews with 19 adults with gingivitis researched by Pyo, et al. [2],
showing that periodontal disease can lead to tooth loss, seriously affecting important
dietary problems in humans. Most oral problems can be prevented, and early detection
and treatment can effectively control the occurrence of oral diseases. Diagnosis of
gingivitis, an unhealthy dental condition in which gums bleed and swell, is still a big
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challenge for dentists as it is difficult to be detected and chronic inflammation can lead
to possible misdiagnosis by inexperienced physicians. Therefore, Dental records were
particularly important because routine oral examinations relied on previous experience
significantly [3].

There are various research topics focused on artificial intelligence-based dental
diagnosis in recent years. The main research models are mainly used to detect and
predict or enhance the color of diagnoses images. The study of models for detection
and prediction improves the performance of automatic detection. Li, et al. [3] found
producing data recording through a combination of three approaches, including a
contrast-limited adaptive histogram equalization, Gray Level Co-Occurrence Matrices,
and an extreme learning machine, were more effective when compared to other
advanced methods. Thakur, et al. [4] used sigmoid-based multilayer neural networks
and the Levenberg-Marquardt training algorithm to identify early symptoms and risk
factors in periodontal disease and gingivitis. According to Sudheera, et al. [5], the
research of the K-means method was used to detect the amount of dental plaque in the
dental area to support image segmentation and tooth image diagnosis. The research by
JH, et al. [6], using GoogLeNet Inception v3 CNN and 3000 dental X-ray images to
diagnose and predict premolars and molars caries and periodontal damage teeth. Aberin
and Goma [7] proposed that the microscopic plaque image detection based on the
neural network can be divided into healthy and unhealthy, and tested the AlexNet
architecture as the best architectural model for using convolutional neural network.
Zhu, et al. [8] proposed automatic tooth detection and segmentation based on natural-
color images of mask R-CNN, and the model can support a small number of modifi-
cations to adapt to other types of detection segmentation and evaluation. You, et al. [9]
proposed an AI model for the detection of dental plaque that has been tested to a
clinically acceptable level. Most families can easily afford video cameras, making it
easier to monitor children’s oral hygiene. The study of models for color enhancement
provides higher quality images for detection. To assist in the classification of gum
disease, Rana, et al. [10] proposed a CNN with annotation training by dental profes-
sionals to provide color-enhanced pixel-level segmentation of intra-oral images. Hat-
vani, et al. [11] studied a method based on two CNN architectures, a subpixel network,
and U-net network to enhance and improve the resolution of dental CT images. Hu,
et al. [12] used the antagonistic network generated by Wasserstein generative adver-
sarial (WGAN) to perform enhanced correction for low-dose dental CT imaging.

The above methods have achieved some results in image enhancement, segmen-
tation, and detection, but each method has the error calculation caused by image quality
requirements or insufficient test data. Therefore, we provide a new and more efficient
algorithm. The development of the algorithm was based on the feature vectors of
gingivitis images extracted by fractional Fourier entropy (FRFE), as well as the usage
of a standard genetic algorithm (SGA) for neural network optimization and image
classification. This combination of the algorithm is superior to other advanced gin-
givitis detection methods owing to the algorithm improves the image accuracy and
simplifies the detection space and process. Our contribution is to propose a model
characterized by high quality, high precision, and low time consumption, which can
improve the overall diagnostic efficiency, with the provision of early prevention
information reduce the incidence of gingivitis.
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The remnant of this paper is organized as follows. Section 2 introduces the method
used in our experiment. Section 3 mainly describes the data used in the experiment and
discusses the experimental results. Section 4 concludes this research and forecasts
future research in different fields.

2 Methodology

In this study, we used a new detection method. A detection model by using the
fractional Fourier entropy (FRFE) and standard genetic algorithm (SGA). We first used
the two-dimensional fractional Fourier transform (2D - FRFT) for gingivitis images and
then used Shannon entropy to extract the eigenvectors of the 2D - FRFT spectrum.
A standard genetic algorithm was used to optimize weights and biases in feedforward
neural network (FNN) for modeling. Finally, the model was used to classify gingivitis
images. The progress shown in Fig. 1.

2.1 Fractional Fourier Entropy

The fractional Fourier entropy (FRFE) can be regarded as an images feature, which was
first proposed by Wang, et al. [13]. In the field of image classification, although discrete
wavelet transform (DWT) has more advantages than traditional Fourier transform as a
common method, DWT is easily affected by the selection of optimal decomposition
level and optimal wavelet function. Moreover, FRFE has better performance and
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Fig. 1. Image classification based on FRFE and SGA
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precision than DWT. Therefore, we choose to extract FRFE as the eigenvector for
image preprocessing.

FRFE is based on feature vectors extracted from original images, which can greatly
reduce the unnecessary detection space, improve the accuracy by directly detecting
feature vectors, and reduce the time needed for detection and analysis. The core
principle of getting fractional Fourier entropy is to extract features by Shannon entropy
through fractional two-dimensional Fourier transform (2D - FRFT) spectrum. The
value of a-angle obtained by the fractional Fourier transform (FRFT) [14, 15] of a
specific function z tð Þ is defined as ua, and its equation is as follows:

ua wð Þ ¼
Z þ1

�1
Ka t;wð Þz tð Þdt ð1Þ

In this formula, w refers to frequency, t represents time. The transformation kernel
function K [16], where i was defined as Imaginary units which can be interpreted as:

Ka t;wð Þ ¼ 1� icotað Þ12�exp ip w2cota� 2wtcscaþ t2cota
� �� � ð2Þ

2D - FRFT is transformed by FRFT, where 2D - FRFT contains two angles, a and b,
and the angles are represented by ua;b. Meanwhile, Shannon entropy is used to extract
the entropy of the 2D - FRFT as H, Suppose the probability mass function of a value
set c1; c2; . . .; cj

� �
is S Cð Þ, C is a discrete random variable belonging to the value set.

S Cð Þ shows below:

H Cð Þ ¼ F �ln S Cð Þð Þ½ � ð3Þ

The expected value is defined as F, then the following:

H Cð Þ ¼
Xn

j¼1
S Cj
� � �ln S Cj

� �� �� � ð4Þ

Hence, the FRFE formula of the Gum image represented by D is assumed to be:

D �ln S Cj
� �� �� � ¼ H ua;b �ln S Cj

� �� �� �� � ð5Þ

2.2 Feedforward Neural Network

As one of the most widely used and rapidly developed artificial neural networks,
feedforward neural network (FNN) has the advantages of good generalization ability
and back-propagation learning. The FNN we adopted is attributed to its easy imple-
mentation of multidimensional data processing. The model with well-trained weights
can avoid manual feature selection and manual image processing.

FNN is a network that does not consider the type of data entry, where the data can
possibly have any special structures. FNN is a unidirectional multi-layer structure
consists of three parts: an input layer, a flexible number of hidden layers, and a final
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output layer. The main process shows in the bottom right in Fig. 1 is to reach the
expected output target after the given input parameters are processed by hidden layer
neurons.

The FNN has strong fitting ability. As for a hidden layer containing enough neu-
rons, the multi-layer FNN can approach the continuous function of arbitrary complexity
with arbitrary precision.

It is necessary to establish the overall structure of neural network before training
weights and biases to make the best work of FNN. The use of an approximation
theorem [17–19] can improve the fitting degree of FNN and make it closer to the high-
performance model needed by the experiment [20]. The framework of FNN is influ-
enced by the number of hidden layers and hidden states, and the optimal number of
hidden layers and the number of neurons can improve the speed and efficiency of FNN
by controlling and deleting some layers and nodes [21]. Finally, FNN is trained with
various optimization algorithms including back-propagation [22] and particle swarm
optimization [23] to obtain the best weights and biases.

However, it’s a complex process to design FNN that requires designers to focus on
the optimization of various design parameters. It requires a large number of data and
tuning parameters, and it requires a better hardware configuration of the computer.
These methods cannot get perfect results completely, because the over-fitting state may
occur due to the ultra-high or ultra-low values in the operation process. At the same
time, the problem of gradient disappearance may arise. Besides, the specific definition
of the hidden layer also hard to find a breakthrough solution.

2.3 Standard Genetic Algorithm

Several algorithms have been used to detect gingivitis. According to the studies of
predictive methods for periodontal disease by Papantonopoulos, et al. [24], the best
predictive results were found to be artificial neural networks with an efficiency of 90–
98%. Compared with the local optimal solution of the optimization problem and the
solution result strongly depends on the initial value of the traditional optimization
algorithm, the genetic algorithm can find the global optimal solution of the optimiza-
tion problem and the optimization result is independent of the initial conditions. The
advantage of the genetic algorithm lies in its powerful and fast random searching
ability. A genetic algorithm starts with a group, retains potential possibilities, and
compares multiple individuals at the same time. With randomness and extensibility, it
can carry out probability iteration and is easy to be combined with other algorithms.

As the pioneer of presenting genetic algorithms, John Holland has brought this
concept forward according to the natural evolution theory proposed by Charles Darwin
and the idea of inherited traits [25]. Because it can imitate the natural evolution of the
population to obtain improved adaptability through iteration, this algorithm is widely
used in optimization problems [26].

The genetic algorithms process can be interpreted as: a group of selected random
individuals is considered as initial samples, where the highly adaptive ones with the
best genetic factors inherited from multiple generations are chosen, and those with
extraneous conditions are eliminated through evaluation and calculation. Moreover,
those with’elite genes’ will be screened and continuous crossover and mutation, and
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inherit excellent genes. This iterative process continues until a given number of gen-
erations or reached termination conditions, which means the fitness function is mini-
mized [27].

Although genetic algorithms can obtain the global optimal solution, it shows
weakness in local searchability. In the iteration process, the parameters tend to con-
verge prematurely, and the iteration results are easily affected by the parameters,
resulting in the deterioration of the iteration quality.

2.4 10-Fold Cross Validation

Ten-fold cross-validation is a common method to test the accuracy of algorithms [28].
A 10-fold cross-validation scheme was used to prevent neural network over-fitting
during training [29]. The implementation of the scheme is to randomly divide the data
set into 10 folding subsets of equal size. After 10 times of iteration and learning, nine
folds were used in turn to build the model, while the rest part was used for test data.
The final observed value is obtained by averaging the results of the 10 iterations. The
process of Ten-fold cross-validation is shown in Fig. 2. P represents the algorithm
precision;

The repeatability of Ten-fold cross-validation is a vital factor for its reliability. The
possibility of variation leads to single cross-validation that does not have the author-
itative ability to get the best model. For robust model selection, it is necessary to
summarize loss function based on the repeated Ten-fold cross-validation. However,
there are some cases that shows even Ten-fold cross-validation is not substantive
different from Five-fold cross-validation or Twenty-fold nested cross-validation.
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Fig. 2. Ten-fold cross validation
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3 Experiment Results and Discussions

3.1 Dataset

We obtained the dataset from five patients who suffered from gingivitis from Nanjing
Stomatological hospital [3]. The two digital single lens reflex (DSLR) were leveraged
to collect the teeth images from the patients randomly. Our dataset contains 180 teeth
images in total, 90 of gingivitis and 90 of normal control. The field of view ranges from
51 mm to 200 mm and the voxel resolution ranges from 0.1 mm to 0.39 mm. In order
to get a clear view of the teeth areas, the width and length of the samples were manually
adjusted. The two samples of the two classes are presented below in Fig. 3.

3.2 The Results of Fractional Fourier Entropy

Take Fig. 3(a) as example, the fractional Fourier transform (FRFT) results are shown in
Fig. 4. illustrates 25 FRFT decompositions from an image of gingivitis. 25 different (a,
b) combinations are adopted, and both a and b fall into the set of 0:1; 0:3; 0:5;f
0:7; 0:9g. In the coordinates composed of (a,b), each point has a specific radian and
Angle, forming the frequency domain of two-dimensional space. In the experiment, we
chose 25 vector angles. For each dimension, the value varies from 0.1 to 0.9 with an
increase of 0.2, therefore a dimension has five values. After the combination, we have a
total of 25 vector angles, that are (0.1, 0.1) (0.1, 0.3),… (0.1, 0.9) (0.3, 0) (0.3, 0.3)…
(0.3, 0.9)… (0.9, 0.1) (0.9, 0.2),… (0.9, 0.9). When the two angles are closed to zero,
FRFT is an operator that contains no spectral information. If each Angle is increased by
nearly one, FRFT tends to be downgraded to standard Fourier transform (FT).

We compute the entropy of the spectrum function. The fractional Fourier entropy
(FRFE) of Fig. 4 is shown in Table 1 displayed the eigenvalue of FRFE. As we can
see, the smaller the FRFE value, the clearer the image. FRFE is a very effective feature
and 25 FRFE features can be used to distinguish between gingivitis and normal gums.

Through the inverse FRFT, the image is processed with contour enhancement and
pseudo-color mixing to obtain a clearer image. In other words, the higher the frequency
of the frequency domain, the higher the image resolution. The comparison of wavelet
entropy, wavelet energy and fractional Fourier entropy with the data set was verified for

(a) Gingivi s 
sample

(b) Healthy 
control

Fig. 3. Samples of our dataset
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10 times by k-fold stratified cross validation [13] showed that the precision of fractional
Fourier entropy was significantly better than the other two, which proved that FRFE
had better performance. Therefore, FRFE is an effective feature and 25 FRFE features
can be used to distinguish between gingivitis and normal gums.

Fig. 4. Result of FRFT

Table 1. Entropy of FRFT results

7.2419 7.4880 7.7129 7.2583 5.9228
7.5116 7.6508 7.7715 7.2006 6.0655
7.6872 7.7672 7.6223 6.8215 6.0606
7.2089 7.1218 6.7780 6.2063 5.7013
5.7594 5.8675 5.9138 5.6230 5.2195
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3.3 The Results of Standard Genetic Algorithm

This part is a performance test obtained by 10 cross verifications of fractional Fourier
entropy and standard genetic algorithm (FRFE - SGA) method. Five criteria of sen-
sitivity, specificity, precision, accuracy and F1 score were compared in the validation
set. The results of the proposed FRFE - SGA method is shown in Table 2, with the last
row showing the mean and standard deviation values. The sensitivity, specificity,
precision, accuracy, and F1 score of our method were 78.00 ± 2.71%, 76.56 ± 3.00,
76.97 ± 2.29, 77.28 ± 1.90, and 77.43 ± 1.92.

3.4 Comparison to State-of-the-Art Approaches

The proposed fractional Fourier entropy and standard genetic algorithm (FRFE - SGA)
method is compared with the most advanced method, as shown in Table 3. The Sen-
sitivity, Specificity and Accuracy of Naive Bayes classifier (NBC) [30] were 66%, 62%
and 64%, respectively. The second method, using the classification method of Wavelet-
energy (WE) [31], gained the values of 62% (sensitivity), 68% (specificity) and 65%
(Accuracy). The third method, Grey-level cooccurrence matrix and Extreme learning
machine (GLCM - ELM) [32], showed a Sensitivity of 72%, a Specificity of 70% and
an Accuracy of 71%. The last method is Contrast-limited adaptive equalization, Gray-
level cooccurrence matrix, and Extreme learning machine (CLAHE - GLCM - ELM)
[3]. This method has the highest values of Sensitivity, Specificity, and Accuracy, 75%,
73%, and 74%, respectively. However, the values of Sensitivity, Specificity and
Accuracy in our FRFE+SGA were 78.00 ± 2.71%, 76.56 ± 3.00% and 77.28 ±

1.90%, respectively. The results fully demonstrate the superiority of FRFE+SGA
algorithm.

Table 2. Result of proposed FRFE-SGA method

Run Sen Spc Prc Acc F1

1 80.00 75.56 76.64 77.78 78.25
2 81.11 72.22 74.54 76.67 77.68
3 77.78 72.22 73.69 75.00 75.66
4 77.78 78.89 78.66 78.33 78.21
5 75.56 76.67 76.42 76.11 75.96
6 77.78 81.11 80.47 79.44 79.10
7 82.22 76.67 77.88 79.44 79.99
8 72.22 76.67 75.58 74.44 73.82
9 78.89 81.11 80.68 80.00 79.78
10 76.67 74.44 75.09 75.56 75.84
Mean+SD 78.00 ± 2.71 76.56 ± 3.00 76.97 ± 2.29 77.28 ± 1.90 77.43 ± 1.92
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4 Conclusions

In this paper, a new gingivitis detection method combining fractional Fourier entropy
(FRFE) and standard genetic algorithm (SGA) is proposed. Different from previous
methods, the image segmentation before classification only requires extraction of
feature vectors and automatic processing of the algorithm, which can obtain better
feature image quality than the current methods. The quality of the image affects the
detection result of the classifier. The FRFE - SGA method is tested to have a better
detection effect than the latest algorithm, which indicates that the FRFE - SGA method
can effectively assist doctors in diagnosis and improve the diagnosis efficiency.

Our algorithm may be further applied to other pathological tests in future studies,
and meanwhile, the overall algorithm can be improved and optimized in the subsequent
experiments to reduce the overfitting problem and improve the detection accuracy. This
research will help not only dentists but also other types of doctors get rid of the difficult
task of diagnosis. In the future, deep learning [33–35] approaches will be tested to help
enhance the gingivitis detection performance.
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Abstract. Credit management system is an important part of electricity market
construction. Firstly, this paper expounds the necessity and basic requirements
of credit management in electricity market. Then it comprehensively compares
and analyses the credit management system of PJM, ERCOT and Guangdong
electricity market. On the basis of the above research, the paper takes full
account of the factors such as market risk management system, types of elec-
tricity transactions, market settlement cycle and so on. The key factors and the
general rules to be followed in the design of electricity market credit system are
analyzed for four aspects: credit limit requirements, calculation of unsecured
credit limit, calculation of guaranteed credit limit and credit risk assessment.
Finally, regarding to China’s national conditions, the paper puts forward some
opinions and suggestions on the construction of credit management system in
China’s electricity market for four parts: the construction of credit rating system,
the establishment of risk coverage period and risk calculation index, the
acquisition method of guarantee credit line and the object of credit management.

Keywords: Electricity market � Credit management � Credit limit � Credit
risks � System design

1 Introduction

Credit management is a specialized technique for creditors to scientifically manage
credit transactions to control credit risk [1]. As a special commodity, electricity cannot
be stored in large quantities, and the production and consumption of electricity must be
completed at the same time. Due to the special nature of power commodities, the
delivery and settlement of power commodities are usually not synchronized, which is
the main reason for the credit risk in the power market. The role of the power market
credit management system is to assess the credit risk of market entities, and to avoid
market credit risk through a series of management measures to reduce the possibility of
bad debts in the market [2].

The United States is one of the countries with the largest credit economy, the most
developed credit management industry, and the most complete social credit system in
the world. The construction of the US regional power market credit management
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system is based on the development of the US credit system for more than 200 years,
and is closely related to the industry credit information system, credit service agencies,
credit demand entities, credit supervision, and credit guarantee and support systems. In
1996, the US Federal Energy Regulatory Commission FERC issued Order 888, which
requires the opening of transmission networks and encourages the establishment of
power operators, marking the beginning of the market-oriented reform of the US power
industry. After the promulgation of the regulations, the United States gradually
established 10 regional power markets, all of which have established a relatively
complete power market credit management system [3–11]. In all regional power
markets, the marketization level of PJM and ERCOT is relatively mature, the risk
management capabilities are relatively sound, and the power market credit management
system implemented is the most typical.

Compared with the United States, the current domestic legal provisions are not yet
complete, the credit management system is not yet perfect, and the credit evaluation of
the power industry is still in the primary stage of development. In June 2015, the China
Electricity Council issued four credit evaluation standards for the power industry,
including the “Credit Evaluation Standards for Power Enterprises”, which was the first
industry credit evaluation standard issued by China [12]. In March 2015, “Several
Opinions on Further Deepening the Reform of the Electric Power System” of the
Central Committee of the Communist Party of China (Zhongfa No. 9) was officially
released, marking the official start of the power system reform, while clearly proposing
the relevant requirements for establishing and improving the credit system of market
entities. The pilot provinces of the electricity market have successively issued measures
for credit management of the electricity market according to the actual situation: In
January 2018, Yunnan Province issued the “Credit Evaluation Mechanism for Subject
Transaction Behaviors of Yunnan Electricity Market (Trial)” [13], establishing a
“three-tier five-tier system” credit evaluation system. In August 2018, Guangdong
Province issued the “Guangdong Electricity Market Transaction Credit Management
Measures (Trial)” and established a credit management system based on bank per-
formance guarantees [14]. Compared with the United States, China’s credit manage-
ment mechanism is relatively backward, mainly reflected in the fact that the credit
assessment does not consider the financial status and assets of market entities.
Meanwhile, The market risk assessment is relatively coarse-grained and the manage-
ment objects are relatively limited.

This article first expounds the universality requirements of the credit management
system of the electricity market, and then takes the US PJM electricity market, ERCOT
electricity market and Guangdong electricity market as examples to analyze the credit
management systems of the three electricity markets in detail. On this basis, for the key
elements of the power market credit management system, including credit limit
requirements, unsecured credit limit calculation, secured credit limit calculation, and
credit risk assessment, we analyze the internal logic of the power market credit man-
agement system construction.

Based on the above analysis conclusions, combined with China’s national condi-
tions and network conditions, China’s power market credit management system is
recommended.
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2 Basic Requirements for Credit Management
in the Electricity Market

The unsynchronized delivery and settlement of power commodities is the main cause of
credit risk in the power market. In the power market, the Central Counter Party (Central
Counter Party) is generally introduced as the settlement subject. It is connected
between the contract counterparties and becomes the “buyer’s seller” and “seller’s
buyer”, as the only counterparties of all settlement participants [15]. After the central
counterparty accesses the contractual relationship between the buyer and the seller, it
assumes the credit risk of all settlement participants. In order to control the risks borne
by the central counterparty, the basic requirements for credit management that market
entities need to meet are:

R� L ð1Þ

In the formula, R is the credit risk of market entities, and L is the credit limit of market
entities.

The credit risk of market entities refers to the unpaid debts of the market entities,
the unsettled transaction amount and the default costs of market members. Credit risk is
usually evaluated based on historical transaction data, and the corresponding historical
transaction period referred to as the risk lookback period [16]. Taking PJM as an
example, the long-term credit risk will be determined with reference to the historical
52-week transaction amount every April/October, and the risk retrospective period is
52 weeks. According to the risk management requirements, each market must clarify
how long the future transaction costs need to be covered by credit risk, and the length
of time covered is called the risk coverage period. Different markets have different risk
coverage periods due to different trading varieties, different evaluation methods, and
different management requirements.

The credit limit of a market entity refers to the credit transaction limit given by the
market entity according to its business, management, and financial conditions. Most
power market credit lines are divided into unsecured credit lines and secured credit
lines. The former is given by market credit management agencies or settlement
agencies, and the latter is obtained by market entities paying collateral or collateral.
Different power markets count There are different types of mortgage guarantees for
guarantee lines of credit. That is, the credit limit of the market entity can be expressed
as:

L ¼ Lc þ Luc ð2Þ

In the formula, Lc is the secured credit limit, and Luc is the unsecured credit limit.
The unsecured credit limit Luc usually takes the product of a certain type of asset of

the market entity and a specific ratio, and the unsecured credit limit generally has a
maximum amount requirement:
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Luc ¼ kA ð3Þ
Luc � Luc�cap ð4Þ

In the formula, k is the asset ratio, which represents the percentage of certain types of
assets of the market entity included in the unsecured credit limit; A is certain amounts
of assets for market entities; Luc�cap is the upper limit of the unsecured credit limit.

The asset ratio k is directly related to the credit score or credit rating of the market
entity. The higher the credit score or credit rating, the higher the asset ratio k, and the
higher the corresponding unsecured credit limit. A certain amounts of assets of market
entity A usually refers to the tangible net assets of the market entity, and some markets
use the total assets of the market entity minus the total debt. At the same time, each
market also puts forward corresponding requirements on the unsecured credit limit
upper limit Luc�cap according to its degree of risk preference, market entity’s operating
status, financial status, etc.

3 Introduction to the Credit Management System of Major
Power Markets in the US and China

3.1 PJM Power Market Credit Management System

3.1.1 Credit Line Management Requirements
PJM limits the amount of transactions by calculating the credit limit of each market
entity. The calculation method of the credit limit is shown in formula (2). If the market
settlement agency finds that the credit limit of the market entity has not met the
requirements, it will require the collateral to be added within 2 working days, otherwise
it will impose a fine on the defaulting entity; when the collateral cannot be added or the
penalty is paid, the default allocation mechanism will be activated, And restrict the
entity’s trading behavior, the defaulting entity will not be able to quote and trade until
the default is lifted [7, 8].

3.1.2 Unsecured Credit Limit Calculation
The calculation method of the unsecured credit limit of the PJM market entity is the
same as formula (3). The asset ratio used to calculate the unsecured credit limit is as
follows:

kPJM ¼ 2:5%� SC � 40ð Þ=60 ð5Þ

In the formula, kPJM is the asset ratio of the unsecured credit line of the PJM market
entity, and SC is the credit score of the PJM market entity.

PJM uses a combination of external agency ratings and internal ratings to calculate
the credit score of market entities. The rating of external institutions generally adopts
Senior Unsecured Debt ratings for market entities. If the ratings of two external rating
agencies are different, the average value is taken. Any market entity with a rating of BB
+ or below cannot be unsecured.
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3.1.3 Calculation of Guaranteed Credit Line
PJM market subject guarantee credit lines mainly include cash or letters of credit issued
by financial institutions (external ratings of A or above). If the financial institution that
issued the letter of credit has a rating other than A, another financial institution with a
rating of A is required to guarantee the institution.

The long-term credit risk is based on the historical weekly transaction amount as
the evaluation basis, and the maximum value of the sum of the actual transaction
amount of the consecutive 1–3 weeks in the past six months is calculated:

Ethree�week�peak ¼ max PN ; sum PN ;PNþ 1ð Þ; sum PN ;PNþ 1;PNþ 2ð Þ½ �;N 2 last 24weeks

ð6Þ

In the formula, Ethree�week�peak is the long-term credit risk of market entities, and
PN is the total trading volume of market entities in week N. This value is reset to
Ethree�week�peak in the past 52 weeks every April/October. The total credit limit of
market entities needs to be consistently higher than long-term credit requirements,
namely:

Luc þ Lc �Ethree�week�peak ð7Þ

The short-term credit risk mainly covers the amounts of unpaid bills, the amount that
has not yet been settled in the settlement system, and the risk arising from the expected
market behavior. PJM market entities need to ensure that the short-term credit risk does
not exceed 75% of the total credit limit (also known as operating credit Limit).

0:75� ðLuc þ LcÞ�Eshort ð8Þ

In the formula, Eshort is short-term credit risk.
In addition, the financial transmission right (FTR) as a pure financial transaction

has its additional risks, so PJM requires market participants participating in FTR
transactions to pay additional collateral.

3.2 ERCOT Power Market Credit Management System

3.2.1 Credit Line Management Requirements
ERCOT requires that the sum of financial guarantees (composed of mortgage guarantee
amount, remaining guarantee amount, etc.) of all market entities and unsecured credit
amount needs to be greater than or equal to the total potential credit risk (Total
Potential Exposure). The total potential risk TPE can be divided into two parts, TPES
and TPEA, which reflect the credit risk of market participants participating in the
blocking of income rights and the credit risk of participating in other trading varieties.
ERCOT requires that the market subject’s TPES must be less than the mortgage
guarantee amount, and the TPEA must be less than the sum of the unsecured credit
limit and the remaining guarantee amount:
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TPES� Lsc and TPEA� Luc þ Lrc ð9Þ

In the formula, Lsc is the mortgage guarantee amount of the market entity. In the
ERCOT power market, it specifically refers to the sum of the letter of credit, perfor-
mance guarantee, and cash provided by the market entity; Lrc is the remaining guar-
antee amount of the market entity.

If the above conditions are not met, ERCOT can cancel the market subject’s right to
conduct transactions until the above conditions are met. During this period, market
entities need to manage market transactions, reduce transaction risks, or increase credit
lines by adding financial guarantees.

3.2.2 Unsecured Credit Limit Calculation
On the basis of meeting the upper limit of unsecured credit limit proposed by FERC,
ERCOT divided the unsecured credit limit of market entities into four categories for
discussion: The first category is unpublished power cooperatives or rural public utility
services with a tangible net worth of less than US$100 million (satisfying the relevant
terms) distribution or electricity supply borrowers. The second category is municipal
public utilities with unpublished ratings or tangible net assets of less than US$100
million. The third category is publicly rated companies with tangible net assets greater
than US$100 million. The fourth category is companies with undisclosed ratings and
tangible net assets greater than US$100 million. ERCOT has discretionary power over
the unsecured credit lines of market entities, and can propose market entities to provide
necessary financial information to support calculations based on actual needs.

3.2.3 Calculation of Guaranteed Credit Line
ERCOT accepts market entities to provide financial guarantees in four ways: (1) Indi-
viduals who already have unsecured credit lines in the market can provide central
counterparties with a guarantee of up to US$50 million; (2) Unconditional, irrevocable
letters of credit whose beneficiary is ERCOT, which limits the amount of letters of
credit for different credit ratings of letters of credit; (3) The beneficiary is ERCOT’s
performance guarantee, which has credit requirements for the performance guarantee
issuing company, and the maximum amount of each performance guarantee is USD 10
million; (4) Provide cash guarantee. The latter three methods are collectively called
mortgage guarantees, corresponding to Lsc in Eq. (9).

3.2.4 Credit Risk Assessment
The total potential risk TPE is divided into TPEA and TPES.TPEA considers estimated
debt according to the type of transaction, mainly including real-time market estimated
debt, day-to-day market estimated debt, OTC bilateral transaction estimated debt, and
also considered unsettled debt and unpaid items. TPES mainly considers the debt that
may arise from blocking equity transactions. Congestion Revenue Rights (CRR) is a
financial instrument. When the ERCOT transmission network is congested a few days
ago or in the real-time market, it can avoid the congestion risk caused by the node’s
marginal electricity price by charging CRR holders or giving congestion compensation.

602 Y. Hongdou and C. Xiaoxiao



CRR is divided into two types: point-to-point liability and point-to-point option. TPES
mainly considers the possible risk exposure of these two transactions.

3.3 Guangdong Electricity Market Credit Management System

3.3.1 Credit Limit Management Requirements
In Guangdong power market, the credit limit of the market subject is divided into
trading credit limit and settlement credit limit. If the market subject participates in
medium-term and long-term market transactions, the transaction credit amount shall be
greater than or equal to the trading performance risk, and if the market entity partici-
pates in the settlement of the electricity market, the settlement credit amount shall be
greater than or equal to the settlement performance risk:

Ls;trade �Etrade and Ls;settle �Esettle ð10Þ

In the formula, Ls,trade is the market performance guarantee, Ls,settle is the settlement
performance guarantee letter of the market entity, Etrade is the transaction performance
risk of the market entity. Esettle is the settlement performance risk of market entities.

If the market entity’s transaction credit occupancy limit is equal to or greater than
100%, its trading qualification in the medium and long-term market is suspended, and
the typical curve contract of the medium-term and long-term electric energy market is
forced to be processed; If the market entity’s settlement market credit occupancy
amount is equal to or greater than 100%, then the holding of medium-term and long-
term contracts such as the year, month, and week of the delivery month, spot market
transaction results, and related retail contract settlement qualifications will be
suspended.

3.3.2 Calculation of Guaranteed Credit Limit
The Guangdong Electricity Market has not yet conducted an unsecured credit limit
assessment of market entities. It mainly accepts the establishment of guarantee credit
lines for market entities in the form of performance guarantees. Depending on the
situation, cash guarantees can also be used on the premise of the market entity’s
willingness.

3.3.3 Credit Risk Assessment
Market performance risk is divided into transaction performance risk and settlement
performance risk. The transaction performance risk mainly considers all the single-
symbol holding contract transaction risk, and the settlement performance risk mainly
considers the historical arrears of the market subject, the outstanding bill fee, the
liquidated transaction fee and the unliquidated transaction fee.
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4 Logical Analysis of the Credit Management System
of Power Market

Credit management system is an important link in the power market, its design should
be coordinated with the top design of the power market, combined with the actual
situation of the market, fully consider the market risk management system, power
trading varieties, market settlement cycle and other factors of the overall principle. To
this end, this section will have an in-depth discussion on some key elements of the
electricity market credit management system, including credit limit requirements,
unsecured quota calculation, secured quota calculation, credit risk assessment, etc., and
analyze the internal logic and the law of universality.

4.1 Basis for Formulating Credit Limit Requirements

The credit limit requirement is the most important rule in the credit management
system, and is the criterion for judging whether the market subject can continue to
participate in the transaction. The basic idea of setting the credit limit requirements in
each power market is the same, that is, the credit limit of the market subject is sufficient
to cover credit risk, reduce the settlement risk of the central counterparty in the market,
and reduce the possible bad debts in the market. Based on the above research results,
under the premise of observing the basic ideas, each market has different requirements
for the refinement of the credit limit, mainly from two dimensions, namely the trans-
action cycle and the transaction type (Table 1).

From the perspective of transaction cycle, power market operating agencies gen-
erally put forward long-term credit limit requirements and short-term credit limit

Table 1. Comparisons of major electricity markets in the United States and China

District Credit limit
requirements

Unsecured amount
calculation

Guarantee
dissonation
calculation

Credit Risk Assessment

PJM Formula (2),
(7)
Formula (8)

External ratings
combined with
internal scoring

Letter of
credit cash

Long-term credit risk,
short-term credit risk, FTR
trading risk

Rating scoring
corresponds to asset
ratio

ERCOT Formula (2),
(9)

Calculated by user Letter of
guarantee

Credit risk of blocking
income rights transactions
Credit risk of other trading
products

Have discretion Performance
guarantee cash

Guangdong Formula
(10)

/ Performance
Guarantee
Cash

Transaction performance
risk
Settlement performance
risk
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requirements. The long-term and short-term referred to here are relative concepts: it can
be a trading cycle that strictly corresponds to the market trading varieties. For example,
the Guangdong market considers the transaction performance guarantee to cover the
risk of medium-term and long-term contract transactions, and the settlement perfor-
mance guarantee covers the medium-term and long-term, day-to-day, and real-time
transactions risk; it can also be corresponding to the time of resetting the credit limit,
such as PJM’s long-term credit requirements are reset once a week, and short-term
credit requirements are reset once every billing day. In terms of transaction types, most
markets have additional credit requirements for pure financial transaction types. For
example, PJM requires additional collateral for market entities participating in FTR
transactions and ERCOT for market entities participating in CRR transactions.

In addition, the credit limit requirements of different power markets will be
implemented in conjunction with corresponding credit limit warning, credit supplement
management and other measures.

4.2 Selection of Calculation Methods for Unsecured Credit

The unsecured credit limit of market entities must be established on a sound social
credit system, including the legal guarantee mechanism for information disclosure, the
market-oriented operation mode of credit information services, the wide application of
credit rating products, and the strong credit awareness of market entities. As can be
seen from the comparison of the power markets in China and the United States, due to
the current imperfect social credit system in China, it is impossible to assess the
unsecured credit lines of market entities for the time being.

The calculation of unsecured credit lines depends on the credit ratings of market
entities. Credit ratings can be provided by a third-party credit agency recognized by the
settlement agency or through the internal credit rating method of the settlement agency.
Most power market settlement agencies tend to encourage market members to carry out
third-party credit agency ratings. ERCOTmarket settlement institutions accept the credit
ratings of market entities in Standard and Poor’s, Fitch and Moody, and use this as the
basis for calculating unsecured credit lines; PJM’s highest score for market participants
participating in internal scoring is only 86.5 points, and the highest score for market
participants participating in third-party credit agency ratings is 100 points, which also
shows that market settlement agencies trust the third-party credit agencies more.

The policy tendency of the electricity market is also an influencing factor for
unsecured credit lines. Taking ERCOT as an example, a higher asset ratio is provided
to public institutions as the basis for calculating the unsecured credit limit. In addition,
it is worth mentioning that the unsecured credit limit is essentially a leverage for market
transactions. If the market transaction leverage is too high, it means that the overall
market risk is increased. Therefore, most power markets make restrictions on the
unsecured credit limit of market entities limit.

4.3 Selection of Calculation Method of Guaranteed Credit Line

In all power markets, cash is the basic way to provide guaranteed credit lines, and it is
also the least efficient way to operate the market. It is reflected in two aspects: if only
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cash is used as a guaranteed credit line, it will occupy a lot of resources for market risk
prevention, not It is conducive to the effective operation of the market; at the same
time, the way of using cash as the guarantee credit line ignores the difference between
market entities, which is unfair to market entities with good reputation.

Based on the support of the social credit system, the electricity market has
expanded the method of obtaining guaranteed credit lines, allowing market entities to
provide letters of credit, performance guarantees, and guarantees as guarantee credit
lines. On the one hand, this approach reduces the proportion of cash flow in the
guaranteed credit line and improves the market’s operational efficiency; on the other
hand, it transfers market risks to banks and insurance companies to improve the
market’s ability to resist risks.

In some markets, out of control over market risks, there are credit rating regulations
and guarantee limits for companies that provide letters of credit, performance guar-
antees, and guarantees.

4.4 Credit Risk Assessment Method

The credit risk assessment of the power market is based on historical transaction
sourcing, assessing historical debt, outstanding debt, outstanding debt, the cost of
default of market entities and potential future risks. Credit risk assessment focuses on
the choice of risk coverage and risk backtracking. The risk coverage period is related to
the market trading variety, trading cycle, settlement period and settlement process,
while the risk retrospective period is mainly related to the requirements of market
members.

The following is an example of the impact of the settlement process on credit risk
assessment. Considering the pre-date trading varieties of a market, the settlement
method is “day-clearing week closing”. Suppose that a week is defined as Sunday to
Saturday, the bill is issued on Thursday of the week after the delivery of electricity and
expires on Wednesday, two weeks after the delivery, and that the market entity is a
power company, and that the user agent relationship needs to be transferred one week
after the default is prohibited from trading in the market, the time series is as follow
(Table 2):

Table 2. Time series table of market participants

Sunday Monday Tuesday Wednesday Thursday Friday Saturday

Week n-2 5.20 5.21 5.22 5.23 5.24 5.25 5.26
Unexpired debt amount (bill 6.6 due)

Week n-1 5.27 5.28 5.29 5.30 5.31 6.1 6.2
Unexpired debt amount (bill 6.13 due)

Current
week
Week n

6.3 6.4 6.5 6.6 6.7 6.8 6.9
Delivered but not settled Future risk

Week n-2 bill
expiry date

Week
n-1bill
Issuing
date

Week n Agent
Relationship
transfer

606 Y. Hongdou and C. Xiaoxiao



If a market entity is banned from market transactions on June 6, according to the
settlement process, the unpaid fees of the market entity cover three complete weeks, so
when assessing credit risk, the risk coverage period is set to three weeks is relatively
safe. When the settlement mechanism is “daily settlement and monthly settlement”, the
risk coverage period should be set longer.

The risk assessment of market entities is relatively complex and requires com-
prehensive consideration. According to the requirements of market settlement agencies
for credit risk management, different markets have different requirements for the risk
coverage period and risk retrospective period.

5 Conclusion

Credit management system is an important part of the power market construction. This
article expounds the basic requirements of power market credit management, and
explains in detail the necessity of power market credit management, the basic
requirements of credit management and related calculation methods. Taking the
American PJM, ERCOT, and Guangdong power markets as examples, the credit
management system is introduced and analyzed from four aspects: credit limit
requirements, unsecured credit limit calculation, secured credit limit calculation, and
credit risk assessment. On the basis of the above research, fully consider the factors
including market risk management system, power trading varieties, market settlement
cycle, etc., make an in-depth discussion and analysis of the top-level design of the
power market credit management system, and finally put forward the China power
market credit management system in light of China’s national conditions thinking
about construction. It is hoped that the research results of this article can provide useful
help for China’s future electricity market reform.
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