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Preface

The International Conference on Intelligent Computing (ICIC) was started to provide
an annual forum dedicated to the emerging and challenging topics in artificial intelli-
gence, machine learning, pattern recognition, bioinformatics, and computational biol-
ogy. It aims to bring together researchers and practitioners from both academia and
industry to share ideas, problems, and solutions related to the multifaceted aspects of
intelligent computing.

ICIC 2020, held in Bari, Italy, during October 2–5, 2020, constituted the 16th
edition of this conference series. It built upon the success of ICIC 2019 (Nanchang,
China), ICIC 2018 (Wuhan, China), ICIC 2017 (Liverpool, UK), ICIC 2016 (Lanzhou,
China), ICIC 2015 (Fuzhou, China), ICIC 2014 (Taiyuan, China), ICIC 2013
(Nanning, China), ICIC 2012 (Huangshan, China), ICIC 2011 (Zhengzhou, China),
ICIC 2010 (Changsha, China), ICIC 2009 (Ulsan, South Korea), ICIC 2008 (Shanghai,
China), ICIC 2007 (Qingdao, China), ICIC 2006 (Kunming, China), and ICIC 2005
(Hefei, China).

This year, the conference concentrated mainly on the theories and methodologies as
well as the emerging applications of intelligent computing. Its aim was to unify the
picture of contemporary intelligent computing techniques as an integral concept that
highlights the trends in advanced computational intelligence and bridges theoretical
research with applications. Therefore, the theme for this conference was “Advanced
Intelligent Computing Technology and Applications.” Papers that focused on this
theme were solicited, addressing theories, methodologies, and applications in science
and technology.

ICIC 2020 received 457 submissions from 21 countries and regions. All papers went
through a rigorous peer-review procedure and each paper received at least three review
reports. Based on the review reports, the Program Committee finally selected 162
high-quality papers for presentation at ICIC 2020, included in three volumes of pro-
ceedings published by Springer: two volumes of Lecture Notes in Computer Science
(LNCS), and one volume of Lecture Notes in Artificial Intelligence (LNAI).

This volume of LNAI includes 54 papers.
The organizers of ICIC 2020, including Tongji University, China, and Polytechnic

University of Bari, Italy, made an enormous effort to ensure the success of the con-
ference. We hereby would like to thank the members of the Program Committee and
the referees for their collective effort in reviewing and soliciting the papers. We would
like to thank Alfred Hofmann, executive editor from Springer, for his frank and helpful
advice and guidance throughout as well as his continuous support in publishing the
proceedings. In particular, we would like to thank all the authors for contributing their
papers. Without the high-quality submissions from the authors, the success of the



conference would not have been possible. Finally, we are especially grateful to the
International Neural Network Society and the National Science Foundation of China
for their sponsorship.

August 2020 De-Shuang Huang
Prashan Premaratne
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Abstract. The guided navigation has enabled users with minimal amount of
training to navigate and perform flight mission of micro unmanned aerial vehicle
(MAV). In non-urban areas, where there are no other aerial traffic and con-
gestion, MAV take-off & travel does not need much Global Positioning System
(GPS) accuracy. The critical part seems to be during the landing of the MAV,
where slight GPS inaccuracy can lead to landing of the vehicle in the dangerous
spot, causing damage to the MAV. This paper aims to propose a low cost
portable solution for the Autonomous landing of the MAV, using object
detection and machine learning techniques. In this work, You Only Look Once
(YOLO) has been used for object detection and corner detection algorithm along
with projective transformation equation has been used for getting the position of
MAV with respect to the landing spot has been devised. The experiments were
carried with Raspberry Pi and the estimation shows up to 4% of error in height
and 12.5% error in X, Y position.

Keywords: Micro unmanned aerial vehicle � UAV � GPS � Autonomous
landing � Object detection � CNN � YOLO

1 Introduction

Micro Unmanned Aerial Vehicles (MAV) or drones has been using Global Positioning
System (GPS) to execute flight missions easily. Even though there are some fluctua-
tions in GPS readings from time to time even for the same spot, they are commonly
being used in such missions. Instead of GPS, the landing at specified spot can also be
done with the help of other sensors, like camera. Takeoff, hovering, moving forward
and landing are some of the basic phases for autonomous flight of MAV. Among them,
landing visually on a specified target is especially complex because it requires robust
recognition of the landing pad and precise position control; and a slight offset of few
meters can also cause crash landing of the vehicle.

Vision based approach was also used by Yang et al. [1] presented an on- board
vision system that can detect a landing pad consisting of the letter “H” surrounded by a
circle, from images captured by a monocular camera on a MAV and determine the 6
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DOF pose of the MAV relative to the landing pad using projective geometry. The 5
DOF pose is estimated from the elliptic projection of the circle. The remaining geo-
metric ambiguity is resolved by incorporating the gravity vector estimated by the
inertial measurement unit (IMU). The last degree of freedom pose, yaw angle of the
MAV, is estimated from the ellipse fitted from the letter “H”. A neural network was
used to initially detect the landing pad. The structure of the neural network is a
multilayer perceptrons with 196 input units (one per pixel of patterns resized to
14 � 14), only one hidden layer consisting of 20 hidden units and three output units.

In another paper, Yang et al. [2] presented a solution for micro aerial vehicles
(MAVs) to autonomously search for and land on an arbitrary landing site using real-
time monocular vision. The autonomous MAV is provided with only one single ref-
erence image of the landing site with an unknown size before initiating this task. The
autonomous navigation of MAV was achieved by implementing a constant-time
monocular visual SLAM framework, while simultaneously detecting an arbitrarily
textured landing site using ORB features, and estimating its global pose.

Daniel et al. [3] employed visual odometry techniques with feature-based methods
to compute the aircraft motion and thereby allowing the position estimation in GPS
denied environments. With regards to GPS inaccuracy, Stark et al. [4] showed that
almost half (49.6%) of all �68,000 GPS points recorded with the Qstarz
Q1000XT GPS units fell within 2.5 m of the expected location, 78.7% fell within 10 m
and the median error was 2.9 m.

Traditional object detection systems are variants of the following pipeline: Firstly,
find potential objects and their bounding boxes, then do feature ex- traction, and finally
classify using a good classifier. Selective Search (SS) [5] enjoyed being the state-of-
the-art for detection on PASCAL VOC etc. competitions. HOG [6] and SIFT [7] are the
popular choices for feature extractions. A classifier is applied on image pyramid to
overcome problems with scale.

The current state-of-the-art object detectors such as Fast R-CNN [8], YOLO [9],
SSD [10] etc. are based on convolutional neural networks (CNN) and have outper-
formed the traditional techniques. The key to the success of CNNs is their ability to
extract/learn generic features. Furthermore, the advancement in computational
resources such as high-performance GPUs and its easy availability through the use of
high-performance cloud computing platforms played an important role in the recent
success of neural networks.

In this work, monocular vision based system has been proposed to localize the
MAV position with respect to the landing spot. Detection of the landing spot has been
carried out with more advanced and recent classifiers known as You Only Look Once
(YOLO) [9]. A simpler projective transform with 3-DOF variables based on rectan-
gular feature points of a simple landing spot has been used. The proposed system also
aims to develop effective system using a simple camera (Raspberry Pi camera) instead
of advanced camera (with global shutter).
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2 Methodology

This work is divided into two phases: Learning Phase and Implementation phase.

2.1 Learning Phase

As shown in Fig. 1, the learning phase involves data collection, pre-processing and
training and evaluating two classifiers, namely YOLO v3 and YOLO Tiny v3.

A custom landing pad of dimension 142 cm � 112 cm with 4 rectangular regions
of color red, blue, white and black of equal size was designed. Images of the landing
spot in various background and orientation is captured from different height, using
simple web camera in a flying MAV, for object detection training. For pose estimation,
images will be captured along with roll, pitch and yaw angle using a handheld MAV.
Data augmentation technique like rotation, etc. is done to increase the samples of our
captured data set for verifying the corner detection phase. For training the object
detection classifier, the images has been classified to contain the landing spot and those
images are also tagged with the bounding box that indicates the location of the landing
spot within the image.

Using the pre-trained available weights and collected datasets, the neural networks
YOLO v3 and YOLO tiny v3 have been trained to detect our custom landing spot.
The YOLO Tiny v3 has been made to detect the landing spot in Raspberry Pi 3
hardware too.

2.2 Implementation Phase

During the real time application phase, the object detection of the landing spots will be
followed by corner detection phase and then the pose estimation phase as shown in
Fig. 2.

2.3 Object Detection

Whenever the MAV arrives near the final landing spot as reported by GPS, the task for
object detection comes into action. The live images from the camera installed in the
MAV are feed into the object detection classifier (YOLO). The classifier, using the

Fig. 1. Learning phase diagram.
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already trained weights, calculates the bounding box position of the landing spot from
the image. The bounding box position constitutes a rough approximate of x, y position
of the landing spot in the image and the height and the width of the bounding box.

2.4 Corner Detection

The information about the bounding box and the image from the first phase would be
feed into the Corner estimation algorithm. In this phase, the top left, top right, bottom
left and bottom right corners of the landing spot will be identified in the image. The
section of the image, which is slightly larger than the detected bounding box area and
which encompasses the detected bounding box, should be chosen for the corner
detection. Here, the width and height of the selected section of the image can be 1.5
times that of the detected bounding box. The steps for acquiring the corners from the
selection section of the image is listed below:

1. Converting to gray scale image.
2. Application of Canny edge detection to get the edges of the landing spot.
3. Perform Hough lines detection to find the lines of the landing spot.
4. Augment the image with the detected lines. The lines to be augmented are chosen

such that they are among the top 14 lengthiest lines among the detected lines.
5. Perform Harris corner detection on the augmented image.
6. Take the top leftmost, top rightmost, bottom leftmost, bottom rightmost as the four

corners in the images as the corresponding points of the landing spot.

In order to calculate the effectiveness of both methods, the difference between the
ground truth value and detected positions of each of the four corners would be cal-
culated. Then mean error distance for each corner detected will be calculated, which is
the average of the distance from ground truth calculated for each of the four points.

Fig. 2. Implementation phase diagram of the system
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2.5 Pose Estimation

The position of the four corners detected in the image using the previous phase is used,
to get the pose of the camera with respect to the landing spot. The pose information
contains the x, y, z position and the rotation around x, y & z axis. Estimating of the
pose of a calibrated camera, given a set of n 3D points in the world and their corre-
sponding 2D projections in the image, is a Perspective- n-Point problem. Since the
camera position is fixed with respect to the MAV frame, the pose of the camera also
gives the pose of MAV with respect to the landing spot.

After solving the Perspective-n-Point problem using the 4 point correspondence
between the detected four corners and the actual four corners in the world coordinate,
more accurate estimation of the x, y, z positions of the MAV with respect to the landing
spot is obtained. This position information would finally be used by the landing
mechanism for landing the MAV into the landing spot. The equation governing this
projective transformation is shown below:

s
u
v
1

2
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5 ¼

fx c u0
0 fy v0
0 0 1

2
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5
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y
z
1

2
664

3
775:

Here, s is the scaling factor. fx and fy are the x and y focal length in pixels. x, y, z
are the world coordinate of a given point and u, v are the x and y locations of the point
in an image. The transformation in x, y, z direction is given by t1, t2, and t3.

Since obtaining the ground truth data for the flying MAV is difficult in absence of
state-of-the-art object tracking laboratory, the ground truth data of the x, y, z position of
the MAV with respect to the landing spot needs to be obtained using hand-held MAV.
The difference in the x, y and z position of the calculated observed value and the
ground truth value needs to be calculated. The error percentage in x, y and z positions
would be given by the formula below:

Error percent in X position ¼ Xg � Xcð Þ � 100%
Xg

Error percent in Y position ¼ Yg � Ycð Þ � 100%
Yg

Error percent in Z position ¼ Zg � Zcð Þ � 100%
Zg

Here, Xg, Yg, Zg denotes the ground truth value of the measured distance between
the MAV and landing spot. Xc, Yc, Zc, represents the calculated distance from the pose
estimation phase.
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3 Experimental Setup

3.1 Development of Experimental MAV for Handheld Experiment

Before making actual outdoor flights, the indoor testing was carried with an experi-
mental setup up consisting of MAV, Raspberry Pi3, Raspberry Pi Camera as shown in
the Fig. 3a. An existing MAV was fitted with Raspberry Pi3, and its camera. The
existing MAV had 4 motors, 4ESC units, flight controller based on PixHawk, GPS,
telemetry unit and LiPo battery. Also a landing pad of 1/4 th of the original size was
also made for indoor and handheld experiments as shown in Fig. 3b.

3.2 Software Setup

The Raspberry Pi3 was installed with the operating system Raspbian Stretch with
desktop (release date 20180418). OpenCV 3.3 was compiled and installed into it. Also
picamera module was also installed for accessing the Raspberry Pi Camera.

Since the object detection is based on YOLO, darknet system had to be compiled. It
was compiled in Linux, Windows and Raspberry Pi. Also in order to take advantage of
GPU based calculation, NVIDIA CUDA Deep Neural Network library (CuDNN) had
to be installed in both Windows and Linux machine.

3.3 Camera Calibration

Before sending the recorded image through a set of image processing pipeline, a
process to correct the image from deformations resulting from camera geometry, image
plane placement, etc. needs to be done. For this camera calibration is done to determine
extrinsic and intrinsic parameters [11]. The Raspberry Pi Camera was calibrated using a
simple checkerboard pattern and the API provided by OpenCV.

3.4 Experiment Parameters

The experiments were performed in three separate environments with the specified
parameters as shown in Table 1. The training was done in Environment 1 and

(a) MAV setup for experiments (b) Mini Landing pad 

Fig. 3. MAV and landing pad for indoor and handheld experiments.
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Environment 2. Due to low hardware resources, Raspberry Pi3 has been only used for
testing purpose with trained weights from Environment 2. Since YOLO v3 network
requires minimum of 4 GB of RAM, it could not be tested in Raspberry Pi3.
The YOLO was only tested in Environment 1 with the Windows 10 machine with GTX
1060 Nvidia graphics card.

4 Dataset Collection and Pre-processing

4.1 Images of Landing Spot for Object Detection

In order to train the neural network for recognizing the landing spot, images of the
landing spot from different height was needed. First, video in mp4 format using GoPro
Hero 3 camera was taken at the resolution of 1920 * 1080. Then the mp4 format video
was converted to still images using YOLO mark tools and using OpenCV API. Then
some images in the original size were used, while some of the images were down sized
to 448 * 448, using OpenCV API. Then each of those images were labeled with class
name and bounding box. Also in order to test the output of our pose estimation
algorithm, images were captured from different height using a simple web camera at
resolution of 680 � 480.

Table 1. Experiment environment and parameters

Parameters Environment 1 Environment 2 Environment 3
Hardware Laptop with

16 GB RAM
Alienware Ddsktop Raspberry Pi3

Operating
System

Windows 10 Ubuntu 16.04 Ubuntu 16.04

Graphics
card

Nvidia GTX
1060

Nvidia GTX 1080 Ti NA

Used for Training/Testing Training Testing
Detection
Type

YOLO v3 YOLO v3 Tiny YOLO v3 Tiny

1. S. Yang S. A. Scherer
and A. Zell

“An onboard monocular vision
system for autonomous takeoff

hovering and
landing of a aerial
vehicle

No of
training
Image

351 320 N/A

Network
input size

416 by 416 448 by 448 448 by 448

Batch
Iteration

3100 21000 N/A

Batch size 64 64 N/A
Training
Time

9 h 4 h N/A
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Labeling of Landing Spot for Yolo Training: The labeling of the landing spot in the
captured images was done using an open source tool called Yolo mark. The YOLO
mark was tool was obtained from and was compiled in Windows 10 machine.

4.2 Pre-trained Weights

In order to make the training with few amount of custom images, we use pre- trained
weights, that had been created using thousands of images from standard image dataset.
The pre-trained weights for YOLO v3 and YOLO tiny v3 were darknet53.conv.74 and
yolov3-tiny.weights and were taken from official site of darknet.

4.3 Images of Landing Spot for Pose Estimation

Since it is not possible to obtain the ground truth value of the x, y, z position of a flying
MAV in a simple lab setup, the handheld MAV was used to capture the image of the
mini landing spot from different height and angle. During the capture, the roll, pitch
and yaw angles were also noted. The position, from where the images were taken, was
also measured with the help of measuring tape. The images were taken from around 6,
10 and 16 m of height from a building. These images and the measured distances are
used to validate the results of the object detection phase.

Marking the Landing Spot Corners in Images: In order to generate the ground truth
data for the corner detection phase, all the images used for the verification the corner
detection phase, was one by one marked with the x, y position in the image. A Python
program was written in order to display the image, on which four corners can be
clicked by mouse and then the clicked positions would be recorded. For each image,
four points representing the top left, top right, bottom right and bottom left were to be
clicked sequentially.

5 Results and Analysis

5.1 Training on Environment 1

YOLO version 3 was trained on Environment 1 with parameters as mentioned in
Table 1 with pre-trained weight obtained from official site of YOLO. Images that were
directly converted from the video of 1080p, with the resolution of 1920 * 1080 were
used. It took around 9 h of training in the Windows machine. The average loss in the
network was around 0.08 to 0.07 for about an hour, and hence the training was stopped.

While testing against the test image set, the Intersection over Union (IoU) was
calculated. For different IoU detection thresholds, the resulting Average IoU% F1 score
are tabulated as shown in Table 2. It can be observed that even for high IoU threshold
like 0.95, the results are quite satisfactory with F1-score of 0.99 and False negative of
only 1.
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5.2 Training on Environment 2

YOLO Tiny version 3 was trained on Environment 2 with parameters as mentioned in
Table 1. The final average loss was also around 0.08. In the training hardware, the
trained network of YOLO v3 tiny was able to detect low resolution images (640 pixels
* 480 pixels) taken from the web-camera at different height.

5.3 Object Detection

A comparison of the object detection using YOLO version 3 and YOLO Tiny version 3
is tabulated in Table 3.

With Environment 1, Yolo V3 was able to detect the landing spot within 0.0451 s,
resulting about 22 Frames per Seconds. A slight modification in the original YOLO v3
code was done in order to get the position of the detected bounding box and the size of
the bounding box. Here 0.707 and 0.858 are the relative x and y position of the detected
bounding box with respect to original image size. And similarly 0.258 and 0.271 are
the width and height of the bounding box detected. An image depicting the bounding
box is detected by the trained YOLO v3 in Environment 1.

With Environment 3(Raspberry Pi3), Yolo Tiny version took 10.9 s to detect the
landing spot resulting in 0.09 frames per seconds of speed. An image depicting the
bounding box is detected by the YOLO tiny v3.

Table 2. Comparison of validation results while mapping the YOLO v3 trained network with
the test set using different IoU thresholds.

S
No

Threshold
%

Average IoU
%

True
positive

False
positive

False
negative

F1-
score

1 0.25 88.85 38 0 0 1
2 0.5 88.85 38 0 0 1
3 0.75 88.85 38 0 0 1
4 0.85 88.85 38 0 0 1
5 0.9 89.14 37 0 1 0.99
6 0.95 89.14 37 0 1 0.99
7 0.99 89.4 33 0 5 0.93

Table 3. Object Detection Comparison of YOLO v3 versus YOLO Tiny v3.

S No Detector type Environment on Detection time in seconds Frames per seconds

1 Yolo v3 Environment 1 0.0451 22.172949
2 Yolo v3 tiny Environment 3 10.901 0.0917347
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5.4 Corner Detection

After the object detection phase, the x, y position of the landing spot with its height and
width is obtained. This gives rough location of the landing spot in the image. Then for
the area that is 1.5 times of the indicated dimensions (by the object detection) is
considered for the corner detection.

For estimating corners, Canny edge detection, Hough Transform and Harris Corner
detection is used. The result of Canny edge detection is shown in Fig. 4a. After the
lines are detected using Hough transform, those lines are super imposed on the edge
detected image, as shown in Fig. 4b. Then applying Harris corner on this superimposed
image, results in the 16 corners as shown in Fig. 4c. Finally, 4 corners obtained after
this step is shown in Fig. 4d. The results gave mean error distance of 4 pixels and
standard deviation of 2 pixels.

5.5 Pose Estimation

Camera Calibration. The calibration of Raspberry Pi camera v2.1 was done by taking
various images in 640 x 480 pixels and then detecting the corners in the checker board
pattern using OpenCV API. The focal length in x & y direction are at 499 and 501. The
optical center position in x & y are at 323 and 234 pixels, which sounds reasonable. The
radial distortion parameters k1, k2 and k3 are 0.17, −0.27, −0.20 respectively. And
tangential distortion coefficients are −0.0043 and 0.0006 respectively.

(a) Canny edge detection (b) Lines detected from Hough transform
super imposed on the probable area.

(c) Harris Corner detection in the super 
imposed image. (d) Four Corner detection

Fig. 4. Corner detection for landing spot
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Pose Estimation Calculation. After the 4 corners in the 3D world coordinate of the
landing spot and corresponding 4 corners in the 2D image has been found, the
homogeneous matrix obtained was calculated. The homogenous matrix was decom-
posed to get the rotation and translation vector between the world coordinate and the
camera coordinate. The obtained position of the camera (which also represents the
position of the MAV) has been tabulated as shown in Table 4. The ground truth values
can also be seen in the table. Here the errors in x, y, z is within reasonable boundary
when the yaw angle from which the picture was taken is not much different than in the
landing pad. Since a valid constraint, that Y axis MAV should be pointing to Y axis of
the landing pad during landing, can be added, this error can be eliminated. From this
table it can be concluded that

– Rows 1, 2 show high percentage of error due to high Yaw Difference between the
landing spot and MAV. This can be eliminated if the landing is done with Y axis of
MAV pointing in the Y axis of the world coordinate.

– Up to 8% of error in height estimation, and up to 30% and 41% error in X, Y
estimations are obtained in normal conditions without any correction.

– It can be seen that when the image is corrected by pitch angle of the MAV, the error
in X, Y and Z position reduces from 30%, 40% and 8% to 19%, 6% and 5%
respectively. The row 4 depicts the result after normal calculation and row 5 depicts
result of the same calculation after image correction by pitch angle.

After the pitch angle correction is done, it can be seen that the average error across
many images in x, y, z position of the MAV is 12%, 13% and 4% respectively, which
should be practically acceptable for calculating the position of the MAV using low cost
approach described here. Hence, the correction of the captured image, by the pitch
angle of the camera or the MAV, is recommended before the pose estimation calcu-
lation is done, for better approximation.

Table 4. Comparison of final x, y & z positions obtained from the pose estimation with the
ground truth.

Ground truth (in
meter)

Calculated result
(in meter)

Error percent
(Error/GT * 100%)

S N Height X Y Height X Y Z X Y

1 10.85 3.6 2.3 11.38 1.72 0.78 4.88 52.22 66.09
2 16.1 0.6 0.85 14.05 4.19 4.48 12.73 598.33 427.06
3 6.65 3.65 0.05 6.72 3.78 0.06 1.05 3.56 20.00
4 10.85 3.6 2.3 9.99 4.7 3.26 7.93 30.56 41.74
5 10.85 3.6 2.3 10.28 4.3 2.16 5.25 19.44 6.09
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6 Conclusion

There are challenges for landing of Micro Unmanned aerial vehicle (MAV) and robust
recognition of the landing pad and precise position control is necessary. This work
proposes a new visual based approach for MAV for estimating the approximate x, y, z
positions of the MAV from the landing spot using recorded camera images, thereby
assisting in the landing of MAV. You Only Look Once (YOLO) v3 has been used for
object detection of the landing spot in the image, which indicates sub section in the
image where the landing spot can be found. Then Harris corner detector has been
applied around the subsection, in order to get the four corners of the landing spot in the
image. Then after some pre- processing, the pose estimation of the MAV from the
planar landing spot has been done by decomposing the homogeneous matrix obtained
from 4 points correspondence. The experiments were carried with Raspberry Pi and the
estimation shows up to 4% of error in height and 12.5% error in X, Y position. The
present work doesn’t analyze the performance in adverse lighting condition. The
techniques for mitigating the effect of low light and very bright light while taking
images from the low-cost camera can be studied in future. Also, the pose estimation can
be improved using stereo camera instead of the single camera.
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Abstract. In this work, a new robotic calibration method is proposed for
reducing the positional errors of the robot manipulator. First, geometric errors of
a robot are identified by using a conventional kinematic calibration model of the
robot. Then, a radial basis function is constructed for compensating the com-
pliance errors based on the effective torques for further increasing the positional
precision of the robot. The enhanced positional accuracy of the robot manipu-
lator in experimental studies that are carried on a YS100 robot illustrates the
advantages of the suggested algorithm than the other techniques.

Keywords: Robot accuracy � Radial basis function � Robot calibration

1 Introduction

The robot manipulators are widely used in the industry. Although the robots are high
repeatability, they are well-known by their low accuracy [1, 2]. The errors of the robot
end-effector mostly come from geometric errors and non-geometric errors. The geo-
metric errors are the results of misalignments, incorrect in manufacturing, and assembly
robot. The non-geometric errors may come from many non-geometric sources, such as
joint and link compliance, temperature variation, gear transmission, etc. Among the
non-geometric errors, the compliance errors are dominant. These errors are caused by
the flexibility of joints and links under the link self-gravity and external payload.

Geometric calibration methods are widely examined and become mature. The most
famous kinematic calibration method, the D-H model is suggested by Denavit-
Hartenberg [3–5]. This method is widely used in kinematic calibration by many
researchers recently [6–8]. Moreover, the other geometric calibration methods are CPC
model [9, 10], POE model [11, 12] and the zero-reference position method [13, 14].
However, these calibration methods do not consider the non-geometric errors. On the
other hand, some studies used another approach to investigate joint compliance errors
[15, 16]. However, these methods neglected effect of the geometric errors.

Some works have been proposed to deal with kinematic and compliance calibra-
tion. For instance, a calibration method to calibrate the geometric errors and
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compensate the joint by radial basis function (RBF) [17] is proposed by Jang et al.
However, the work [17] focused on calibrating the geometric parameters and com-
pensating the compliance errors by compensating the joint (“joint level” calibration
[1]). The work also needs to divide the robot working space into many subspaces and
required many measurements and consuming a lot of time. Meggiolaro et al. proposed
a method to approximate the compliance errors by a polynomial function of joint
parameters and wrench using torque sensors [18]. Zhou and Hee-Jung proposed a
method to simultaneously calibrate the geometric and joint stiffness parameters of the
robot [19]. However, this method linearized the relationship between effective torques
and joint compliance errors. Recently, some studies have been performed on joint
stiffness calibration [20–22] with the need of the torques sensors.

This study proposed a new calibration algorithm for robotic manipulators. The
method includes the kinematic calibration and non-geometric compensation with a
RBF compensator that compensates for compliance errors based on the effective tor-
ques. It is assumed that the gravity compensation torques are nonlinearity related to the
compliance errors. These relationships can be constructed by a RBF. The advantages of
the suggested method are easy for implementing, removing the need for torque sensors,
high ability to enhance the precision of the manipulator. These advantages are firmly
confirmed by the experimental studies in contrasting with 2 other methods such as the
conventional kinematic calibration and the method for simultaneously calibrate the
geometric and joint stiffness parameters of the robot.

Following the introduction. Section 2 presents the kinematic model of the YS 100
robot. In Sect. 3, the geometrical and the gravity compensator using a Radial basis
function that is based on the effective torques are presented. Sections 4 is devoted to
the experimental calibration result of the proposed method in contrasting with other
methods. Section 5 summarizes the abilities and advantages of the proposed method.

2 Kinematic Model of the YS100 Robot

YS100 is a 6 DOF serial robot [19]. The kinematic structure of it is briefly described in
Fig. 1 and Table 1.

Fig. 1. Kinematic structure of the YS 100 robot.
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The transformation that relates base frame {0} to tool frame{T}:

0
ET ¼ 0

1T(h 1)12T(h2)
2
3T(h3)

3
4T(h4)

4
5T(h5)

5
6T(h6)

6
ET ð1Þ

The end-effector transformation:

ð6TÞT ¼ TrXða6ÞTrYðb6ÞTrZðdTÞ ð2Þ

3 Identification Kinematic Parameters and Compliance
Compensation Based on the Effective Torques Using
a Radial Basis Function

Assuming that the robot’s end-effector position Preal is calculated by the following
equation:

Preal ¼ Pkin þDPkin þDPc þDPextra ð3Þ

where Pkin is the position of the end effector calculated by the kinematic parame-
ter,DPkin is the position error caused by the geometric error, DPc is the position error
due to the joint compliance, and DPextra is the positional residual error that is not
modeled. Assuming that geometric errors and joint deflection errors are the main parts
in causing the position errors Preal (DPextra ¼ 0). The error model can be expressed as:

DP ¼ DPkin þDPc ¼ Preal � Pkin ð4Þ

The position errors caused by geometric errors DPkin in the Eq. 4 could be iden-
tified by the conventional kinematic calibration [3–5]. DPkin can be expressed as

DPkin ¼ JkinD/ ð5Þ

where Jkin(3� n) is a kinematic Jacobian matrix [1, 19]. D/ is a n� 1 kinematic
parameter error vector. n is the number of the calibrated kinematic parameters. The
total number of kinematic parameters is equal to 32. However, the 6 DOF revolute

Table 1. Nominal D-H parameters of the Hyundai robot YS100.

i ai−1(deg) ai−1(m) bi−1(deg) bi−1(m) di(deg) hi(deg)

1 0 0 0 0 0.48 h1
2 90 0.32 – – 0 h2
3 0 0.87 0 – 0 h3
4 90 0.2 – – 1.03 h4
5 −90 0 – – 0 h5
6 90 0 – – 0.185 h6
T – 0.2 – 0.05 0.5 –
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robot has several dependencies between some parameters. These dependency param-
eters are {Dh1;Dh0}, {Dd1;Dd0}, {Dd3;Dd2}, {DzT ;Dd6}, {ðDxT ;DyTÞ;Dh6}. In each
pair, the parameter errors cannot be identified together. Therefore, the dependency
parameters that are chosen to calibrate are {Dh1, Dd1, Dd3, DxT , DyT , DzT} while the
other error parameter in each pair is set to the nominal parameter value. So, the number
of calibrated kinematic is reduced to 27.

The Eq. 5 can be solved by the least-square method to overcome the effect of noise
and uncertainty:

D/ ¼ ½ðJTJ)�1JT�DP ð6Þ

The positional error DP is calculated by

DP ¼ Pm � Pkin ð7Þ

where Pm is the measured position vector and Pkin is the computed position vector by
the recent kinematic parameters. The Eq. (6) is employed repetitive until the geometric
parameters converge. Through the kinematic calibration process, the Pkin converges to
the Pc

kin
value. The position errors of the robot end-effector after kinematic calibration

process are calculated by:

DPres ¼ Pm � Pc
kin ð8Þ

Assuming that the position errors due to joint deflection errors are the main parts in
causing these residual position errors (DPres ¼ DPc). The joint deflections under link
self-gravity and external payload are also assumed to be dominant in causing com-
pliance errors. Therefore, the joint deflection errors can be calculated from the related
effective torque of joints.

It should be noted that previous literatures [15, 19] constructed the compliance
errors by linearizing the relationship of the effective torques and the joint compliances.
However, there are some residual errors that could not be neglected caused by the
nonlinear relation between joint torques and joint deflections. For further enhanced the
robot precision, the relationship of the effective torque and the residual errors is con-
structed by a RBF in this paper. The RBF has 6 inputs that represent the total effective
torque in 6 robot joints, 40 nodes in the hidden layer, and 3 nodes in the output layer
that represent three elements of the position error vector.

The total effective torques in the robot jth joint under related gravity forces are given
as:

si ¼
XNþ 1

j¼i

si;j ¼
XN þ 1

j¼i

JThi;j Fj ð9Þ

where N = 6 is the number of DOF of the robot and FN+1 is the gravity force due to
payload Here, the gravity force accompanying to jth link is calculated by
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Fj ¼ 0 0 �Mjg½ � ð10Þ
where Mj is the mass of the jth link and g is the gravity coefficient. The transpose of the
Jacobian matrix is used as a force transformation to find the effective joint torques si,j in
the ith joint due to the gravity force in the jth link. The Jacobian matrix is defined as

Jhi;j ¼ zi � li;j ð11Þ

where li;j is the 3 � 1 vector between the origin of the ith frame and the mass center of
the jth link.

The total effective torques are set to be the input of the RBF. Figure 2 shows the
structure of the RBF. The output of the hidden node i in the RBF layer is calculated as
follow:

oj ¼ e�n2 ð12Þ

where n is a transfer function that describes the vector distance between the weight
vector wi and the input vector p, multiplied by the bias bi.

n ¼ wi � pk kbi ð13Þ

The output layer is a linear function with 3 nodes in the output layer that represent
three elements of the position error vector.

The output of the RBF is used to compensate for the compliance error(which is
assumed to be the residual error DPres ¼ DPc). Therefore, the residual error after
compensated by the RBF is calculated by:

Fig. 2. Structure of the RBF.
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e ¼ DPres � Pnn ð14Þ

In this work, the weights and bias of the RBF are trained by the MATLAB toolbox
that creates a two-layer network. The hidden layer is the RBF layer (Eq. 12, 13). The
output layer is a linear layer. At the beginning, there are no neurons in the hidden layer.
The learning process is carried out following the steps below:

• Run the network and find the input vector with the greatest error.
• A RBF neuron is added with weights equal to that vector.
• The linear layer weights are redesigned to minimize error.
• Repeat until convergence.

In order to keep the RBF layer from increasing too much, the number of nodes in
this layer are limited at 40 nodes. Overall, the suggested method could be described in
the following flowchart (Fig. 3).

4 Experiment and Results

The experimental system is shown in Fig. 4. The 6 DOF robot manipulator (YS100). In
this work, the mass of link jth Mj (Eq. 10) is provided by the robot’s manufacturer. The
external payload weight is 110 kg. Therefore, the weight matrix is descried as follow:

M ¼ 196:7 79:25 170:27 10:58 22:33 2:0 110½ � ð15Þ

An API laser tracker (accuracy of 0.01 mm/m, repeatability of ±0.006 mm/m) and
an accompanying laser reflector are used to perform the calibration process. The
proposed method (RBF-TCM) is used to calibrate the YS100 robot to show the
advantage of the method in comparing with 2 others methods including the kinematic
calibration method (KM) [3–5], the simultaneous identification of joint compliance and
kinematic parameters methods (SKCM) [19] in the experimental study.

Fig. 3. Flowchart of the proposed method.
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4.1 Experimental Calibration

The robot configuration data are randomly collected in the working space and classified
into 2 sets. Set Q1 including 50 robot configurations is employed in the calibration
process and the other set of 50 robot configurations (Q2) is used in the validation
process. By using the conventional calibration method (Eq. 6), 27 geometric param-
eters are identified. The results are demonstrated in Table 2. The residual errors and the
computed torques are used for training the RBF to determine the weights and bias of
the RBF. It should be noted here the reason why the RBF is used in this working rather
than the conventional fed forward neural network. In the conventional feedforward
neural network, the sigmoid neurons can have outputs over a large region of the input
space, while radial basis neurons only respond to relatively small regions of the input
space [23]. Therefore, the RBF could be said to be more stable in responding to noises
and uncertainties inputs. However, the drawback of this method is that the larger the
input space the more radial basis neurons are required [24]. The experimental cali-
bration processes are carried out by 3 different calibration methods such as conven-
tional kinematic calibration, SKCM, and RBF-TCM. The results of these calibration
methods are shown in Fig. 5 and Table 3.

Fig. 4. Experimental setup.
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The calibration results show that the precision of the robot after calibrated by the
proposed method is dramatically reduced. By employing the RBF-TCM method, the
position errors are lower than the results by other methods. In comparing to the con-
ventional kinematic calibration method, the proposed method reduces the mean of
position errors from 0.6894 mm to 0.2785 mm (precise increasing by 59.6%). It also
increases the accuracy by 54.08% in comparison to the results generated by the SKCM

Table 2. D-H parameters of the Hyundai robot YS100.

i ai−1(deg) ai−1(m) bi−1(deg) bi−1(m) di(deg) hi(deg)

1 −0.1646 −0.016 0.4748 0.0493 0.4851 −0.3316
2 90.0578 0.3199 – – 0 1.1517
3 0.0004 0.8704 0.0681 – -0.0036 −1.6686
4 89.9919 0.2001 – – 1.0272 −1.2079
5 −90.121 0.0003 – – −0.0017 −0.0017
6 89.9656 −0.0035 – – 0.185 −1.8226
T – −0.28 – 0.0469 0.4219 –

Fig. 5. Residual errors of the YS100 robot after calibration.

Table 3. The absolute position accuracy of the YS100 robot (Calibration).

Mean (mm) Maximum (mm) Std. (mm)

Nominal robot model 13.5527 30.5911 6.0528
KM 0.6894 1.9318 0.4015
SKCM 0.6065 1.6811 0.3488
Proposed method 0.2785 0.9332 0.2095
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method (from 0. 6065 mm to 0.2785 mm). The suggested algorithm also generates the
lowest maximum position error (0.9332 mm), and the lowest standard deviation
(0.2095 mm).

4.2 Experimental Validation Results

The proposed method should be validated by another robot configuration to demon-
strate the ability of it over the working space. The robot configuration set Q2 that is
totally different from Q1 is hired for the validation process with 3 different methods.

By employing the method, the position errors are lower than the results by other
methods in the validation process (Table 4 and Fig. 6). In comparing to the conven-
tional kinematic calibration method, the proposed method reduces the mean of position
errors from 0.7245 mm to 0.2802 mm (precise increasing by 61.33%). It also increases
the accuracy by 56.21% in comparison to the results generated by the SKCM method
(0.6398 mm to 0.2802 mm). The suggested algorithm also generates the lowest
maximum position error (0.7846 mm), and the lowest standard deviation (0.2084 mm).

Table 4. The absolute position accuracy of the YS100 robot (Validation).

Mean (mm) Maximum (mm) Std. (mm)

Nominal robot model 14.1106 32.3303 5.9835
KM 0.7245 1.7584 0.3814
SKCM 0.6398 1.7031 0.3214
Proposed method 0.2802 0.7846 0.2084

Fig. 6. Residual errors of the YS100 robot after validation.
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4.3 Discussion and Future Studying

In previous literatures [15, 19], the relationship of joint deflections of robot and the
effective torques are linearized:

Dhc ¼ sC ð16Þ

where Dhc is the N � 1 joint deflection vector, s is the diagonal effective torque matrix,
C is the N � 1 joint compliance vector. Then, the Cartesian position errors due to the
joint compliances can be modeled as:

DPc ¼ JeDhc ¼ JesC ð17Þ

where Je is vector of joint compliance parameters that is computed by the following
published work [25]. Jes is the transformation matrix relating the joint compliance
parameters and the deflections of robot end-effector. It should be noted here that the
effective torques in the ith joint is not only due to the gravity force related to the ith link
but also due to the gravity forces related to both the link after and the external load. In
this work, the relationship of the effective torque s and the positional errors due to the
compliance errors DPc could be constructed by a RBF for higher increasing the pre-
cision of the robot.

The work will be expanded in the future by implementing the optimizing method to
select the calibration poses for better calibration results.

5 Conclusion

In this work, a new robotic calibration method is proposed for reducing the positional
errors of the robot manipulator. First, geometric errors of a robot are identified by using
a conventional kinematic calibration model of the robot. Then, a radial basis function is
constructed for compensating the compliance errors based on the effective torques for
further increasing the positional precision of the robot. By using a RBF, the relation-
ship of the effective torque and the compliance errors is constructed for higher
increasing the precision of the robot. The advantages of the suggested method are easy
for implementing, removing the need for torque sensors, high ability to enhance the
precision of the manipulator. These advantages are firmly confirmed by the experi-
mental studies on a YS100 robot in contrasting with 2 other methods such as the
conventional kinematic calibration and the method for simultaneously calibrate the
geometric and joint stiffness parameters of the robot.
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Abstract. The lack of caregivers in an aging society is a major social problem.
Without assistance, many of the elderly and disabled are unable to perform daily
tasks. One important daily activity is shopping in supermarkets. Pushing a
shopping cart and moving it from shelf to shelf is tiring and laborious, especially
for customers with certain disabilities or the elderly. To alleviate this problem,
we develop a person following shopping support robot using a Kinect camera
that can recognize customer shopping actions or activities. Our robot can follow
within a certain distance behind the customer. Whenever our robot detects the
customer performing a “hand in shelf” action in front of a shelf it positions itself
beside the customer with a shopping basket so that the customer can easily put
his or her product in the basket. Afterwards, the robot again follows the cus-
tomer from shelf to shelf until he or she is done with shopping. We conduct our
experiments in a real supermarket to evaluate its effectiveness.

Keywords: Kinect camera � Supermarket � Person following � Elderly

1 Introduction

With the advancement of robotics technologies researchers have started to explore the
application of service robots to our daily life. Assisted shopping is one application that
can benefit many. Thus, many researchers have developed robotic shopping trolleys
such as the one presented in Y. Kobayashi et al. [1]. In particular, [1] showed the
benefits of using such robotic shopping systems in supporting the elderly. Only person
following robot is not enough to support the elderly properly. If such robotic shopping
trolleys could intelligently follow the customer by recognizing their behavior, it would
be even more helpful. For this reason, we focus on recognizing the customers shopping
behavior. By recognizing the customer’s behavior, the robot could perform convenient
tasks such as following the customer or moving to let the customer place goods in a
basket. In our previous paper [2, 3] we developed an intelligent shopping support robot
that can recognize customer shopping behavior using our developed GRU (Gated
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Recurrent Unit) neural network. To develop these robots, we used an OpenPose [4]
neural network model to detect a person’s skeleton for person tracking and the LiDAR
sensor to measure the distance from robot to person.

To operate our robot in a practical environment we must ensure three requirements:
speed, accuracy and cost. The OpenPose based model we previously used does not
fulfill these requirements. For this reason, in this paper, we replace the OpenPose
model with a Kinect v2 depth camera [5] to get the following advantages:

1. The processing speed of the OpenPose model-based skeleton tracking is not fast
enough(5frames/s) whereas Kinect based skeleton tracking is fast (30 frames/s). So,
for realtime applications the Kinect based system is better.

2. The accuracy of shopping behavior recognition using the OpenPose model- based
2D skeleton data is not as high as the Kinect 3D skeleton data-based model. For the
OpenPose model, we get 82% accuracy whereas using Kinect 3D skeleton based
model we get 95% accuracy.

3. In our previous model, we used the LiDAR sensor to measure the distance between
the robot and customer whereas the Kinect itself can measure the distance. So, it
reduces the need for extra processing and cost.

Figure 1 shows our proposed robot. In our proposed system, we used a Kinect
camera to find the location of the customer in a given shopping area and measure the
distance from the robot to the customer so that it can easily follow the customer. We
recognize the customer’s shopping behavior using 3D skeleton data and according to
the recognized “hand in shelf action”, our robot takes on an appropriate position to the
customer to put the product in the shopping basket.

Fig. 1. Our person following a mini cart robot.

Person-Following Shopping Support Robot Using Kinect Depth Camera 29



2 Related Work

Many researchers use stereo cameras to track people from moving platforms [6] and
achieve person following through appearance models and stereo vision using a mobile
robot [7]. This is a well-known method for person following robots. To follow a
person, the robot must continuously receive two types of information, such as position
and distance data.

The person following robot called “ApriAttenda” and “Nurse Following Robot”
was created by T. Sonoura et al. and B. Ilias et al. in [8, 9]. The main task of these
robots was to find and assign a person and continuously follow that person everywhere.
Using a laser range finder (LRF), the OSAKA Institute of Technology has created a
mobile robot named ASAHI, with semi-autonomous navigation using simple and
robust person following behavior [10]. To follow a person T. Germa et al. have
developed a mobile robot, named Rackham [11]. This robot uses one digital camera,
one ELO touch screen, a pair of loudspeakers and an RFID system.

S. Nishimura et al. [12] developed an autonomous robotic shopping cart. This
shopping cart can follow customers autonomously and transport goods. Kokhtsuka
et al. [13] provide a conventional shopping cart with a laser range sensor to measure the
distance from and the position of its user and develop a system to prevent collisions.
Their robotic shopping cart also follows users to transport goods.

Hu et al. [14] proposed an action recognition system to detect the interaction
between the customer and the merchandise on the shelf. The recognition of the
shopping actions of the retail customers was also developed by using a stereo camera
from the top view [15]. Lao et al. [16] used one surveillance camera to recognize
customer’s actions, such as pointing, squatting, raising hand and so on.

In this paper, our proposed system is a shopping support robot that reacts
depending on the customer’s hand in shelf actions with different conditions. Compared
with the other systems ours is simple, low cost, robust and user friendly especially for
the elderly.

Fig. 2. Block diagram of our proposed shopping support robot.
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3 Design Approach

We developed our system using the Xbox One Kinect V2 camera. Using this camera
first we track the customer’s 3D skeleton and recognize the customer’s different
shopping actions in front of the shelf using the GRU network. At the same time, we
calculate the robot to customer distance using the Z-coordinate value of the middle of
the spine. If the distance is less than 1.5 m our robot performs action recognition
otherwise it just follows the customer. If our robot recognizes a “hand in shelf” action
by the customer, it takes the proper position and helps the customer. Figure 2 shows the
block diagram of our shopping support robot.

3.1 Person’s Skeleton Tracking

In our system, we use the Kinect Version 2 camera to detect the 3D skeleton of a
person. The skeleton has 25 joints as shown in Fig. 3.

To find the 3D points of the joints in space the Kinect’s camera coordinates use the
Kinect’s infrared sensor. The coordinate system is defined as according to Fig. 4.

The origin x ¼ 0; y ¼ 0; z ¼ 0ð Þ is located at the center of the IR sensor on Kinect.
Positive X values tend towards to the sensor’s left [from the sensor’s POV].

Fig. 3. Kinect V2 25-joint skeleton.
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Y moves in an upward direction (note that this direction is based on the sensor’s tilt).
Z moves out in the direction the sensor is facing
1 unit = 1 m.

3.2 Person Following Procedure of Our Robot

When we run our system, the Kinect camera tracks the 3D skeleton of the person in
front of the camera.

Fig. 4. Camera space coordinates from the Kinect SDK

Fig. 5. A person following procedure.
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To follow the customer, we take two values from detected skeleton joint points, sm.
X and sm.Z, where sm.X is the “mid-spine” value of the X coordinate that represents
the position of the person and sm.Z is the mid-spine value of the Z coordinate and
represents the distance the robot to customer. Depending on this value, the appropriate
command issued to our robot is given in Table 1.

We set the threshold value for the mid-spine value of X in the range (−0.179835 to
0.218678). If the tracked person’s mid-spine value of X is in this range, we assume that
the person’s position is in the middle of the robot as shown in Fig. 5(b). In this the
robot follows the person measuring the Z coordinate value of the mid-spine. If the mid-
spine value of X > 0.218678, the robot assumes that the person is on the right side of
the robot as shown in Fig. 5(c) and the robot then rotates right until it reaches the
threshold value. When it reaches the threshold value, it again follows the person
measuring the Z value of the mid-spine. If the mid-spine value of X < −0.179835, the
robot assumes that the person is on the left side of the robot as shown in Fig. 5(a) and
the robot then rotates left until it reaches the threshold value. When it reaches the
threshold value, it again follows the person measuring the Z value of the mid-spine. In
this way, our person following robot works using a Kinect camera.

3.3 Shopping Behavior Action Recognition

Dataset Construction
We make a dataset to train our GRU network. The details of our GRU network are
shown in our previous paper [1]. We take 3D joints of the skeleton to make the dataset
for different shopping behaviors. We take 4 camera views to take the 3D skeleton joints
data. We take 114,464 joints data for training and 33,984 joints data for the testing set.

Training the GRU Network
The details of the training specification are shown in Table 2. Figure 6 shows the plot
of the model accuracy and loss over 50000 iterations. The results of the GRU network-
based shopping behavior recognition OpenPose 2D skeleton data compared to the
Kinect 3D skeleton data is shown in Table 3. Figure 7 shows the confusion matrix of
different shopping behaviors.

Table 1. Different command conditions for our robot.

Command Position

Forward 0.218678 < sm.X < −0.179835
Stop sm.Z < 1.5 (m)
Left sm.X < −0.179835
Right sm.X > 0.218678
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Table 2. Training specification for our proposed GRU network.

Training parameters Value

Batch size 512
Epochs 50000
Timesteps 32
No. of hidden layer 34
Learning rate 0.000220
Optimizer Adam
Momentum 0.9

Fig. 6. The model accuracy and loss over 50000 iterations

Table 3. GRU network-based behavior recognition comparison using OpenPose 2D skeleton
data and Kinect 3D skeleton data.

Shopping
behavior

Precision Recall F1 score
Kinect
3D data

OpenPose
2D data

Kinect
3D data

OpenPose
2D data

Kinect
3D data

OpenPose
2D data

Reach to
shelf

1.00 0.86 0.93 0.92 0.96 0.89

Retractfrom
shelf

0.80 0.44 1.00 0.69 0.89 0.54

Hand in
shelf

1.00 0.79 0.84 0.83 0.91 0.81

Inspect
product

1.00 0.92 1.00 0.73 1.00 0.81

Inspect shelf 0.93 0.93 1.00 0.90 0.96 0.91
Avg/Total 0.95 0.79 0.94 0.82 0.94 0.79
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4 Experiments

We experimented at an actual supermarket. The area was arranged with a two-sided
shelf with different items. A person moved between the shelves and our robot followed
that person. When the person performed a “hand in shelf” action, our robot took a
suitable position so that the person could easily put his items in the basket.

4.1 Experimental Conditions

We conducted our experiment in four conditions.We define the different conditions below:

Fig. 7. The confusion matrix of different shopping behaviors.

Fig. 8. (a) Customer performs a “hand in shelf” action on the front shelf. (b) Customer performs
a “hand in shelf” action on the back shelf. (c) Customer performs a “hand in shelf” action on the
back shelf. (d) Customer performs a “hand in shelf” action on the front shelf.
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In the first condition, we assume that the robot is on the left side and the customer
turns to the front shelf and makes a hand in shelf action as shown in Fig. 8(a).

In the second condition, we assume that the robot is on the left side and the customer
turns to the back shelf and performs a “hand in shelf” action as shown in Fig. 8(b).

In the third condition, we assume that the robot is on the right side and the customer
turns to the back shelf and performs a “hand in shelf” action as shown in Fig. 8(c).

In the fourth condition, we assume that the robot is on the right side and the customer
turns to the front shelf and performs a “hand in shelf” action as shown in Fig. 8(d).

4.2 Experimental Result

Figure 9 shows the experimental result according to our first condition. In Fig. 9(a) we
see that our robot follows a customer with a shopping basket within a certain distance.
When the customer performs a “hand in shelf” action on the front shelf, we see that the
robot is on the left side of the customer as shown in Fig. 9(b). Then our robot moves
closer to the customer and changes its orientation according to the customer and the
customer easily puts his product in the basket.

5 Conclusions and Future Work

In this research, we have developed a customer-following robot for shopping to provide
support for the elderly with high-speed vision systems by using Kinect 3D skeleton
data. The robot can follow a person (i.e. customer that is shopping) successfully and at
the same time, our robot always tries to recognize the customer’s different shopping
actions. Whenever the customer performs a “hand in shelf” action, the robot can take
on a suitable position to give the proper support for the elderly person with its shopping
basket. Our robot gives support by carrying goods for the customer until he or she is
done with shopping.

In the future, we plan to propose a mapping system to more effectively prevent the
shopping support robot from colliding with obstacles and to move in a crowded
environment so that it can follow the customer automatically in any direction.

Acknowledgement. This work was supported by JSPS KAKENHI Grant Number JP26240038.

Fig. 9. Experimental results according to the first condition.
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Abstract. Object detection is one of the most challenging problems in the field
of computer vision, the practicality of object detection requires accuracy and
real-time. YOLOv3 is a good real-time object detection algorithm, but with
insufficient recall rate and insufficient positioning accuracy. The Attention
Mechanism in deep learning is similar to the attention mechanism of human
vision, which is to focus attention on important points in many information,
select key information, and ignore other unimportant information. In this paper,
we integrate Convolutional Block Attention Module (CBAM) in YOLOv3 in
order to improves the detection accuracy and keep real-time. Compared to a
conventional YOLOv3, we experimentally show the effectiveness and accuracy
of the proposed method on the PASCAL VOC and MS-COCO datasets.

Keywords: Object detection � Real-time � Attention mechanism

1 Introduction

Object detection is one of the fundamental problems of computer vision, forms the
basis of many other computer vision tasks, such as image captioning [1], instance
segmentation [2], object tracking [3], etc. Given one image, the purpose of object
detection tries to find objects of certain target classes with precise localization and
assign a corresponding class label to each object instance.

In recent years, object detection algorithm pays attention to high detection accuracy
and real-time detection speed. Deep-learning based object detection algorithms, which
can be classified into two categories: two-stage and one-stage detectors. Two-stage
detectors, such as Fast R-CNN [4], Faster R-CNN [5], and FPN [6], conduct a first
stage of region proposal generation, followed by a second stage of object classification
and bounding box regression. These methods generally show a high accuracy but have
a disadvantage of a slow detection speed and lower efficiency. One-stage detectors,
such as SSD [7] and YOLO [8], conduct object classification and bounding box
regression concurrently without a region proposal stage. These methods generally have
a fast detection speed and high efficiency but a low accuracy.

The real-time object detection model represented by SSD and YOLO, has played a
pretty detection effect in the industrial field and practical application scenarios. How-
ever, two algorithms consider the object detection process as a regression problem and
cannot distinguish the foreground from the background well, which is prone to false
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detection and missed detection. At present, the improvement of the object detection
algorithm mainly includes: using a basic neural network capable of extracting richer
features, fusing features of multiple scales for detection, or other methods for
improving the network structure. Shen et al. [9] proposed a Stem Block structure that
can improve the detection accuracy, and refer to the dense connection of DenseNet [10]
on the basis of SSD. Fu et al. [11] Proposed a deeper ResNet-101 [16] network for
feature extraction based on the SSD detection framework, and used a deconvolution
layer to introduce additional large amounts of semantic information, which improved
the ability of the SSD to detect small objects. In addition, Woo et al. [17] found that
both channel and spatial relationships between convolution operations are modeled and
weighted at the same time to screen out the required features better.

In YOLOv3 [13], each region in the entire feature map is treated equally, and each
region’s contribution to the final detection is considered to be the same. The extracted
convolution features do not weight the different positions in the convolution kernel. As
we can see in Fig. 1(b), some objects are picked. But one person is missed detection.
Especially, A book is mistaken for a handbag. The surroundings of the object to be
detected in the picture have complex and rich contextual information often in actual life
scenarios, weighting the features of the target area can locate on the features to be
detected better.

In this paper, we introduce a model, which is used for capturing the contextual
information features and combining it with visual features for a better performance on
object detection. We take YOLOv3 as the main network of our model, then we add an
attention module for capturing key features. And In summary, the main contributions of
this paper are summarized as follows:

(1) We propose a object detection model based on attention and test the improvement
of YOLOv3 detection effect by several different attention mechanisms.

(2) We Improved the ability of YOLOv3 to extract and screen key features without
affecting real-time performance.

(3) We comprehensively evaluate our method on PASCAL VOC and MS-COCO
datasets and get better performance than the baseline method (YOLOv3).

2 Related Work

2.1 Attention Mechanism

Recently, the research on deep learning is growing esoteric, and many breakthroughs
have been made in various fields. Neural networks based on attention have become a
hot topic in recent object detection research. The Attention Mechanism in deep learning
is similar to the attention mechanism of human vision, which is to focus attention on
important points in many information, select key information, and ignore other
unimportant information. The results are usually displayed in the form of probability
maps or probability feature vectors. In principle, it is mainly divided into spatial
attention models and channel attention models. Space and channel mixed attention
model. Not all regions in the image contribute equally to the task. Only focus on task-
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related regions, such as the main object of a picture. As each channel of a feature map
is considered as a feature detector [18], channel attention focuses on ‘what’ is mean-
ingful given an input image. Zhou et al. [19] suggest to use it to learn the extent of the
target object effectively and Hu et al. [20] adopt it in their attention module to compute
spatial statistics. Different from the channel attention, the spatial attention focuses on
‘where’ is an informative part, which is complementary to the channel attention. Given
an input image, two attention modules, channel and spatial, compute complementary
attention, focusing on ‘what’ and ‘where’ respectively. Considering this, two modules
can be placed in a parallel or sequential manner. Woo et al. [17] proposed the con-
volutional block attention module (CBAM), which show consistent improvements in

(a) (b)

(c)

Fig. 1. The description of our motivation. (a) The image from the COCO validation set. (b) The
output from YOLOv3. (c) The results of our method.
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classification and detection performances. Because CBAM is a lightweight and general
module, it can be integrated into any CNN architectures seamlessly with negligible
overheads and is end-to-end trainable along with base CNNs.

2.2 YOLOv3

Object detection is an old fundamental problem in image processing, for which various
approaches have been applied. But since 2012, deep learning techniques markedly
outperformed classical ones. While many deep learning algorithms have been tested for
this purpose in the literature, we chose to focus on one recent cutting-edge neural
network architectures, namely YOLOv3, since it is proved to be successful in terms of
accuracy and speed in a wide variety of applications. YOLO [8], which is an acronym
for You Only Look Once, does not extract region proposals, but processes the complete
input image only once using a fully convolutional neural network that predicts the
bounding boxes and their corresponding class probabilities, based on the global context
of the image. The first version was published in 2016. Later on in 2017, a second
version YOLOv2 [12] was proposed, which introduced batch normalization, a retuning
phase for the classifier network, and dimension clusters as anchor boxes for predicting
bounding boxes. Finally, in 2018, YOLOv3 improved the detection further by adopting
several new features, Contrary to Faster R-CNN’s approach, each ground-truth object
in YOLOv3 is assigned only one bounding box prior. These successive variants of
YOLO were developed with the objective of obtaining a maximum mAP while keeping
the fastest execution which makes it suitable for real-time applications. Special
emphasis has been put on execution time so that YOLOv3 is equivalent to state-of-the-
art detection algorithms like SSD in terms of accuracy but with the advantage of being
three times faster [13]. The unified architecture is much faster compared to industry
standards. The base YOLO model processes images in real-time at 45 frames per
second. Since YOLO has faster inference times, this algorithm is possibly a good suit
for real-time object detection.

3 Method

3.1 Network Architecture

In this section, the architecture of the object detection method proposed in this paper is
shown in Fig. 2. We only integrate attention module within a ResBlock, through the
screening of the transfer features, the information retained during the fusion of the
residuals is more conducive to the reduction of training loss, and is conducive to the
accuracy of positioning and classification. Our model makes prediction, like YOLOv3,
at three scales. the results from by downsampling the size of the input image by 32, 16
and 8 separately.
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3.2 Channel-Wise Attention

Hu et al. [20] proposed a mechanism that allows the network to perform feature
recalibration, through which it can learn to use global information to selectively
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Fig. 2. The framework of our method.
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Fig. 3. The schema of the SE-ResNet module.
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emphasize informative features and suppress less useful ones. The design and devel-
opment of new CNN architectures is a difficult engineering task, typically requiring the
selection of many new hyperparameters and layer configurations. By contrast, the
structure of the SE block is simple and can be used directly in existing architectures by
replacing components with their SE counterparts, where the performance can be
effectively enhanced. Due to the introduction of a new pooling layer and a fully
connected layer, the amount of calculation has increased compared to the original
YOLOv3, which is the main reason for reducing the detection speed.

SE blocks can be used directly with residual networks (Fig. 3 depicts the schema of
an SE-ResNet module). X is the convolution set that inputs the attention structure,
where H, W, and C represent the length, width, and number of channels of the feature
map, r is the proportion of dimensionality reduction. When r is smaller, the global
information passed in the previous layer can be retained better. First, Sequeeze: Per-
form global average pooling on H � W � C to obtain a feature map with a size of
1 � 1 � C. This feature map can be understood as having a global receptive field.
Then, Excitation: Use a fully connected neural network to perform a non-linear
transformation on the results after Sequeeze. Finally, Feature recalibration: Use the
results obtained by Excitation as weights and multiply the input features.

3.3 Convolutional Block Attention

Attention not only tells where to focus on, it also improves the representation of
interests. Our purpose is to increase representation power by using attention mecha-
nism: obtaining the regions that need to be focused on and paying more attention to
these regions to obtain more detailed information about the objects. Table 1 show that
Woo et al. [17] Test results of different attention module arrangement order on clas-
sification network ResNet50, using both attention is critical while the best-combining
strategy.

(i.e. sequential, channel-first) further improves the accuracy. We refer to this
sequence and added CBAM to YOLOv3. Given an intermediate feature map X 2
R

C�H�W as input, CBAM sequentially infers a 1D channel attention map Mc 2 R
C�1�1

and a 2D spatial attention map Ms 2 R
1�H�W. The overall attention process can be

summarized as:

Table 1. Different combining methods of channel and spatial attention.

Description Top-1 Error(%) Top-5 Error(%)

ResNet50 + channel (SE) 23.14 6.70
ResNet50 + channel + spatial (CBAM) 22.66 6.31
ResNet50 + spatial + channel 22.78 6.42
ResNet50 + spatial & channel in parallel 22.95 6.59
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X0 ¼ Mc Xð Þ � X ð1Þ
X00 ¼ Ms X0ð Þ � X0 ð2Þ

where � denotes element-wise multiplication. During multiplication, the attention
values are broadcasted (copied) accordingly: channel attention values are broadcasted
along the spatial dimension, and vice versa. X00 is the final refined output.

One can seamlessly integrate CBAM in any CNN architectures and jointly train the
combined CBAM-enhanced networks. Figure 4 shows the exact position of module
when integrated within a ResBlock. We apply CBAM on the convolution outputs in
each block.

conv

Channel 
a en on

x

x

Spa al
a en on

+

ResBlock
+

CBAM

Previous
conv blocks

Next
conv blocks

Fig. 4. CBAM integrated with a ResBlock in ResNet [21].
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4 Experiments

4.1 Datasets

Our model is comprehensively evaluated on two well-known datasets, PASCAL VOC
[14] and MS-COCO [15]. PASCAL VOC is a dataset which involves 20 categories. In
object detection task, the performance is evaluated by mean average precision (mAP).
We trained our model on VOC2007 and VOC2012. Besides, PASCAL VOC is consist
of trainval images and test images, each of which contain about 5k images.
PASCAL VOC needs to calculate the corresponding accuracy and recall rate when
IoU = 0.5, and finally get the corresponding mAP. Different from PASCAL VOC, MS-
COCO is a lager and more challenging dataset which focus on computer vision tasks.
MS-COCO involves 80 categories. MS-COCO AP is averaged over multiple IoU
thresholds between 0.5 (coarse localization) and 0.95 (perfect localization).

4.2 Implementation Details

We take VOC2007 and VOC2012 trainval images as the training set and take
VOC20007 test images as validation set. The parameters of main net are pre-trained on
ImagNet. First, we train the main net with a learning rate of 0.001 for 80k iteration.
Then we train the branch network with the same learning rate for 50k. At last, we train
the whole network with a learning rate of 0.0001 for 30k. Following the protocol in
MS-COCO, we use the trainval35k set for training, which is a union of 80k images
from train split and a random 35 subset of images from the 40k image val split. The
parameter settings are the same as the YOLOv3. Experiments on both PASCAL VOC
dataset and MS-COCO dataset showed the effectiveness of our model.

4.3 Evaluation on PASCAL VOC

As shown in Table 2, our method achieved great detection accuracy in the one-stage
detection algorithm, and also ensured the real-time performance of the model.

Table 2. Comparison of test results on the VOC 2007 test set.

Methods mAP FPS

YOLOv1 63.4 45.0
YOLOv2 76.8 67.0
SSD300 74.3 46.0
SSD500 76.8 19.0
DSSD321 78.6 9.5
DSSD513 81.5 5.5
YOLOv3 + SE 81.6 27.2
YOLOv3 + CBAM 82.0 26.0
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4.4 Evaluation on MS-COCO

According to Table 3, our method achieves 35.7% on test-dev score when the scale of
input images is 608 � 608, which is 2.7% higher than the AP of YOLOv3. And our
method maintains a high Frames Per Second (FPS) as well.

5 Conclusion

In this paper, we proposed a real-time object detection model, which is based on
attention. In view of the disadvantages of low recall rate and insufficient positioning
accuracy in YOLOv3, we tried three different attention mechanisms for the detection of
YOLOv3. Especially the spatial attention and channel attention fusion module
(CBAM) achieved the highest improvement effect on MS-COCO test dataset. Real-
time and accurate object detection is suitable for real life, and improving these algo-
rithms has the value of practical application.
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Abstract. Research in the field of image super-resolution in recent years has
shown that convolutional neural networks are conducive to improving the
quality of image restoration. In the deep network, simply increasing the number
of network layers cannot effectively improve the quality of image restoration,
but increases the difficulty of training. Therefore, in this paper, we propose a
new model. By using multi-layer convolution, the image segmentation map
based on image texture is modulated into the network, and the attention
mechanism is used to adjust the feature output of each layer. The output of each
layer is used as hierarchical feature for global feature fusion. Finally, the
attention mechanism is used to fuse the hierarchical features to improve the
quality of image restoration.

Keywords: Image-resolution � Convolutional neural network � Prior
information � Attention mechanism

1 Introduction

With the development of information technology, the field of artificial intelligence has
been widely developed, and a lot of research has focused on computer vision [1, 2].
Single image super-resolution is a technology for obtaining a high-resolution image
from one low-resolution image. This technology aims to provide image with better
visual effect and dig out more image details. In the process of image acquisition, due to
various restrictions on imaging conditions and methods, the imaging system cannot
acquire all the information in the original image scene. How to improve the spatial
resolution of images has always been a hot issue in the field of image processing.
Image super-resolution is considered to be an effective method to solve this problem.
Since there are multiple high-resolution solutions for a given low-resolution image, this
type of problem is ill-posed. To solve this problem, researchers have proposed tradi-
tional interpolation-based algorithms [3, 4], reconstruction-based algorithms [5], and
learning-based algorithms [6, 7]. These methods have not achieved good results.

In recent years, convolutional neural networks have proven their effectiveness in
image super-resolution. By defining a convolutional neural network, the gradient
descent algorithm is used to learn the correlation and correspondence between the two
pairs of high-resolution and low-resolution images. The SRCNN [8] proposed by Dong
et al., for the first time, applies a convolutional neural network to super-resolution
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tasks, and it is better than the traditional methods in the past. Subsequently, many
researchers began to gradually deepen the network to improve the quality of image
restoration. With the introduction of the GAN [9] network, Perceptual loss that is more
conducive to measuring image quality from a feature point of view is introduced, which
eases blurring and oversmoothing artifacts and makes the image closer to reality.

However, all the above methods improve the quality of image restoration by
increasing the depth of the network, which means simply increasing the computational
complexity in exchange for the improvement of image quality. By analyzing some
classic network structures, we find the following problems:

(1) Unused image prior information. Most convolutional neural network models
continuously deepen the network and adjust the network structure to obtain better
image restoration quality, but the prior information such as texture, brightness,
and color contained in the image itself also affects image restoration. Without
inputting stronger prior information, the existing methods cannot further dig out
more useful information.

(2) Equally process every detail of the image. An image often contains multiple
contents. The texture and other features contained in these contents have different
characteristics. Treating the details of each image equally is not conducive to
improving the restoration quality of the image.

(3) Simple concatenation of the feature output of each layer. Most classic neural
network models treat the feature of each layer equally, and fuse deep and shallow
features through simple concatenation. However, for different textures, suitable
features need to be filtered to improve the quality of image restoration.

In order to solve the mentioned problems, we propose a new model based on prior
information fusion, the main contributions of this paper are summarized as follows:

(1) We propose a new model based on prior information fusion. The segmentation
map containing different texture feature information of the image is input into the
network to guide the learning process of the network. The experimental results
show the effectiveness of the proposed method.

(2) We apply different processing methods to different textures of the image by fusing
prior information and applying multi-scale convolution kernels.

(3) We use the attention mechanism to assign weights to the features of each layer,
and select feature layer that is more effective for the reconstruction part, instead of
simply concatenating.

2 Related Work

2.1 Single-Image Super-Resolution

The current image super-resolution methods can be divided into three categories:
interpolation-based, reconstruction-based, and learning-based. Traditional single-image
super-resolution methods include interpolation-based algorithms such as bicubic
interpolation and Lanczos resampling algorithms; reconstruction-based algorithms such
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as iterative back projection, maximum posterior probability, convex set projection; and
learning-based Algorithms, such as neighborhood and local linear embedding methods,
sparse coding and sparse coding networks. These methods either use the internal
similarity of a single image or learn the mapping function of external low-resolution
and high-resolution sample pairs. Although they focus on learning and optimizing the
dictionary, the remaining steps of the above methods are rarely optimized or unified in
a unified optimization framework consider.

Since the convolutional neural network was proposed, it has been used in most
researches in the field of image processing [10–12]. SRCNN published by Dong et al.
applies deep learning networks for the first time in the field of image super-resolution
and is better than the traditional methods. Convolutional neural networks usually get
better with deeper networks, but deeper networks are often difficult to train. VDSR [13]
and DRCN [14] introduced the residual learning, and DRRN [15] solved the problems
of difficult training and difficult convergence by introducing recursive blocks, and
achieved significant accuracy improvements. However, all the above methods are to
interpolate the image first, inevitably losing the details and increasing the amount of
calculation. Extracting features from the original LR and improving the spatial reso-
lution at the end of the network have become the main choices for deep convolutional
network structures. FSRCNN [16] uses a deconvolution operation, and ESPCN [17]
uses a sub-pixel convolution operation. After extracting features from low resolution
images and then amplifying them, the speed is improved. For deeper networks,
SRRESNT provides the solution. GAN networks have also been introduced in the
direction of image super-resolution in recent years. SRGAN [18] network has brought
Perceptual loss which is more conducive to measure image quality from features.
EnhanceNet [19] introduced a GAN-based network model that combines automatic
texture synthesis and perceptual loss. Although SRGAN and EnhanceNet alleviate
blurring and oversmoothing artifacts to a certain extent, the results they get still feel
unreal. By removing unnecessary modules in the traditional residual network, EDSR
and MDSR [20] are obtained, and the effect is significantly improved.

3 Proposed Method

The complete structure of the network model proposed in this paper is shown in Fig. 1.
We input the unprocessed low-resolution image Ilr directly into the network, and first
extract the image features through a convolution layer with a kernel size of 3 � 3. The
obtained image features and image prior information are simultaneously input into the
prior information fusion layer, and the output of this layer contains the prior information
of the image. Subsequently, MFEB (Multiple-scale Feature Extraction Block) with
multiple kernel sizes will extract multi-scale features in the feature map. The output is
divided into two paths, the first path goes deeper into the network, and the second path
outputs hierarchical features, which will be used for the final hierarchical feature
attention layer. Here we use 16 such MFEB layers. Hierarchical feature attention layer
will be used as the last step in the feature extraction part. The attention mechanism will
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be applied to the hierarchical feature fusion instead of concatenation, allowing the model
to focus more on information that is beneficial to improving the quality of recovery and
reducing some redundant information. In the reconstruction part, we used a deconvo-
lution layer to complete the upsampling process, and finally got Isr.

In recent years, there have been many researches on Loss function, including L1, L2

norm, perceptual loss, etc., and they have been introduced into the field of image super-
resolution.

Compared with the L1 loss, the L2 loss assumes that the data conforms to a
Gaussian distribution, but in fact the data usually has multiple peaks. The L2 loss will
make the model satisfy multiple peaks at the same time and produce an intermediate
value, resulting in blurred images. At the same time, considering the efficiency of the
network, we choose the L1 loss function. Given N image pairs {Iilr; I

i
hr }, the L1 loss

function shows as following:

L hð Þ ¼ 1
N

XN

i¼1
IiSR � IiHR

�� ��
1 ð1Þ

where h denotes parameters of the network, and optimizes this parameter to find the
final model. N represents the number of image pairs in the training data, and i repre-
sents the i-th optimization iteration. IiSR and IiHR represent the image generated by the
network and ground truth respectively.

3.1 Priori-Information Fusion Layer

In this section we will describe the prior information fusion layer in detail. The main
role of this layer is to fuse the image segmentation information obtained in advance into
the image. The complete structure diagram is shown in Fig. 2.

Fig. 1. The complete structure of the proposed network.
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First, in order to obtain a priori information, we use the K-means clustering method
to segment the image according to a certain texture distribution to obtain a texture-
based segmentation map.

Then, we use 4 layers of convolutional layers to process the obtained segmentation
map, obtain the prior information result with the same number of channels as the image
features, and multiply it with the features.

In this way, we obtain the features that incorporate the prior information. And input
it to the next layer for feature extraction. In this layer, all we use is a convolution with a
kernel size of 1 � 1, setting the stride to 1, to ensure that the size of the obtained
feature map remains the same.

Traditional image super-resolution reconstruction methods usually use different
prior images of natural images to estimate different original images. The prior infor-
mation of common natural images has the characteristics of local smoothness, non-
local self-similarity, and sparseness of natural images.

Fig. 2. Priori-information fusion layer

Fig. 3. Multiple-scale feature extraction block.
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For deep learning, convolutional layers are usually used to extract image features,
but the prior information of the images is rarely directly input into the network. Image
super-resolution is usually used as an auxiliary task for other deep learning tasks.
Therefore, this network inputs the segmentation image of the image as prior infor-
mation into the network, so as to obtain better image restoration quality.

3.2 Multiple-scale Feature Extraction Block(MFEB)

Multiple-scale Feature Extraction Block is shown in Fig. 3. The main function of this
block is to extract the multi-scale features of the image and filter out features that are
beneficial to image reconstruction through the attention mechanism.

Mn-1 denotes the output of the previous layer of MFEB. First use 3 convolutions
with different kernel sizes: 1 � 1, 3 � 3, 5 � 5, and then concatenate the obtained
features. Since the dimension of the features is three times the original, we use 1 � 1
convolution to reduce the features dimensions.

Then, we use the attention mechanism for feature selection. Inspired by RCAN
[21], we first use a mean pooling feature to obtain a feature map with a size of 1 � 1
and a number of channels C, and then use two 1 � 1 convolution layers to reduce and
increase the number of channels of the feature, thereby weight coefficient of size
1 � 1 � C is obtained.

Then multiply the obtained weight coefficient with the feature map. In this way, we
have a feature map with weight coefficients, which can filter out features that are more
conducive to image reconstruction under different scales of convolution kernels, and
more conducive to image texture restoration.

Inspired by Inception [22], we noticed that widening the width of the neural net-
work and using multi-scale convolution kernels have a good effect on image feature
extraction. Different convolution kernel sizes can obtain different receptive fields, but
they do not represent the larger the receptive field is, the better the restoration effect is.
Therefore, for the features extracted under different convolution kernels, we use the
channel attention mechanism to filter out the parts that are more favorable for image
reconstruction, rather than treating all features equally.

3.3 Image Reconstruction

Hierarchical Feature Attention Layer. Research in the field of image super-
resolution proves that deeper convolutional neural networks tend to achieve better
experimental results, because deeper networks can often extract higher-level abstract
features of the image, thereby recovering images with more texture.

However, these models only focus on deep features, ignoring the importance of
shallow features for image restoration. Therefore, we use hierarchical feature attention
layers to fuse the output of each layer of the MFEB and assign corresponding weights
to screen out features that are more conducive to improving the quality of image
restoration. The method adopted by the hierarchical feature attention layer is the same
as the channel attention in MFEB.

56 C. Ding et al.



Deconvolution Layer. In SRCNN, bicubic interpolation is used to first upsample the
image to the required image size and perform feature extraction on larger images, but
this will lead to a significant increase in computational complexity and more redundant
information. The deconvolution operation in FSRCNN puts the upsampling part into
the feature extraction and then directly extracts the features on the low-resolution
image, reducing most of the calculation, so this model uses deconvolution for the
upsampling operation.

4 Experiments

In this section, we will evaluate the performance of the model on several benchmark
datasets and compare it with state-of-art methods. First, we will introduce the data set
used, then we will detail the parameter settings and experimental details, and finally
show the experimental results on the data set.

4.1 Datasets

Set5, set14, BSDS100, Urban100 and Manga109 is a common data set commonly used
in the field of image super-resolution, and the image contains animals, people, plants,
buildings and other types. We briefly introduce the content of each data set and other
information, as shown in Table 1.

4.2 Parameters Setting

For the dataset, we augment the training dataset with operations such as scaling,
rotation, and inversion. The training rate is set to 0.0001, and our model is optimized
using stochastic gradient descent. In the final model, we used 16 MFEB blocks, and the
output of each block was 64 feature maps. Padding was applied to the convolution to
ensure that the size of the output feature map was consistent. The experiments were
trained and tested using the Pytorch framework.

4.3 Evaluation on Datasets

To prove the effectiveness of our method, we tested the above dataset and compared it
with the state-of-art method. The experimental results are shown in Table 2, 3, 4.
PSNR is the peak signal-to-noise ratio and SSIM is the structural similarity.

Table 1. Datasets used in our experiments.

Dataset Amount Contents

Set5 [23] 5 Human, bird, butterfly, etc.
Set14 [24] 14 Humans, animals, insects, etc.
BSDS100 100 Animal, building, food, etc.
Urban100 [25] 100 City, urban, etc.
Manga109 [26] 109 Manga volume
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From the table, we can see that the PSNR/SSIM of our experimental results on the
3 magnification scales have a certain improvement compared to the existing classic
models LapSRN, VDSR, FSRCNN, etc., which verifies the effectiveness of our
method.

From the results in the table, we can see that our proposed model has a relatively
large improvement on the Urban100 dataset compared to the results of several other
network experiments. The Urban100 dataset contains a large number of regular
building structures. Through the prior image segmentation operation, it is possible to
effectively segment the parts with uniform texture regularity. Therefore, the model has
a good effect on image restoration with regular textures. However, the processing effect
on other images including a large number of different texture blocks such as portraits
and scenes needs to be improved (Fig. 4).

Fig. 4. The image of the experimental result with the scale of 2.
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Table 2. Experimental results (x2).

Algorithm Scale Set5
PSNR/SSIM

Set14
PSNR/SSIM

BSDS100
PSNR/SSIM

Urban100
PSNR/SSIM

Manga100
PSNR/SSIM

ours x2 37.78/
0.9589

33.51/
0.9178

31.85/
0.8902

31.59/
0.9299

38.38/
0.9762

LapSRN x2 37.49/
0.9562

33.01/
0.9108

31.80/
0.8899

30.41/
0.9102

37.22/
0.9759

VDSR x2 37.52/
0.9587

33.05/
0.9121

31.90/
0.8955

30.75/
0.9143

37.19/
0.9737

FSRCNN x2 36.99/
0.9558

32.59/
0.9079

31.52/
0.8909

29.79/
0.9007

36.62/
0.9694

ESPCN x2 36.98/
0.9545

32.42/
0.9077

31.49/
0.8925

29.78/
0.9032

36.59
/0.9687

SRCNN x2 36.65/
0.9539

32.35/
0.9059

31.39/
0.8869

29.51/
0.8951

35.67/
0.9661

Bicubic x2 33.65/
0.9282

30.29/
0.8669

29.57/
0.8431

26.85/
0.8429

30.79
/0.9333

Table 3. Experimental results (x3).

Algorithm Scale Set5
PSNR/SSIM

Set14
PSNR/SSIM

BSDS100
PSNR/SSIM

Urban100
PSNR/SSIM

Manga100
PSNR/SSIM

ours x3 34.01/
0.9251

30.01/
0.8387

28.93/
0.8081

27.31/
0.8425

32.67/
0.9412

LapSRN x3 33.82/
0.9219

29.85/
0.8316

28.81/
0.7979

27.05/
0.8285

32.11/
0.9301

VDSR x3 33.65/
0.9201

29.75/
0.8301

28.83/
0.7969

27.10/
0.8289

32.00/
0.9286

FSRCNN x3 33.18/
0.9140

29.39/
0.8245

28.55/
0.7933

26.41/
0.8160

30.79
/0.9210

ESPCN x3 33.01/
0.9129

29.43/
0.8255

28.22/
0.7927

26.39/
0.8159

30.78/
0.9159

SRCNN x3 32.41/
0.9055

29.11/
0.8199

28.29/
0.7829

26.23/
0.8021

30.49/
0.9100

Bicubic x3 30.39/
0.8649

27.51/
0.7715

27.11/
0.7381

24.39/
0.7310

26.95/
0.8551
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5 Conclusion

In this paper, we propose an image super-resolution network that incorporates prior
information, incorporates image segmentation maps obtained by clustering methods
into the network, and uses the attention mechanism to improve the quality of image
restoration. Experiments show that our method has good performance.
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Abstract. This paper addresses two challenging tasks: detecting small faces in
unconstrained conditions and improving the quality of very low-resolution facial
images. Tiny faces are so fuzzy that the facial patterns are not clear or even
ambiguous resulting in greatly reduced detection. In this paper, we proposed an
algorithm to directly generate a clear high-resolution face from a blurry small
one by adopting a generative adversarial network (GAN). Besides, we also
designed a prior information estimation network which extracts the facial image
features, and estimates landmark heatmaps respectively. By combining these
two networks, we propose the end-to-end system that addresses both tasks
simultaneously, i.e. both improves face resolution and detects the tiny faces.
Extensive experiments on the challenging dataset WIDER FACE demonstrate
the effectiveness of our proposed method in restoring a clear high-resolution
face from a blurry small one, and show that the detection performance out-
performs other state-of-the-art methods.

Keywords: Face detection � Super-resolution � GAN

1 Introduction

The purpose of this paper is to realize the two tasks of face detection and face super-
resolution on very low-resolution facial images. This is important in many applications,
like criminal investigation law and order, comprehensive management and other related
fields. Because the human face belongs to the inherent characteristics of human beings,
and has the advantages of uniqueness, stability, and convenience, it can quickly
identify individual information. Therefore, the researches on face detection and face
super resolution have been increased in recent years and have become a hot issue.
Facial images can provide an important basis for the identity of the target, so it is an
indispensable part of video intelligence analysis. However, in the actual monitoring
video, due to the distance of human distance monitoring and the noise in the envi-
ronment, this results in lower resolution of the face area, resulting in reduced image
sharpness and reduced amount of critical information. resulting in a decrease in the
recognition accuracy of the existing model. Therefore, the key to the problem is
whether or not to develop an efficient super-resolution reconstruction technique for the
face with a lower resolution, thereby improving the definition of the face and
improving the recognition accuracy of the tiny face.
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In recent years, deep networks have made great progress in the field of facial feature
point detection in the cascade regression framework: Sun et al. [1] proposed cascaded
deep convolutional neural network (DCNN) to gradually predict facial feature points;
from coarse to The thin end-to-end recursive convolution system (MDM) [2] is similar
to DCNN, but each stage takes the hidden layer feature of the previous stage as input. It
is divided into several parts to alleviate the changes of facial features and return the
coordinates of different parts separately. Heat map regression model generates proba-
bilistic heat map for each feature point respectively, which is excellent in face feature
point detection. Newell [3] used the heat map regression model, and designing a
stacked hourglass network, extracting features from multiple scales to estimate the key
points of the human body pose. The stacked hourglass network can repeatedly obtain
the information contained in the images at different scales, which is more suitable for
human faces. Feature point detection. Yang [4] used the standardized face supervised
transformation and stacked hourglass network to obtain the predicted heat map, and
achieved good results, which proved the superiority of the stacked hourglass network in
facial feature detection. Wu et al. [5] used a face boundary heat map instead of a face
feature point heat map to express the face geometry, proving the boundary importance
of the information.

However, these studies only partially solve the facial features of different types and
different facial features scale problems, and excessive stack hourglass combination
network will affect the speed of detection. To deal with the nuisances in face detection,
we propose a unified end-to-end convolutional neural network for better face detection
and face super-resolution based on the facial prior estimation network and generative
adversarial network (GAN) framework. In summary, the main contributions of this
paper can be summarized as follows:

1. We propose the end-to-end system that addresses face super-resolution and face
detection simultaneously, via integrating a sub-network for facial landmark local-
ization through heatmap regression into a GAN-based super-resolution network.

2. The two-segment stacked hourglass network is used to extract the feature lines of
different parts of the face to solve the problem of feature line extraction caused by
image occlusion and low image resolution.

3. We demonstrate the effectiveness of our proposed method in restoring a clear high-
resolution face from a blurry small face, and show that the detection performance
outperforms other state-of-the-art approaches on the WIDER FACE dataset, espe-
cially on the most challenging Hard subset.

2 Related Work

2.1 Face Detection

The purpose of face detection task is to find out the corresponding positions of all faces
in the image, and the output of the algorithm is the coordinates of the rectangular frame
outside the face in the image, which may also include information such as attitude
estimation such as tilt angle. From 1960s to now, we can divide the research of face
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detection algorithm into three stages. In the first stage, the early face detection algo-
rithm uses the technology based on template matching, and the representative
achievement is the method proposed by Henry a Rowley and others [6, 7]. They use
neural network model for face detection. The second stage is the emergence of Ada-
Boost framework. In 2001, Viola and Jones designed a face detection algorithm [8],
which uses simple Haar-like features and cascaded AdaBoost classifiers to construct
detectors. It analyzes the differences between detection and classification problems, and
uses asymmetric methods to improve weak classifiers.

The third stage begins with the advent of deep learning, at present, the most widely
used face detection network in deep learning is the RCNN series network. RCNN [9]
was proposed by Ross in 2014. In 2015, Microsoft Research Institute proposed r-cnn
based on the spatial pyramid layer of SPP net [10] Fast RCNN [11], an improved
version of the algorithm, has designed a pool layer structure of ROI pooling. The task
of face detection also appeared in cascade CNN [12] and MTCNN [13] are the rep-
resentative cascaded neural networks. These cascaded networks are designed with
multiple stages to generate multi-scale image pyramid from the input image, and
alternately complete multiple tasks such as face detection and face alignment. Litera-
ture [14] on CVPR 2017 trains different detectors according to the faces in different
scales in order to keep the efficiency and train the detectors in a multi task way.
According to this, J. Li et al. Proposed the perception generative adversarial networks
[15] to use the adversary network (large-scale feature discriminator) to judge the
similarity between large-scale features generated by small-scale targets and large-scale
targets, so as to improve the accuracy of small target reconstruction and the recall rate
of detection. In reference [16], GAN network is directly used in small face detection to
reconstruct high-resolution large-scale face from fuzzy small-scale face and further
improve the performance of the detector.

2.2 Facial Prior Knowledge

Many face SR methods use face prior knowledge to better super-resolve LR faces.
Early techniques assumed that the face was in a controlled environment with little
change Baker and Canard [17]. It is proposed to first understand the spatial distribution
of the image gradient with respect to the frontal face image Wang et al. [18]. The
mapping between the LR and HR faces is achieved by the eigen transformation.
Kolouri et al. [19] studied the nonlinear Lagrangian model for HR facial images and
enhanced the degraded images by finding the model parameters that best fit the given
LR data Yang et al. [20]. A priori facial is combined by using a mapping between
specific facial components. However, the matching between components is based on
the results of landmark detection. When the down sampling factor is large, these results
are difficult to estimate. Recently, deep convolutional neural networks have been
successfully applied to face SR tasks. The literature such as [27–31] introduce the
methods based on subspace learning and manifold learning, which are widely used in
the visual task of human face Zhu et al. [21]. In a cascaded framework of tasks, super
parsing very LR and unaligned faces. In their framework, face illusion and dense
correspondence field estimates are also optimized. In addition, different from the
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above-mentioned method of performing face SR in a step-by-step manner, FSRNet
[22] makes full use of face-characteristic heat maps and analytical diagrams in an end-
to-end training manner.

3 Proposed Method

3.1 Network Architecture

The network structure of our TFPGAN model is shown in the Fig. 1. The model can be
divided into three parts: the first part can be called a rough super-resolution recon-
struction network, whose purpose is to slightly recover the low-resolution small-size
face, because it is difficult to extract useful face information from too blurred images,
so this paper decided to first sample these images through deconvolution to ensure the
recovered image which can have more characteristic information. In the first stage, the
generated results will be used for two purposes: one is to directly keep it as a part of the
subsequent input image; the other is to serve as the input of the face prior information
estimation network. Because the stacked hourglass network [3] can repeatedly obtain
the information contained in the image at different scales, this paper uses the hourglass
model to build a network to extract the face prior information, The feature map is
represented in the form of Heatmap as the auxiliary task and prior information of the
final face detector. And the last stage is Generative Adversarial model, we try to
reconstruct the high-resolution large-scale face from the fuzzy small-scale face through
GAN. Here we combine the heat image information with the original image concate-
nation as the input of the generator. In addition to the ability of judging Sr (generated
image) and HR (real sample), another branch is designed to distinguish face image
from background image, and a new loss function is proposed to train the two networks
together to realize end-to-end.

Fig. 1. The structure of our TFPGAN model.
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3.2 Face Information Estimation Network

The perfect application of hourglass model [3] in human pose estimation enlightens us.
When dealing with small-scale and low-resolution images, existing detectors such as
MTCNN [13] often miss detection seriously. Many faces in the images will be mis-
takenly considered as background by the detectors and ignored. Considering this sit-
uation, this paper decided to use the network model to distinguish face region
information and background region information. The main research is based on the
particularity of face image. Any world object has different distribution in its shape and
texture, and it is obvious that shape prior information is easier to represent than texture
prior information, so this paper chooses shape information to model. Face image has
many key points, such as eyes and nose, so it has geometry structure that other
background pictures don’t have. The most intuitionistic embodiment of these geometry
structure is Heatmap. So, this paper uses the hourglass model mentioned above to build
a network to extract face information, and uses the form of Heatmap to represent the
feature map as the final face detector Supporting tasks and prior information. Con-
sidering that only the facial feature lines are preserved in the face image thermal image,
and the key features extracted are not as many as the human body, so the facial point
thermal image model only needs to use a few stacked hourglass networks to carry out
point thermal image regression, this paper finds that the best effect is to use two
hourglass models for the face information task, as shown in Fig. 2.

In the above figure, the small-scale low-resolution training samples will be sent to a
sampling network. First, through a convolution layer with a convolution kernel size of
3 � 3 and a step size of 1, the size of the feature map will be kept unchanged while
extracting features. Then, two 3 � 3 de-convolution layers are used to sample the size
of the feature map 4 times to 64 � 64, and then three residual blocks are used to
continue to extract the image depth Layer features, the final 3 � 3 convolution layer
outputs the final image. It can be seen that the output image has a higher resolution than
the original LR image. The generated course image will be input into two branches, one
branch is used as the LR image of the final super-resolution network, and the other
branch is directly sent to the hourglass model as shown in Fig. 2 to estimate the
Heatmap of the facial landmark Because these prior information can represent 2D face
shape. When two stacked hourglass modules are combined, a thermal map is used
instead of the original full connection layer. The thermal map represents the probability
of each feature appearing in the pixel. The output of the second hourglass will go
through a convolution layer of 1 � 1 to generate a landmark Heatmap. Here we predict
8 key points, including left and right eyebrows, nose, upper and lower lips and left and
right eyes. That is to say, the final output result of the network is that each key point
corresponds to a heat map, as shown in Fig. 3:
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3.3 TFPGAN

MTCNN and other model detectors are easy to treat the correct face image as the
background image when processing the small-scale low-resolution image, resulting in a
large number of missed detection situations. Now we use the small face samples and
other background samples that are not detected by baseline through the above network
model, so that the face image has the corresponding thermal image information, while
the background image has no such prior information, Then we use these prior
knowledge and super-resolution reconstruction network to restore these images to high-
resolution images, and distinguish face and background thoroughly, so as to build a
more accurate face detection model. In the previous face information estimation net-
work, we have sampled the small size face image and background image, which makes
the size of these training samples become larger, but the fine-grained information of
these images is still insufficient, and the image pixels are still fuzzy. In addition to the
ability of judging SR (generated image) and HR (real sample), we also have another
distinguishing branch to distinguish face image and background image, and propose a
new loss function to make the two networks Network joint training.

As shown in the figure, TFPGAN consists of the above structure. The LR image is
input into the generator, after a 3 � 3 convolution layer, the number of channels of the
feature map is set to 64. As mentioned before, the convolution core size is 3 � 3 and
the step size is 1. The convolution layer design can keep the size of the feature map
unchanged, which is inspired by the very successful resnet structure in the super-
resolution task. Therefore, six residual blocks are used to extract features, and then use
two previously mentioned de-conv (fractionally structured revolution) to sample the
feature map 4 times of its size, and the last 3 � 3 rollup layers is used to generate the
final high-definition image. The function of discriminant network D is similar to a
classification network. The structure is modified according to vgg19. Vgg series

Fig. 2. The structure of Hourglass Module

Fig. 3. Example of the facial landmark heatmap
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networks extract more abstract higher-order features through a deep convolution layer.
In order to avoid multiple under-sampling operations on small-scale fuzzy faces and
remove them The max pooling operation after the fifth convolution layer is imple-
mented, and the last three full connection layers fc6, fc7 and fc8 in vgg19 network are
replaced by two parallel full connection layers, and two groups of two classification
problems are completed through sigmoid function. One is to determine whether the
picture is a fake picture SR or HR, the other is to determine whether the picture is a face
picture or a non-human face.

3.4 Loss Function

Different from the original GAN network, the input of the generator is a combination of
low-resolution image and some auxiliary heat map information, rather than random
noise. It is known that the pixel wise loss function is used to calculate the loss between
the predicted image and the target image pixel, so the pixel wise mean square error
(MSE) loss is used here, and the loss formula is as follows:

LMSE ¼ 1
n

Xn

i¼1
GhGðIiLRÞ � IiHR

�� ��2 ð1Þ

In which, IiLR and IiHR represent low-resolution image and high-resolution image
with ground truth respectively, D � ðIiLR; IiHRÞ

� �n
i represents a large dataset of LR/HR

image pairs. In order to obtain more realistic results, we introduce the adversarial loss
in SRGAN [23] into objective loss, which is defined as follows:

Ladv ¼ 1
n

Xn

i¼1
logð1� DhðGhGðIiLRÞÞÞ ð2Þ

Here, the adversarial loss encourages the network to generate sharper high-
frequency details for trying to fool the discriminator network. In Eq. 2, the
DhðGhGðIiLRÞÞ is the probability that the reconstruction image GhGðIiLRÞ is a natural
super-resolution image.

In order to make the reconstructed images by the generator network easier to
classify, we also introduce the classification loss [2] to the objective loss. Let fIiLR; i ¼
1; 2; . . .; ng and fIiHR; i ¼ 1; 2; . . .; ng denote the small blurry images and the high-
resolution real natural images respectively, and fyi; i ¼ 1; 2; . . .; ng represents the
corresponding labels, where yn ¼ 1 or yn ¼ 0 indicates the image is the face or
background respectively. The formulation of classification loss is like Eq. 3:

Lclc ¼ 1
n

Xn

i¼1
logðyi � DhDðGhGðIiLRÞÞþ logðyi � DhDðIiHRÞÞÞ ð3Þ

The classification loss plays two roles, where the first is to distinguish whether the
high-resolution images, including both the generated and the natural real high-
resolution images, are faces or non-faces in the discriminator network. The other role is
to promote the generator network to reconstruct sharper images. Then we incorporate
the adversarial loss Eq. 2 and classification loss Eq. 3 into the pixel-wise MSE loss
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Eq. 1. The TFPGAN network can be trained by the objective function Eq. 4, where a
and b are trade-off weights.

min
hG

max
hD

¼ 1
n

Xn

i¼1
aðlogð1� DhDðGhGðIiLRÞÞÞþ logDhDðIiHRÞÞþ LMSE þ bLclc ð4Þ

4 Experiments

4.1 Datasets

WIDER FACE [24] data set is a benchmark data set of face detection, including 32203
images and 393703 human faces. These faces have a large range of changes in scale,
posture and occlusion. The image selected by wire face mainly comes from the open
dataset wire. The producers are from the Chinese University of Hong Kong. They
chose 61 event categories of wider. For each category, they randomly selected 40%/
10%/50% as the training, verification and test set. Participants can submit the predic-
tion files and the wider face will give the evaluation results.

The WIDER FACE dataset is divided into three subsets, Easy, Medium, and Hard,
based on the heights of the ground truth faces. The Easy/Medium/Hard subsets contain
faces with heights larger than 50/30/10 pixels respectively. Compared to the Medium
subset, the Hard one contains many faces with a height between 10–30 pixels. As
expected, it is quite challenging to achieve good detection performance on the Hard
subset.

4.2 Implementation Details

The weight of the neural network is initialized using a Gaussian distribution. Set the
mean to 0 and the standard deviation to 0.01. The deviation is set to 0. To avoid
undesirable local optima, we first train an MSE-based SR network to initialize the
generator network. For the discriminator network, we employ the VGG19 model pre-
trained on ImageNet as our backbone network and we replace all the fc layers with two
parallel fc layers. The fc layers are initialized by a zero-mean Gaussian distribution
with standard deviation 0.1, and all biases are initialized with 0. The samples are
labeled with face/background as follow-up training, and then the network is estimated
by face prior information. The samples with face tags will generate corresponding face
heat map through hourglass model, and be connected with the original image. In
addition, the high-resolution and low-resolution image pairs in the training stage come
from the low-resolution image obtained from the high-resolution image through
bicubic interpolation and 4 times down sampling.

4.3 Evaluation on Datasets

In order to verify the performance of our proposed model, we compare our SRFGAN
method with state-of-the-art methods on two public face detection benchmarks (i.e.
WIDER FACE [24] and FDDB [25]).

TFPGAN: Tiny Face Detection with Prior Information and GAN 69



4.3.1 Evaluation on WIDER FACE
We compare our method with the state-of-the-art face detectors [12–14, 16, 26, 27].
Table 1 shows the performance on WIDER FACE validation set. From Table 3, we see
that our method achieves the highest performance (i.e. 87.39%) on the Hard subset.
Compared to these CNN-based methods, the boosting of our performance mainly
comes from three contributions: (1) our hourglass network can repeatedly obtain the
information contained in the image at different scales, and we demonstrate that facial
prior knowledge is significant for face super resolution, even without any advanced
processing steps. (2) the Generative Adversarial Network learns finer details and
reconstructs clearer images. Based on the clear super- resolution images, it is easier for
the discriminator to classify faces or non-faces than depending on the low-resolution
blurry images; (3) the classification loss Eq. 3 promotes the generator to learn a clearer
face contour for easier classification.

4.3.2 Evaluation on FDDB
We follow the standard metrics (i.e. precision at specific false positive rates) of the
FDDB [25] and use this metric to compare with other methods. There are many
unlabeled faces in FDDB, making precision not accurate at small false positive rates.
Hence, we report the precision rate at 500 false positives. As shown in Fig. 4, we
would like to note that the performance of SFD [27] is achieved after manually adding
238 unlabeled faces on the test set. However, we test our model on the original labeled
test set. Under such an unfair condition, our method still gets the comparable perfor-
mance, which further proves the effectiveness of our method. In Fig. 5, we show some
detection results generated by our proposed method. It can be found that our face
detector successfully finds almost all the faces, even though some faces are very small
and blurred.

Table 1. Results (The average precision (AP)) on the WIDER FACE dataset

Methods Easy Medium Hard

Our Model 93.66 93.43 87.39
FaceGAN [16] 94.40 93.30 87.30
SSH [26] 93.10 92.10 84.51
HR [14] 92.51 91.10 80.60
MSCNN [12] 69.16 66.31 42.54
MTCNN [13] 84.88 82.50 59.82
CMS-RCNN 89.94 87.44 62.98
SFD [27] 93.66 92.47 85.86
Faster-RCNN 92.15 89.48 68.44
Faceness − WIDER 71.89 60.37 31.34
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5 Conclusion

In this paper, we proposed an algorithm to directly generate a clear high-resolution face
from a blurry small one by adopting a TFPGAN model. Besides, we also designed a
prior information estimation network which extracts the facial image features, and
estimates landmark heatmaps respectively. In addition, we have introduced an addi-
tional classification branch in the discriminator network that can distinguish between
fake/real and facial/background. extensive experiments on WIDER FACE and FDDB
have shown that our approach has achieved significant improvements in both the hard,
the easy and medium subset. We validated the proposed methods on two popular
benchmarks. The promising performance over the state-of-the-art in terms of accuracy,
model size and detection speed demonstrates the potential of our approach towards the
real deployment on mobile devices.

Acknowledgment. This research was supported by the National Natural Science Foundation of
China (Nos. 61672203 & 61976079) and Anhui Natural Science Funds for Distinguished Young
Scholar (No. 170808J08).

Fig. 4. On the FDDB dataset, we compare our method against many state-of-the-art methods.
The precision rate with 500 false positives is reported.

Fig. 5. Examples detected by our detector.
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Abstract. Automatically describing an image with a sentence is a challenging
task in the crossing area of computer vision and natural language processing.
Most existing models generate image captions by an encoder-decoder process
based on convolutional neural network (CNN) and recurrent neural network
(RNN). However, such a process employs low level pixel-level feature vectors
to generate sentences, which may lead to rough captions. Therefore, in this
paper, we introduce high-level semantics to generate better captions, and we
propose a two-stage image captioning model: (1) generate initial captions and
extract high-level semantic information about images; (2) refine initial captions
with the semantic information. Empirical tests show that our model achieves
better performance than different baselines.

Keywords: Image caption � High-level semantic � Convolutional neural
network � Recurrent neural network � Encoder-decoder

1 Introduction

With the continuous development of the computer vision, the task of automatically
generating image captions has gradually attracted people’s attention. This is a partic-
ularly challenging task which requires the computer to understand image content and to
generate a fine sentence as caption. Also, the caption should not only correctly describe
the attributes of objects and relationships between objects in the image, but also ensure
the correctness of the grammar and semantics.

Before neural network was widely applied, the generation of image captions mainly
based on image retrieval and language template. Image retrieval-based methods is to
query the image which is similar to the image visually, and take the caption of the
queried image as the final output [1–3]. Language template-based methods firstly
obtain the objects of the image, and then fill the language template to generate a
description [4–6].

The current image captioning methods are mainly based on the encoder-decoder
model [7, 9]. Similar to the machine translation task in natural language processing,
images are taken as source sentences and translated into sentences. In this model, CNN
is used to encode the image into feature vector, and RNN is used to decode the feature
vector into caption.

© Springer Nature Switzerland AG 2020
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Despite the variation in specific method, encoder-decoder models based on
CNN + LSTM commonly take the global image feature vector as the initial value of
the language model and generate captions which can make the language model to
“feels” reasonable within a simple pass forward process. But for some complex image
scene, this kind of model is still weak in visual grounding abilities (i.e., cannot asso-
ciate high-level semantics to pixels in the image). They often tend to “look” at more
different regions than humans and copy captions from training data [10]. Furthermore,
there is a certain semantic gap between image and language, which makes it particu-
larly tough to generate more appropriate descriptions. As shown in Fig. 1, although the
corresponding relationship between image and caption can be learned relying on the
simple pass forward process, the gap cannot be avoided and may lead to generating
rough captions with semantic errors or omissions. To solve these problems, in this
paper, we propose a two-stage model to generate the image caption. Firstly, the two-
stage model uses a dual CNN structure to obtain the corresponding initial caption and
high-level semantics. Then, in the second stage, the model uses an attention mechanism
to refine the initial caption with the high-level semantics of the image.

2 Related Work

Early image captioning approaches were based on machine learning to obtain corre-
sponding image descriptions. For example, Ordonez et al. [3] compute a global rep-
resentation of the image content and retrieved the relevant description in the dataset as
the caption for the image based on the representation. Devlin et al. [1] proposed a K-
nearest neighbor approach to obtain the K images closest to the image, and selected the
best one from the description set of K images as the image caption. These methods
based on image retrieval ensure the grammatical correctness of the captions but cannot
guarantee their semantic consistency with the images. Farhadi et al. [4] and Kulkarni
et al. [5] use some operators of image processing to extract image features and obtained
objects, actions and attributes through SVM, then used CRF and pre-defined templates
[6] to generate the description. Although these methods guarantee semantic correctness,
they rely heavily on templates rules.

a man in a field with a 
frisbee .

a man riding on the back 
of a motorcycle .

Fig. 1. Illustration of high level semantic defects.
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In recent years, with the rapid development of deep learning in computer vision
[11–16], the method about image captioning based on neural networks has been pro-
posed. Vinyals et al. [7] and Karpathy et al. [17] proposed the neural image captioner,
which applies CNN to process images and represents the input image with a single
feature vector, and uses an LSTM conditioned on this vector to generate words one by
one. It achieves good results in syntactic correctness, semantic accuracy and general-
ization, thus this method lays the foundation of the encoder-decoder model based on
CNN+LSTM to generate image caption. To generate better image captions, Xu et al.
[9] further introduced an attention-based model that can learn where to look while
generating corresponding words.

Despite the improvement over the model architectures, all these approaches adopt a
one-pass forward process while decoding to generate captions. Although these models
can generate a corresponding description for the image through the powerful learning
ability of the neural network, they still cannot avoid the semantic gap between the
image and the natural language. Besides, captions generated by decoding image feature
vectors only once cannot be further polished, which may lead to incorrect semantics or
lack of integrity. Therefore, we propose the second-pass decoder to generate and refine
captions.

3 Model

We propose a neural network model for image captioning, there are four modules in
our model. Figure 2 illustrates the overall framework for image captioning.

3.1 The First-Pass Decoder Module

Given an image I, the image is encoded into a set of feature vectors by the CNN and
used as the initial input to the LSTM, and the LSTM is used to predict the next word
until the entire initial caption is generated:

semantic
fusion

Softmax

a
cat 

sitt ing
on 
top
of
a

laptop 
computer

.

a
cat

sit ting
on
a

desk 
next
to
a

keyboard
.

cat

desk

keyboard

LSTM

LSTM LSTM
AM

First-pass decoder

High-level  semantic acquisi tion

AM

Second-pass decoder

Fig. 2. The overall framework of the proposed model.
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y0�1 ¼ CNNðIÞ ð1Þ
h0t ¼ LSTMðh0t�1; y0t�1Þ ð2Þ

y0t � p0t ¼ softmaxðh0tÞ ð3Þ

where I is an image, and the image I is only input once, at t = −1 [7], to inform the
LSTM about the image contents. h0t represents the hidden state of the LSTM at time
step t, p0t represents the probability of predicting the word at time step t, and y0t is the
ground-truth word encoded as word embedding at time step t. y0t�1 is the LSTM input
vector and h0t is the LSTM output vector.

In addition, in order to demonstrate the effectiveness of our model, we introduced
the baseline method as the module to generate the initial caption. The specific method
is shown in the training details.

3.2 The High-Level Semantics Acquisition Module

Given an image I, we use Faster R-CNN [18] to detect the image and obtain the
corresponding high-level semantics, that is, specific objects and corresponding attri-
butes. Faster R-CNN mainly consists of two stages to detect image objects. The first
stage, described as a Region Proposal Network (RPN), generates object proposals.
A small network is slid over features at an intermediate level of a CNN. Anchor boxes
of multiple scales and aspect ratios are generated by K anchors at each sliding position.
The anchor boxes are judged by categories or background and corrected by bounding
box regression. Using non-maximum suppression (NMS) with an Intersection-over-
Union (IoU) threshold, the top-N box proposals are selected as input to the second
stage.

In the second stage, region of interest (RoI) pooling is used to extract feature maps
for each box proposal. These feature maps are then fully connected and classified by
softmax. Through this module, we can get the objects and attributes about the image. In
Fig. 3, we provide some examples of the module output.

white sky
green tree
elephants
gray elephant
curled trunk
baby elephant
ear
leg
green grass
water

wall
man
gray hair
people

woman

glasses
black sui t
white shirt

gray jacket
blue shirt
hand

Fig. 3. Illustration of high level semantic information of images.
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3.3 The Semantic Information Fusion Module

To generate a more perfect caption, we incorporate the high-level semantics of the
image into the initial caption. We use the attention mechanism to calculate the cor-
relation between the j-th word cj in the initial caption and the high-level semantics, to
get the rich attention vector aj of the word cj. Let c = [c1, c2, …, cL] be a initial caption
with L words, where cj 2 RDc, j is the position index in the initial caption, and o = [o1,
o2, …, oN] represents the specific high-level semantic words, where oi 2 RDo, i is the i-
th word and N is the number of high-level semantic words. The semantic information
fusion module takes the word embedding c and o as input, which is shown in Fig. 4.

For each initial caption word embedding cj and high-level semantic word embed-
ding oi, we calculate a score si,j as follows:

si;j ¼ VTftanh½ðWc � cjÞ � ðWo � oiÞ� þ bg ð4Þ

where Wc 2 RDc, Wo 2 RDo, V 2 RDo are learned parameter that map initial caption
and high-level semantics to a same word embedding, b 2 RDV is the module bias. We
denote ⊙ as the dot-product and � as the matrix concatenation. Therefore each initial
caption word embedding cj corresponds to a score vector sj = [s1,j, s2,j, …, sN,j],
indicating matches with the image high-level semantics.

Then sj is fed into a softmax layer, which assigns a weight wi,j for the high-level
semantic word embedding oi,

wi;j ¼ esi;j

PN
i¼1

esi;j
ð5Þ

We use the weighted sum operation to calculate the rich attention vector as follows,

Fig. 4. The semantic information fusion module.
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aj ¼
XN
i¼1

wi;joi ð6Þ

the output of the attention mechanism is the attention features a = [a1, a2 ,…, aL],
where aj 2 RDc, corresponding to each word in the initial caption. Finally, each word
ck 2 c of the initial caption is combined with the attention feature ak 2 a which is
calculated from the referred information,

fk ¼ gðck; akÞ ð7Þ

where g(.) is a function that returns a fusion vector fk given the vectors ck and the
vectors ak, and f = [f1, f2, …, fL], fj 2 RDc.

3.4 The Second-Pass Decoder Module

We encode the vectors f = [f1, f2, …, fL] into a sequence of hidden states [h1:hL], with
Bi-directional Long-Short Term Memory (BiLSTM) net,

ht ¼ BiLSTMðht�1; ft�1Þ ð8Þ

where ht represents the hidden state of the BiLSTM at time step t. A BiLSTM consists
of forward and backward LSTM’s. The forward LSTM~h reads the input vectors as it is
ordered (from f1 to fL) and calculates a sequence of forward hidden states
~h1;~h2; . . .;~hL
h i

. The backword LSTM h
 
reads the input vectors in the reverse order

(from f1 to fL), resulting in a sequence of backward hidden states ½h 1; h
 
2; . . .; h

 
L�, i.e.,

ht ¼ ~ht; h
 
t

h i
, which is shown in Fig. 5.

Fig. 5. The graphical illustration of the second-pass decoder module trying to generate the t-th
target word yt given a fusion vector f = [f1, f2, … ,fL]
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Use Bahdanau Attention [19] to calculate hidden states h which is to get the text
vector z = [z1, z2, …, zT], and then decode the text vector z through the LSTM network
to generate the sequence y = [y1, y2, .., yT] of final caption,

zt ¼
XL
l¼1

at;lhl ð9Þ

where the context vector zt is computed as a weighted sum of these hidden state ht, and
the weight at;l of each hidden state hl is computed by

et;l ¼ uðst�1; hlÞ ð10Þ

at;l ¼ expðet;lÞ
PL
l¼1

expðet;lÞ
ð11Þ

where uð:Þ is an alignment model which scores how well the inputs around position
l and the output at position t match. The score is based on the LSTM hidden state st−1
and the l-th hidden state hl of the input vector f. We parametrize the alignment model as
a feedforward neural network which is jointly trained with all the modules.

After each prediction, st is updated by

st ¼ LSTMðst�1; yt�1; ztÞ ð12Þ

and the probability of the next word yt can be defined as:

pðytjy1; y2; . . .yt�1; f Þ ¼ softmaxðstÞ ð13Þ

3.5 Training and Inference

During training, as image-caption pairs are given, our loss is the sum of the negative
log-likelihood of the correct word at each step as follows:

L ¼ �
XT
t¼1

yt logðptÞ ð14Þ

where yt denotes the ground-truth label and pt is the prediction probability.
During inference, the caption is generated given the image using a feed-forward

process. The caption is initialized as zero padding and a start-token <S>, and is fed as
the input sentence to the model to predict the probability of the next word. The
predicted word is appended to the caption, and the process is repeated until the ending
token <S> is predicted, or the maximum length is reached.
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4 Experiments

4.1 Dataset and Experimental Setup

MSCOCO. MSCOCO is the most popular dataset for image captioning, comprising
82,783 training and 40,504 validation images. Each image is annotated with 5 reference
captions. As in [9, 17], we randomly divide the images into 3 datasets, consisting of
5,000 validation and 5,000 testing images, and 113,287 training images.

Flickr30k. Flickr30k is another well-recognized dataset for image captioning, which
contains 31,783 images. Each image in the dataset have 5 reference captions. Similar to
the MSCOCO dataset, we randomly divide all the images into 3 datasets, consisting of
1,000 validation and 1,000 testing images, and the remaining 29,783 images as training
images.

Baseline. To demonstrate the effectiveness of our model, we also present a baseline
result. We have re-implemented the popular models of image caption using the same
dataset partitioned on the MSCOCO dataset and the Flickr30k dataset: soft-ATT [9],
Google NICv2 [20]. These trained models are used as the first-pass decoder module in
our proposed model. The module generates captions of the test set and calculates
corresponding values of metrics as the baseline result.

Implementation Details. We follow the preprocessing procedure in [17] for the
captions, removing the punctuation and converting all characters to lower case. For the
training set of the MSCOCO dataset, we discard words that occur fewer than 4 times in
the ground truth, we get a vocabulary which contains 11,349 words. The same pro-
cessing is performed on the Flickr30k dataset, and the resulting vocabulary contains
8,352 words.

We use the baseline model as the first-pass decoder module, which generates image
captions for the image training, verification and test sets, respectively. These captions
correspond to five different the ground truth and the generated three parts are used as
the training, verification and test sets of the second-pass decoder module.

We use the trained Faster R-CNN as the high-level semantics acquisition module,
use ResNet-101 to extract image feature vectors, and finally classify the specific cat-
egories and attributes of objects in the image.

In addition, we use different fusion methods g(.) in the semantic information fusion
module, where g(.) includes addition, dot-product and MLB [21] to fuse feature vec-
tors. The dimension of the feature vector f in this module is equal to the dimension of
the word embedding, Dc = Do = DV = 512. The size of the hidden layer in the second-
pass decoder module is 512, the size of the text vector z is 512, and k ¼ 1e� 3. We
apply Adam optimizer with batch size 32 to train our model. The attention weights are
initialized by the random normal initializer with stddev = 0.02. The model was
implemented in TensorFlow.

Metrics. We compare the quality of the generated captions on the test set of MSCOCO
and the test set of Flickr30k, in terms of CIDEr [22], BLEU-1,2,3,4 [23], ROUGE-L
[24], METEOR [25] and SPICE [26]. Besides, the SPICE is an F-score of the matching
tuples in predicted and reference scene graphs. It can be divided into meaningful
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subcategories. In our paper, we report the SPICE score as well as the subclass scores of
objects, relations and attributes. For all metrics, higher values indicate better
performance.

4.2 Experiment Results

We compare the quality of the generated captions on the test set of MSCOCO and the
test set of Flickr30k. We report conventional evaluation metrics in Table 1 and the F-
score for SPICE subclass properties in Table 2. Table 1 shows the conventional
evaluation results on MSCOCO and Flickr30k. As far as the overall evaluation score is
concerned, our model has been improved based on the different baselines, which
indicates (CIDEr, BLEU-4, BLEU-1, ROUGE-L, METEOR, SPICE) that we can
further improve the effect of image captions by combining the high-level semantics.
Specifically, on Flickr 30K, the CIDEr result is 20.7% based on soft-ATT. In the
semantic information fusion module, we use vector addition fusion (+) to raise it to
30.0%, dot-product fusion(*) to 29.9%, and MLB fusion (MLB) to 32.8%. The CIDEr
score based on NICv2 was 36.5% increased to 38.8%, 38.4% and 39.9% under the
fusion of addition (+), dot-product (*) and MLB, respectively, and the MLB fusion
performed better, which further illustrates that finer-grained feature fusion helps to
generate better captions.

Table 1. Performance of our proposed model and baseline models on MSCOCO and Flickr30k
datasets. The (+), (*) and (MLB) are the feature vector fusion method of addition, dot-product
and MLB, respectively. The bold is the highest value.

Dateset Models C B-4 B-1 R-L M S

MSCOCO soft-attend
ours (+)
outs (*)
our (MLB)

63.4
83.2
82.7
85.6

20.3
26.5
26.2
27.0

62.8
69.1
69.7
70.8

46.2
50.4
50.3
51.0

20.1
22.1
22.2
22.7

13.0
13.9
14.4
14.7

NICv2
ours (+)
ours (*)
ours (MLB)

94.8
96.6
95.0
97.7

30.4
29.8
29.1
30.2

70.9
72.8
71.9
73.9

53.0
53.2
53.1
53.2

25.1
25.8
25.6
25.7

17.6
18.6
18.7
18.9

Flickr30k soft-attend
ours (+)
outs (*)
our (MLB)

20.7
30.0
29.9
32.8

13.6
18.7
19.8
20.0

58.0
61.8
63.4
64.4

38.3
41.4
41.3
41.7

14.5
17.0
17.0
17.4

7.3
11.7
11.2
11.8

NICv2
ours (+)
ours (*)
ours (MLB)

36.5
38.8
38.4
39.9

18.2
21.1
20.4
22.0

62.1
66.5
65.4
66.7

42.1
43.4
42.8
43.7

17.7
18.8
18.6
19.0

10.9
12.8
12.5
13.2
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Table 2 shows the SPICE scores and their various subclasses of F-score (Object,
Relation, Attribute, Size, Color, Cardinality) on MSCOCO and Flickr30k. From the
overall results, our proposed model has also been consistently improved on the base-
lines for SPICE subclass properties, especially the F-score of the object, attribute and
color has a significant improvement, which shows that we can modify image captions
by combining high-level semantics (object, attribute and color words).

Moreover, Fig. 6 presents several representative examples of captions produced by
NICv2 and our model. For the first example, our model correct the wrong attribute in
the caption generated by NICv2 model, such as “reading a book” to “looking at a cell
phone”, e.g., and our model appear to yield more accurate captions for the image.

In the fourth example, the caption generated by our model further improve the
content of the image, such as “next to a tree”. These examples offer further qualitative
evidence that shows the utility and effectiveness of our model to improve the quality of
image captions.

Table 2. Performance of our proposed model and the baseline models on SPICE measurement,
for the two datasets. The (+), (*) and (MLB) are the feature vector fusion method of addition, dot-
product and MLB, respectively. The bold is the highest value.

Dateset Models Ob Re At Si Co Ca

MSCOCO soft-attend
ours (+)
outs (*)
our (MLB)

25.6
26.7
27.2
27.6

3.0
2.6
3.0
3.0

4.6
6.8
7.1
7.6

1.3
2.4
2.0
2.7

5.5
12.9
12.4
14.6

1.8
0.8
2.0
2.4

NICv2
ours (+)
ours (*)
ours (MLB)

32.6
34.7
34.8
34.7

4.4
5.0
4.8
4.9

8.3
8.7
9.0
9.8

2.5
4.6
4.2
3.2

10.2
15.2
14.8
16.1

1.4
2.3
3.5
3.8

Flickr30k soft-attend
ours (+)
outs (*)
our (MLB)

15.9
22.7
21.6
23.0

1.5
3.4
3.2
3.3

2.2
6.1
5.9
6.5

2.7
4.3
5.2
5.6

6.2
14.8
14.1
16.0

0.3
0.6
1.5
1.0

NICv2
ours (+)
ours (*)
ours (MLB)

22.7
24.8
24.5
25.7

2.6
3.6
3.3
3.9

4.0
6.8
6.3
7.0

5.2
9.6
6.0
5.1

5.5
14.3
13.3
15.8

2.9
1.2
3.6
2.3
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5 Conclusion

In this paper, we propose a regeneration model for image captioning. The proposed
model decomposes the decoding process of image captioning into first-pass decoding
and second-pass decoding. Firstly, the global feature vector of the image is decoded
into the initial caption, and then the fusion feature vectors, which is obtained by
combining the initial caption with the high-level semantics of the image, are decoded to
generate the final caption.

Acknowledgement. This research was supported by the National Natural Science Foundation of
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Abstract. The data-driven method has recently obtained great success on sal-
iency prediction thanks to convolutional neural networks. In this paper, a novel
end-to-end deep saliency prediction method named VGG-SSM is proposed. This
model identifies three key components: feature extraction, self-attention module,
and multi-level integration. An encoder-decoder architecture is used to extract the
feature as a baseline. The multi-level integration constructs a symmetric
expanding path that enables precise localization. Global information of deep
layers is refined by a self-attention module which carefully coordinated with fine
details in distant portions of a feature map. Each component surely has its con-
tribution, and its efficiency is validated in the experiments. Additionally, In order
to capture several quality factors, the loss function is given by a linear combi-
nation of some saliency evaluation metrics. Through comparison with other
works, VGG-SSM gains a competitive performance on the public benchmarks,
SALICON 2017 version. The PyTorch implementation is available at https://
github.com/caoge5844/Saliency.

Keywords: Saliency prediction � Self-attention � Multi-level integration

1 Introduction

Capturing the salient area in a scene is an instinctive ability of human beings. For visual
saliency, it describes the spatial location which attracts the observer most. When
observing a graph without any special tasks, as an elusive process, humans can’t pay
attention to every portion with the same intensity. Many works show that computa-
tional saliency can be found usages in a wide range of applications like object
recognition [1], tracking regions of interest [2], and image retargeting [3] and so on.

With the advent of the deep neural network, saliency prediction also achieved great
success thanks to generous data-driven methods and large annotated datasets [4].
Generally, computational saliency models predict the probability distribution of the
location of eye attention over the images. Visual saliency data are traditionally colected
by eye-trackers [5], more recently with mouse clicks [4]. No matter which kind of
method is used to collect the saliency data, where human observers look in the images
is regarded as the ground truth to estimate the accuracy of the predicted saliency maps.
Through the computation of the proposed model, the predictions use various evaluation
metrics to evaluate how best of a saliency model. The work by [6] broadly classified the
various metrics as location-based or distribution-based. Though a large variety of
metrics to evaluate saliency prediction maps exist, the main difference between them
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concerns the ground-truth representation. In this paper, seven different evaluation
metrics are used to analyze and evaluate the proposed model.

A novel end-to-end saliency prediction architecture is proposed to predict the
saliency maps in this paper. Three key components in this architecture are identified
respectively. First is the encoder-decoder architecture which directly extracts feature
information. The second component is the self-attention module. The proposed model
incorporates a Self-attention module that focuses on global, long-range dependencies to
refine the details at every location. Each pixel in the feature maps can carefully
coordinate with distant portions in the feature map, not limit to convolutional com-
putation. In the third aspect, multi-level integration is constructed to reuse input feature
maps for more local semantic information. Except for structural modify, the combi-
nation loss function outperform other loss function used single metric. The paper
makes the following contributions:

1. This paper proposes a novel end-to-end saliency prediction method called VGG-
SSM. The whole architecture is divided into separate components and analysis their
efficiency respectively.

2. Self-attention module is incorporated with encoder-decoder based architecture to
enhance global saliency information. The multi-level integration also improves the
ability in local feature extraction.

3. The loss function used is formulated by some existing saliency metrics. The
combined loss function makes multiple competing metrics be satisfied in concert.

Figure 1 shows examples of saliency maps predicted by the proposed method,
which called the Saliency Self-attention Model (SSM), compared with ground truth
saliency maps obtained from eye fixation. The proposed method is validated on pub-
licly available datasets: SALICON. Experiments and evaluations results show that the
proposed method improves the predictions.

The remaining content is organized as follows. Section 2 summarized the related
work. The details of each component in the whole architecture and the loss functions
used are introduced in Sect. 3. Section 4 provides the experiments details and results.
Finally, Sect. 5 concludes the paper.

Fig. 1. Example results of the proposed method on images from SALICON dataset.
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2 Related Work

Previous work on saliency prediction focused on low-level features. Far-reaching work
by Itti [7] construct the first model to predict the saliency on images, which relied on
color, intensity, orientation maps, and integrated them to get a global saliency
map. After this seminal work, generous complementary methods about combining the
low-level features were put forward. Judd [5] collected eye-tracking data to learn a
model of saliency-based on low, middle, high-level features. Borji [8] combined low-
level feature of previous best bottom-up models with top-down cognitive visual fea-
tures and learn a direct mapping from those features to human eye fixations.

Same to other related fields of computer vision, deep learning solution achieved a
far superior performance once it was proposed on saliency detection. And with the
continuous progress of deep learning techniques, especially the success of Convolu-
tional architectures, the performance of saliency detection is still steadily improving.
Ensemble of Deep Networks (eDN) model by Vig et al. [9], one of the first proposals
using a data-driving approach and richly-parameterized model, successfully predict
image saliency map and outperform the previous work. After this proposal, many
works based on convolutional neural networks emerged. Cornia et al. [10] explored
combining CNN with recurrent architectures that focus on the most salient regions of
the input image to iteratively refine the predicted saliency map. Pan et al. [11] intro-
duced the Generative Adversarial Network into saliency detection. Their work used the
generator to predict saliency maps that resemble the ground truth, and the discriminator
to judge the authenticity of the saliency map. Recently, Reddy et al. [12] identified
input features, multi-level integration, readout architecture, and loss function and
proposed neater, minimal, more interpretable architecture, and achieved state-of-the-art
performance on the SALICON [4], the largest eye-fixation dataset. This dataset con-
tributed the availability of sufficient data and designed a mouse-contingent multi-
resolutional paradigm to enable large-scale data collection.

This paper proposes a network architecture combining with attention mechanisms,
which captures global dependencies. In particular, self-attention [13], also called intra-
attention, applies in the natural language process, calculates the response at a position
in a sequence by attending to all positions within the same sequence. Zhang et al. [14]
introduced the self-attention module for image generation tasks. The proposed archi-
tecture also combines the self-attention module to efficiently find global and large-
range dependencies within saliency maps.

3 Proposed Architecture

In this section, we introduce the proposed architectures, called SSM (Saliency Self-
attention Model).

In general, the whole architecture adopts the convolutional encoder-decoder archi-
tecture. Section 3-A shows the detail of the network. The main innovation is the self-
attentionmodule, which is described in Sect. 3-B. Section 3-C shows the details ofmulti-
level integration. The combination of evaluation metrics is used to evaluate the proposed
network, and it is indicated in Sect. 3-D. Figure 2 shows the architecture of the proposal.
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3.1 Overall Structure

The overall structure of the proposed network is introduced in this part. For saliency
prediction, the fully convolutional framework achieves a great performance. As illus-
trated in Fig. 2, the whole network could be divided into three parts. The first is the
feature maps extraction part, which can encode the input image and generate multi-
scale feature maps. The second i the self-attention module we show in the next
part. The third is the decoder, which upsamples the feature map to the same size with
input image. The input size is initially resized to 256 �256 and the initial channel is 3.
In the encoder part, the network is identical in architecture to VGG16 [15] except the
final max-pooling layer and three fully connected layers. Through the 13 convolutional
layers and 4 max-pooling layers, the last layer of encoder have a small feature map with
16 �16. And then the feature maps are fed into the self-attention module. For the
decoder part, its layers’ order is reversed with the encoder, with the max-pooling layers
replaced by upsampling to successively restore feature maps’ size. At the final of the
network is a 1 �1 convolutional layer with sigmoid non-linearity which ultimately
produces the predicted saliency maps. There also have three U-Net like architecture
that concatenates the same scale feature maps in encoder and decoder. Except for the
weights of the encoder which are initialized with VGG-16 models pre-trained on
ImageNet [16], other components’ weights are randomly initialized. Hence VGG-SSM
is used as the name for the proposed model.

Fig. 2. The overview of the proposed Saliency Self-attention Model. After computing multi-
scale feature maps on the inputs image through the encoder, a self-attention module based on
attention mechanism is used to improve the global feature. Through the decoder, the model
output the saliency prediction maps.
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3.2 Self-attention Module

Most saliency prediction models are built using CNN (Convolutional Neural Network)
or RNN (Recurrent Neural Network). Unlike convolutional and recurrent operations,
which both focus on building blocks that process local feature at a time, a non-local
model [17] is adapted to combine self-attention with the previous part’s network. Non-
local means computing a weighted mean of all pixels in an image or a feature map. It
allows distant pixels to contribute to the filtered response at a location based on patch
appearance similarity. The self-attention module makes pixels in the feature map con-
nect with all other pixels, no matter how distant. The approaches of the self-attention
module are shown in Fig. 3. The input feature maps x 2 R

H�W�C from the last layers of
the encoder is firstly transformed into two feature spaces with 1 �1 convolution.

f xð Þ ¼ Wf � x; g xð Þ ¼ Wg � x ð1Þ

where � denotes convolutional opration, Wf and Wg are the 1 �1 convolution kernels
with C1 channels. So f xð Þ and g xð Þ could be represented as f xð Þ; g xð Þ 2 R

H�W�C1 .
Then the attention map could be computed as Eq. 2.

b ¼ exp sð Þ=ð
XN
i¼1

exp sð ÞÞ ð2Þ

where s ¼ f xð ÞTg xð Þ, in which f xð Þ and g xð Þ have been reshaped to H �W � C1f g,
N ¼ H �W . So after computing the softmax operation, the shape of b and s is the
same with H �W ;H �W ;C1f g. For memory efficiency, the method reduce the
channel to C1 ¼ C=k when computing 1 �1 convolution, and choose k ¼ 8 (i.e.,
C1 ¼ C=8) following [14] as the default value.

o ¼ b� h xð ÞT�Wv ð3Þ

Fig. 3. The proposed self-attention module for VGG-SSM. The� denotes matrix multiplication.
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where h xð Þ ¼ Wh � x. In the above formulation, Wf 2 R
C1�C, Wg 2 R

C1�C,
Wh 2 R

C1�C;Wv 2 R
C1�C. Additionally, the output is multiplied by a learnable scale

parameter and added with the input feature map to avoid the information-vanishing in
the computed process of the network. Hence the final output is given by Eq. 4.

y ¼ coþ x ð4Þ

Where c is initialized to 0. The learnable c is introduced to make the network learn
the optimal weights for non-local evidence instead of accepting it directly.

3.3 Multi-level Integration

VGG-SSM employs a U-Net [18] like architecture that symmetrically expands the input
feature maps after the first upsampling layer decoder. Feature maps in encoder and
decoder with the same scale are concatenated to avoid information-vanishing. As shown
in Fig. 2, there are three integrations in the whole architecture. Every step of expansion
is composed of an upsampling of the feature map and concatenation with the same scale
feature map from the encoder. Additionally, three 3 �3 convolutional layers followed
by ReLU are used to gradually extract deeper features at the original scale. The channels
and scales are the same as the parameters of the convolutional layer before max-pooling.

3.4 Loss Function

The loss function evaluates the performance of the predicted saliency map compare
with the ground truth. This paper uses a linear combination of three different saliency
evaluation metrics: Kullback-Leibler Divergence (KLdiv), Pearson Cross-Correlation
(CC), and Similarity (SIM). The new loss function is defined as follows:

L bI ; I� �
¼ aKLdiv bI ; I� �

þ bCC bI ; I� �
þ cSIM bI ; I� �

ð5Þ

where bI and I are predicted saliency maps and the ground truth.
KLdiv is an information-theoretic measure of the difference between two proba-

bility distributions:

KLdiv bI ; I� �
¼

X
i
Ilog �þ IbI þ �

� �
ð6Þ

where i indexes the ith pixel and � is a regularization constant. So KLdiv is computed
on pixel-level.

CC is a statistical method used generally in the sciences for measuring how cor-
rected or dependent two variables are.

CC Î; I
� � ¼ r Î; I

� �
= r Î

� �� r Ið Þ� � ð7Þ

where r bI ; I� �
denotes the covariance of bI and I.
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SIM, also referred to as histogram intersection, measures the similarity between two
distributions. SIM is computed as the sum of the minimum values at each pixel, after
normalizing the input maps. Given a saliency map bI and its ground truth I:

SIM bI ; I� �
¼

X
i
min bI ; I� �

;where
X

i
bI ¼ X

i
I ¼ 1 ð8Þ

iterating over discrete pixel location i.
The results of experiments using the proposed combined loss function are shown in

Sect. 4-C.

4 Experiments and Results

The experiments’ details and comparison results are shown in this section. Section 3-A
shows the detail of the training process and other implementation details. Section 3-B
describes the contributions of each component. The comparison between different loss
functions is shown in Sect. 3-C. Finally, Sect. 3-D compares the proposed method with
other state of the art. Here describe each part in detail.

4.1 Experimental Setup

Datasets: For training the proposed model and verify the results, we use the largest
available dataset, SALICON [5] for saliency prediction. The dataset consists of 10,000
images for training, 5,000 images for validating, and 5,000 images for testing, taken
from Microsoft COCO dataset [19]. We train the proposed model on SALICON
datasets with 10,000 training images and use 5,000 images for validating. The ground
truth maps are recorded by eye-tracker. It also provides the eye fixation simulated by
mouse-click, but this part of the data is not used in the proposed method. The ground
truth maps of test dataset are not available publicly, so the prediction only could be
tested on the newest release, SALICON 2017, from the LSUN challenge.

Loss parameters: The parameters in the proposed loss function, a, b, c are set to 10,
−1 and −1 to balance the contribution of each components of loss function individu-
ally. Differently from the KLdiv loss which value should be minimized, the CC and the
SIM loss is maximized to obtain the higher performance in saliency prediction. The
values of the balancing weights are chosen by the target of obtaining good results on all
evaluation metrics and by the numerical variation range single metrics have at
convergence.

Evaluation metrics: This paper uses seven different evaluation metrics [6] adopted by
SALICON to evaluate the proposed model. Among them, KLdiv, CC and SIM have
been demonstrated in Sect. 3-D. AUC is the area under the ROC curve, the most
widely used metric for evaluating saliency maps. The shuffled AUC metric (sAUC)
samples negatives from other images, instead of uniformly at random. The Normalized
Scanpath Saliency (NSS) is introduced to the saliency community as a simple
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correspondence measure between saliency maps and ground truth. Information Gain
(IG) measures saliency model performance beyond systematic bias as an information
theoretic metric.

Implementation Details: The training process resizes the input images into
256 � 256 resolution and trains VGG-SSM 30 epochs with the learning rate starting
from 1e−4 and reducing after 3 epochs. The ADAM optimization algorithm is
employed to train the whole network with the default batch size is set to 24. All the
training and testing are conducted on one NVIDIA GeForce GTX 1080 Ti GPU with
11 GB memory.

4.2 Contribution of Each Component

The contributions of the self-attention module and the multi-level integration on
SALICON test sets are described in this part. And the proposed combined loss function
is used in the evaluation. To this end, this paper constructs three different components:
the plain encoder-decoder architecture can be regarded as a baseline (This paper use
VGGM to represent it), the self-attention module, and the multi-level integration.
Table 1 illustrates the results of VGGM, VGGM plus self-attention module (Here use
VGGSAM to represent), and the final version of the proposed model with all its
components. As Table 1 shown, the results show that the overall architecture obtains
the best grades on every evaluation metric and each component gives a great contri-
bution to the final performance. It’s obvious that the overall architecture makes a
constant improvement on all metrics. For instance, the baseline achieved a result of
0.279 in terms of KLdiv, while it achieves a relative improvement of 5.0% with a self-
attention module, and the result is improved by 1.5% when adding multi-level
integration.

4.3 Comparison Between Different Loss Functions

In this part, this paper verifies the effects of using different combinations of the loss
function on SALICON validation set.

In Table 2, we compare the proposed loss function with its components individ-
ually as loss functions (KLdiv, CC, SIM). The results on SALICON validation set
show the superiority of the proposed loss function. Although each single metric gain
the best performance on its own evaluation term, the other evaluation terms obtain
unsatisfactory results. Apparently, the combined loss function proposed to obtain an
excellent trade-off among all the evaluation terms.

Table 1. Performance comparison of different version on test set of SALICON-2017.

Model KLdiv # CC " AUC " NSS " SIM " IG " sAUC "
VGGM 0.279 0.854 0.858 1.839 0.745 0.750 0.727
VGGSAM 0.265 0.869 0.860 1.891 0.759 0.795 0.732
VGGSSM 0.261 0.875 0.861 1.909 0.764 0.802 0.733

94 G. Cao et al.



Table 3 illustrates the result by adding CC and SIM to the KLdiv loss. Though we
obtain better results when adding CC loss to KLdiv loss on CC evaluation metric, it
brings reductions in other evaluation metrics. Higher performance can be achieved by
adding CC and SIM terms to the loss. KLdiv+CC+SIM loss get all the results to value
bold, which represent the best result upon different loss function.

4.4 Comparison with State-of-the-Art

The proposed models are compared with state of the art on SALICON test sets
quantitatively. Table 4 shows the results in terms of KLdiv, CC, AUC, NSS, SIM, IG,
and sAUC. VGG-SSM achieves great performance on two different metrics and out-
performs other works by a large margin on KLdiv and IG. The proposed model also
obtains competitive performance on other metrics.

Table 2. Comparison between proposed loss function and its components using individually as
loss function on Validation set of SALICON-2017.

Loss Function KLdiv # CC " SIM "
KLdiv 0.249 0.872 0.764
CC 1.145 0.881 0.760
SIM 1.133 0.878 0.773
KLdiv+CC+SIM 0.251 0.876 0.769

Table 3. Comparison results between various loss functions on validation set of SALICON-
2017.

Loss Function KLdiv # CC " SIM "
KLdiv 0.249 0.872 0.764
KLdiv+CC 0.247 0.875 0.767
KLdiv+CC+SIM 0.251 0.876 0.769

Table 4. Performance comparison with state-of-the-art on test set of SALICON-2017.

Model KLdiv # CC " AUC " NSS " SIM " IG " sAUC "
VGG-SSM (Ours) 0.261 0.875 0.861 1.909 0.764 0.802 0.733
EMLNET [20] 0.520 0.886 0.866 2.050 0.780 0.736 0.746
SAM-Resnet [10] 0.610 0.899 0.865 1.990 0.793 0.538 0.741
MSI-Net [21] 0.307 0.889 0.865 1.931 0.784 0.793 0.736
GazeNet [22] 0.376 0.879 0.864 1.899 0.773 0.720 0.736
ryanDINet [23] 0.777 0.906 0.864 1.979 0.800 0.347 0.742
Jinganu [23] 0.389 0.879 0.862 1.902 0.773 0.718 0.733
Lvjincheng [23] 0.376 0.856 0.855 1.829 0.705 0.613 0.726
Charleshuhy [23] 0.288 0.856 0.863 1.845 0.768 0.770 0.732
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5 Conclusions

In this paper, a saliency self-attention Model VGG-SSM upon encoder-decoder
architectures is proposed to predict saliency maps on natural images. This paper
identifies three important components and does experiments to demonstrate the con-
tribution of each part. The main novelty is the proposal of the self-attention module and
its efficiency has been proved. Additionally, this paper compares the results of kinds of
loss functions and validates the efficiency of combination loss function through an
extensive evaluation. VGG-SSM achieves competitive results on SALICON test set.
A similar method could be significant for other tasks that involve image refinement.
Furthermore, the proposed model can be combined with a more recurrent network for
potential further improvements.
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Abstract. The extraction of characteristics, currently, plays an important role,
likewise, it is considered a complex task, allowing to obtain essential descriptors
of the processed images, differentiating particular characteristics between dif-
ferent classes, even when they share similarity with each other, guaranteeing the
delivery of information not redundant to classification algorithms. In this
research, a system for the recogntion of diseases and pests in tomato plant leaves
has been implemented. For this reason, a methodology represented in three
modules has been developed: segmentation, feature extraction and classification;
as a first instance, the images are entered into the system, which were obtained
from the Plantvillage free environment dataset; subsequently, two segmentation
techniques, Otsu and PCA, have been used, testing the effectiveness of each one;
likewise, feature extraction has been applied to the dataset, obtaining texture
descriptors with the Haralick and LBP algorithm, and chromatic descriptors
through the Hu moments, Fourier descriptors, discrete cosine transform DCT
and Gabor characteristics; finally, classification algorithms such as: SVM,
Backpropagation, Naive Bayes, KNN and Random Forests, were tested with the
characteristics obtained from the previous stages, in addition, showing the
performance of each one of them.

Keywords: Tomato diseases � Artificial vision � Feature extraction

1 Introduction

Currently, México has an important role in exporting a great diversification of open-air
crops; with a production percentage of 97.7%, and protected agriculture (greenhouses)
of 2.3%; in addition, of the total tomato production, 60.8% [1] are obtained from
protected environments; Chiapas is the main producer of coffee in protected environ-
ments, Guanajuato of broccoli, Mexico City of christmas eve and Sinaloa of tomato;
therefore, in the country the number of greenhouses has increased; achieving an
increase in production per plant and fruit quality; these results have been get with the
implementation of new automated methods for the care of greenhouses, such as:
controlling temperature, humidity and lighting; impacting on the care of planting,
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nutrition, growth and harvest of it. However; producers have reported economic
declines, due to diseases y pests that have attacked tomato plants. Some of the most
common diseases in tomato plants, the following are considered: root rot, bacterial
cancer of the tomato, freckle and bacterial spot, leaf mold, gray mold, early blight, late
blight and dusty ashes [2], presented by variations in humidity, drought, temperature,
residues of previous crops, wind, insects, overcast and negligence of greenhouse
operators; diagnosing the disease, through the root, stem, leaf or fruit. After the
identification of any anomaly in the plant, the producer goes to experts to accurately
diagnose the disease, which is considered a late detection and with a certain degree of
progress; likewise, the recommended dose of some pesticide or fungicide is applied to
control and/or eliminate the disease, generating additional expenses. One of the main
causes of loss of tomato production is the inaccurate identification of pests and dis-
eases; for this reason, artificial vision algorithms have identified early and accurately:
leaf mold, late blight, early blight, bacterial spot, septoria leaf spot, target spot, tomato
mosaic virus, tomato yellow leaf curl virus, spider mites two-spotted and a completely
healthy class, in tomato plant leaves, avoiding the excessive application of chemical
products to combat diseases and pests, reducing the impact on plants and humans, in
addition, contributing to the decrease in production loss and reducing financial losses.

2 State of the Art

Today, computer science, has been dedicated to solving problems in the environment in
which we live, likewise, digital image processing and machine learning, among others,
are considered areas that have stood out and have become fundamental techniques for
this purpose. In this section, a study of investigations focused on the agricultural area is
proposed, likewise, the works focus on the proposal of methods to solve different topics,
such as: classification and recognition of leaves and identification of diseases and pests
in leaves of different plants; solved with computer vision techniques. Plants, in their
gender diversity, are currently of great importance, since they have a primary role for all
living beings, and their development in all their environment; therefore, researchers who
are in charge of the study and classification of plants, make the detection, through ocular
methods, considering an inaccurate procedure; however, in literature, there are works
focused on leaves recognition, achieving its mission with its own proposals with deep
learning techniques, specifically, convolutional neural networks CNN, comparing per-
formance with existing ones [3, 4]; on the other hand, the identification and classifi-
cation of plants, through leaves that share similarities with each other, is a complex task,
in previous works, this problem has been solved with the implementation of extraction
techniques and selection of characteristics, considering color, shape and texture, clas-
sifying with machine learning algorithms, obtaining favorable results [5–8].

In addition, numerous works have been carried out; where, different methods are
proposed to detect and classify diseases in leaves of different plants, through computer
vision techniques [9]; likewise, in previous works, researchers have contributed in the
field of segmentation, in color images and grayscale, considered an area with great
opportunities, since it is still rigorously studied, both in controlled and non-controlled
environments controlled; therefore, in-depth reviews of work related to color image
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segmentation have been developed [10], being a topic with a lot of impact, since it
influences the performance of the classification algorithms; in addition, other works
have segmented with the implementation of modified fully-convolutional networks
FCNs through the leaves [11].

As previously mentioned, crops are affected by the unwanted arrival of pests [12]
and diseases [13], both in protected environments and in the open air, likewise, this
directly impacts production, reducing the financial balances of producers; therefore,
computer science has made a great contribution trying to solve this problem, however,
the resolution has not reached the top. In previous investigations, they have developed
disease detection in different plants, using GWT feature extraction techniques and
classifying with support vector machines SVM [14], on the other hand, improvements
to CNN models have been proposed, based on CNN VGG, recognizing diseases,
through the leaves [15] and the trunk of the plant [16].

Also, with the wave of deep learning implementation, it has taken a lot of strength
and they have sought to solve multidisciplinary problems; however, and without lag-
ging behind, CNN networks have been evaluated for the detection of diseases and pests
in tomato plants [17]; as well as, both deep learning and machine learning techniques
have been merged for the same purpose [18].

On the other hand, in the literature, the systems of detection and identification of
diseases in tomato plants, through the leaves, deep learning, have turned to see with
great momentum, since CNN networks have been implemented and evaluated, moni-
toring the performance of each proposed architecture [13, 19, 20]; without leaving
behind, the development of robotic systems in conjunction with methods of computer
vision [21]. The development of this research, has stood out for the low computational
cost compared to [13, 20], since for training and testing, they use additional hardware
or completely dedicated computing; likewise, for this proposed system, a portable
computer equipment with mid-level characteristics has been used, considering taking
the application to a real and/or mobile environment.

3 Methodology

In this section, a modular system was proposed that allows the precise identification of
diseases and pests in tomato plant leaves, based on the implementation of characteristic
extraction techniques and artificial intelligence algorithms, contributing to the reduction
of financial losses and the excessive application of chemical products in crops, reducing
their consumption in humans and plants. The adopted method is represented by three
modules, segmentation, feature extraction and classification. For this work, a portable
computer equipment has been used, with the following characteristics: MacBook Pro,
Intel Core i5 2.6 GHz, 8 GB of memory (Fig. 1).

3.1 Segmentation

The experimentation applied in this section was executing the segmentation algorithm
adaptive border Otsu [22, 23] and a phase of principal component analysis PCA [21].
By successfully segmenting an image, the system uses only the region of interest,
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determining its edges and calculating properties by extracting features of textural,
chromatic and textural/chromatic. Likewise, the segmentation results with both tech-
niques are very similar, in some cases identical, so it was not necessary to use any
technique such as: Probabilistic Rand Index (PRI), Variation of Information (VoI) and
Boundary Displacement Error (BDE). In the Fig. 2, is shows the execution of seg-
mentation methods on images of tomato plant leaves, in row one, there are images in
RGB format; in row two, images segmented with the PCA algorithm and finally in row
three, segmented images with Otsu.

3.2 Feature Extraction

The extraction of characteristics is a delicate process and is considered a cornerstone
for machine learning algorithms, the correct implementation of extraction methods,
define the descriptors gathered for the process of recognition of diseases and pests in
tomato plant leaves. Furthermore, the characteristics obtained are invariant to scaling,
rotation and translation, allowing the classifier to recognize objects despite having
different size, position and orientation. Developing a comparative analysis with two
methods of extraction of characteristics; textural features, chromatic features and the
combination of both, textural/chromatic, measuring the performance of the system with
machine learning classifiers on the Plantvillage dataset.

Textural Features. These structures give rise to a property that can be roughness,
harshness, granulation, fineness, smoothness, among others. The texture is invariant to
displacements, because it repeats a pattern along a surface, therefore, it is explained

Fig. 1. Methodology used.

Fig. 2. Segmentation with PCA and Otsu.
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why the visual perception of a texture is independent of the position. The texture
characteristics are extracted from the surface of the leaf, manifesting with variations in
the region of interest, for this purpose the Haralick [24] algorithm has been imple-
mented, using co-occurrence matrices of gray levels. The vector of textural features Xt

obtained can be represented as: Xt ¼ x1; x2; . . .; x85½ � and Xt ¼ xRlbp; xRH ; xGlbp;
�

xGH ; xBlbp; xBH �; where xRlbp; xGlbp; xBlbp represent the characteristics Local Binary Pat-
terns (LBP) [25, 26] obtained in the color channel R, G and B respectively, xRH ; xGH
and xBH represent the textural characteristics of Haralick obtained in the channels R,
G and B respectively.

Chromatic Features. Color characteristics provide a lot of information, and can be
extracted starting from a specific color space, basically, are obtained starting from three
primary channels, such as RGB, hue saturation value HSV and grayscale, among
others, locating descriptors through different algorithms, considering: Hu moments,
Fourier descriptors, discrete cosine transform DCT y characteristics of Gabor. The Hu
moments [27], integrate information of the color variable of the region of interest;
likewise, other characteristics were obtained with the Fourier descriptors, calculated
using: du = |F(u)|; where F(u) is calculated for u = 1, …, N, where N is the number of
descriptors to calculate. The discrete cosine transform DCT, use base transformations
and cosine functions of different wavelengths. A particularity about DCT in relation to
the discrete Fourier transform DFT, is the limitation to the use of real coefficients. On
the other hand, they were used the characteristics of Gabor [14, 28], it is considered
another robust technique, used for the extraction of features in images; being a hybrid
technique, composed of the nucleus of the Fourier transformation on a Gaussian
function.

3.3 Classification

In this section, machine learning algorithms have been used to classify leaves images;
identifying ten different classes, including eight diseases, a plague and a completely
healthy class; likewise, the performance of each of them is measured. The classifier,
support vector machines (SVM), ANN Backpropagation, Naive Bayes, K-Nearest
Neighbours (KNN) and Random Forests, were tested with different feature extraction
techniques.

Support Vector Machines (SVM). SVM is one of the most widely used classification
methods in recent years. The main characteristic that identifies it, is the use of kernels
when working in non-linear sets, the absence of local minima, the solution depends on a
small subset of data and the discriminatory power of the model constructed by opti-
mizing the separability margin between the ten classes. When this is not possible, a
function called Kernels is used, which transforms the input space to a highly dimen-
sional space, where the sets can be linearly separated after the transformation. However,
the choice of a function is restricted to those that satisfy the Mercer conditions [29].

ANN Backpropagation. Humans, to solve problems of daily life, take prior knowl-
edge, acquired from the experience of some specific area, likewise, artificial neural
networks, collect information on solved problems to build models or systems that can
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make decisions automatically. The multiple connections between neurons, form an
adaptive system, the weights of which are updated using a particular learning algorithm.
One of the most used ANN algorithms and the one that was implemented in this work
was backpropagation (BP); which in general, performs the learning and classification
process in four points; initialization of weights, forward spread, backward spread and
the updating of weights. For further analysis of the BP algorithm, refer to [30].

Naive Bayes. ABayesian classifier uses a probabilistic approach to assign the class to an
example. Be C the class of an object, that belongs to a set ofm class (C1, C2,…, Cm) and
Xk is object with k characteristics Xk = [x1, x2, …, xk], for this case, the set of charac-
teristics defines a specific disease. For further analysis of the algorithm, refer to [31].

K-Nearest Neighbours (KNN). KNN, classifies a new point in the dataset, based on
Euclidean distance, finding the k closest distances to the object to classify, later, the
class of the closest point in the dataset is assigned by majority vote [32].

Random Forests. Random Forests is an algorithm composed of decision tree classi-
fiers, each tree depends on the values of a random vector con with sampling inde-
pendently and with the same distribution for all trees in the forests. Generalization error
for forests converges to a limit, as the number of trees in the forest increases. When a
model is generalized and fails, depends on the strength of individual trees in the forest
and the correlation between them. By randomly selecting features to divide each node,
error rates occur that compare favorably with the Adaboost algorithm but are more
robust with respect to noise. For further analysis of the algorithm, refer to [33].

4 Experimental Results

In this section, the description of the metrics, the used dataset is presented, and the
analysis of the results obtained, product of the experimentation developed for this
proposed method. The selection of parameters is a very essential step, since a good
selection of parameters has a considerable effect on the performance of the classifier. In
all the classifiers used, the optimal parameters were obtained through cross validation.
In the experiments carried out, cross validation with k = 10 was used to validate results,
that is, 10 tests were performed with 90% and 10% of the data for training and testing
respectively.

4.1 Metrics

In the experimental results presented in this research the evaluation metrics used for
classification were the following.

Accuracy: represents the portion of instances that are correctly classified, out of the
total number of cases, Acc ¼ TPþ TN

TPþTN þFPþFN; Precision: for each classifier used, per-
formance was evaluated with this metric, getting the correct values of the classifier
between the total of the dataset, Pr ecision ¼ TP

TPþFP; Recall: other metric used, is
Recall, where, represents the number of positive predictions divided by the number of
positive class values in the test data. Recall can be thought of as a measure of a
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classifiers completeness, Recall ¼ TP
TPþFN; F-Measure: can be interpreted as a weighted

average of the precision and recall, where an its best value is 1 and worst score is 0,
F �Measure ¼ 2�precision�recall

precisionþ recall ; true positive rate (TP Rate), TP Rate ¼ TP
TPþFN; false

positive rate (FP Rate), FP Rate ¼ FP
FPþTN; MCC: is Matthews Correlation Coefficient,

is used in machine learning as a measure of the quality of binary classifications,

MCC ¼ TP�TNð Þ� FP�TNð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TPþFPð Þ TPþFNð Þ TNþFPð Þ TNþFNð Þp ; ROC Area: is Receiver Operating

Characteristic, the ROC curve is defined by sensitivity, which is the true positive rate
and 1-specificity, which is the false positive rate; and PRC Area: is Precision Recall
Curve, is a plot of precision of positive predictive value against the Recall.

4.2 Dataset

In the process of the development of a disease or pest, the symptoms and the sign are
factors that appear on the surface of the leaf, likewise, between these two stages there
are some very similar visual characteristics; therefore, it is a complex task for machine
learning algorithms to discriminate between classes. In the experimentation developed
in this work, a free environment dataset has been used, Plantvillage [13, 18–20];
composed of ten different classes, eight diseases, such as: C1 = tomato mosaic virus
with 373 images, C2 = leaf mold with 952, C3 = early blight with 1000, C4 = target
spot with 1404, C7 = septoria leaf spot with 1771, C8 = late blight with 1908,
C9 = bacterial spot with 2127 and C10 = tomato yellow leaf curl virus with 5357; and
a plague, C6 = spider mites two-spotted with 1676 images, in addition to the
C5 = completely healthy class with 1591 images; adding a total of 18159 processed
images, the images are in a RGB color space with dimensions of 256x256 pixels, see
Fig. 3. In the Fig. 3, some classes visually share color and texture characteristics; for
example: classes C1, C2, C3, C6 and C10 have color characteristics in common;
classes C3, C7 and C8 share color and texture characteristics; finally classes C7 and C9
have small brown spots; however, despite the similarities, the algorithms used in this
work have managed to discriminate each class. The Plantvillage dataset has demon-
strated its effectiveness; even when it’s out of balance; this has been achieved under the
implementation of performance metrics, defined in Sect. 4.1.

4.3 Experimental Results

In this section, the results of the different experiments carried out are shown, displaying
the models build times, see Table 1; detailed accuracy by class, see Table 2 and
Table 5; percent correctly classified instances, see Table 3 and Table 4, and compar-
ison of results with two segmentation methods, see graph of the Fig. 4.

Build Times of the Models. The Table 1, shows the performance of the construction
times of the models, considering the Naive Bayes, Backpropagation, KNN, Random
Forests and SVM algorithms. The classifiers performed this calculation with different
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techniques of processing digital of images, applied to the dataset, such as: segmentation
Otsu and PCA; extraction of characteristics, considering, T = Textural, C = Chromatic
and the combination of both T/C = Textural/Chromatic. The results show that the
shortest processing time was obtained by the KNN algorithm, while Backpropagation
was the most costing. For these results, the unit of measurement is expressed in
seconds.

Fig. 3. Dataset Plantvillage.

Table 1. Build times of the models.

Otsu PCA
Classifier T C T/C T C T/C

Naive Bayes 0.32 0.92 1.13 0.3 0.97 1.14
Backpropagation 507.2 7403.48 12817.64 499.51 7718.28 12417.69
KNN 0.01 0.01 0.01 0.15 0.02 0.01
Random Forests 21.59 34.63 32.07 22.46 34.3 32.41
SVM 1754.61 914.96 570.3 1982.99 528.07 459.66

Table 2. Results by class, with segmentation Otsu, textural/chromatic features and classification
SVM.

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area

C1 0.923 0.002 0.901 0.923 0.912 0.910 0.997 0.897
C2 0.914 0.006 0.884 0.914 0.899 0.893 0.986 0.855
C3 0.854 0.010 0.831 0.854 0.842 0.833 0.969 0.758
C4 0.899 0.010 0.881 0.899 0.890 0.881 0.983 0.837
C5 0.981 0.002 0.981 0.981 0.981 0.979 0.998 0.981
C6 0.929 0.007 0.929 0.929 0.929 0.922 0.991 0.898
C7 0.890 0.009 0.903 0.890 0.896 0.887 0.983 0.861
C8 0.879 0.012 0.893 0.879 0.886 0.872 0.975 0.837
C9 0.950 0.006 0.954 0.950 0.952 0.945 0.990 0.928
C10 0.977 0.008 0.982 0.977 0.979 0.970 0.994 0.977
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Results with the Otsu Segmentation Method. In this part of the article, are shows the
results obtained from executing the experimentation with the method Otsu. The
Table 2, contains the detail of percentages of accuracy by class, these results, are
product of the tests of the highest percentage obtained, including techniques of feature
extraction of textural/chromatic, classifying with the SVM algorithm. The metrics
displayed, are described in Sect. 4.1.

In the following results, Otsu was applied, in addition, SVM, Backpropagation,
Naive Bayes, KNN and Random Forests; were tested with textural features, chromatic
and the combination of both textural/chromatic. The best performing algorithm was
SVM, obtaining a percent correctly classified instances for textural features, 88.87%,
for chromatic features, 91.73% and for textural/chromatic features, 93.46%, see
Table 3.

Table 3. Results with segmentation Otsu, textural features, chromatic features and both
textural/chromatic.

Classifier Textural Chromatic Textural/Chromatic

Naive Bayes 37.86% 38.26% 40.37%
Backpropagation 81.44% 87.69% 82.21%
KNN 72.39% 74.59% 79.66%
Random Forests 76.17% 79.67% 81.95%
SVM 88.87% 91.73% 93.46%

Table 4. Results with segmentation PCA, textural features, chromatic features and both
textural/chromatic.

Classifier Textural Chromatic Textural/Chromatic

Naive Bayes 39.12% 44.76% 46.13%
Backpropagation 81.81% 88.27% 81.46%
KNN 73.57% 76.10% 80.23%
Random Forests 77.27% 80.77% 82.77%
SVM 89.81% 92.71% 93.86%

Fig. 4. Graph of results with two segmentation methods.
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Table 5. Results by class, with segmentation PCA, textural/chromatic features and classification
SVM.

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area

C1 0.910 0.002 0.877 0.910 0.893 0.891 0.997 0.874
C2 0.936 0.005 0.914 0.936 0.925 0.921 0.991 0.903
C3 0.853 0.012 0.805 0.853 0.828 0.818 0.967 0.738
C4 0.903 0.009 0.890 0.903 0.897 0.888 0.985 0.853
C5 0.982 0.002 0.984 0.982 0.983 0.982 0.999 0.984
C6 0.918 0.008 0.916 0.918 0.917 0.909 0.990 0.887
C7 0.916 0.006 0.933 0.916 0.924 0.917 0.986 0.895
C8 0.881 0.010 0.909 0.881 0.894 0.882 0.977 0.850
C9 0.950 0.006 0.955 0.950 0.952 0.945 0.991 0.930
C10 0.981 0.007 0.984 0.981 0.982 0.974 0.995 0.980

Results with the PCA Segmentation Method. In this part of the article, are shows the
results obtained from executing the experimentation with the method PCA. The
Table 5, contains the detail of percentages of accuracy by class, these results, are
product of the tests of the highest percentage obtained, including techniques of feature
extraction of textural/chromatic, classifying with the SVM algorithm. The metrics
displayed, are described in Sect. 4.1.

In the following results, PCA was applied, in addition, SVM, Backpropagation,
Naive Bayes, KNN and Random Forests; were tested with textural features, chromatic
and the combination of both textural/chromatic. The best performing algorithm was
SVM, obtaining a percent correctly classified instances for textural features, 89.81%, for
chromatic features, 92.71% and for textural/chromatic features, 93.86%, see Table 4.

In the Fig. 4, the best results of this research are observed, considering the algo-
rithms, the percent correctly classified instances and the features textural/chromatic.
The orange line belongs to the tests with segmentation Otsu, and the green line to the
tests with segmentation PCA. The highest percent was obtained with segmentation
PCA, except, in the backpropagation algorithm.

5 Conclusion

Derived of analysis, the applied digital image processing techniques, the integration of
classification algorithms and the experimentation carried out; it was shown, that by
combining the segmentation PCA method, the conjunction of textural/chromatic fea-
ture extraction, and the SVM classification process, the system has achieved a per-
formance of 93.86% respectively. The main contribution of the method developed in
this research, is the identification of diseases and pests in tomato plant leaves early and
accurately, reducing the financial losses and the excessive application of chemical
products, minimizing the affectation to plants and human beings; likewise, the pro-
posed system can be implemented in a real and/or mobile environment, since the
computational cost is low compared with other works, and can be executed in a
portable computer equipment, without requiring additional hardware.
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Abstract. Person re-identification is an important video-surveillance task for
recognizing people from different non-overlapping camera views. Recently it
has gained significant attention upon the introduction of different sensors (i.e.
depth cameras) that provide the additional information irrespective of the visual
features. Despite recent advances with deep learning models, state-of-the-art re-
identification approaches fail to leverage the sensor-based additional information
for robust feature representations. Most of these state-of-the-art approaches rely
on complex dedicated attention-based architectures for feature fusion and thus
become unsuitable for real-time deployment. In this paper, a new deep learning
method is proposed for depth guided re-identification. The proposed method
takes into account the depth-based additional information in the form of an
attention mechanism, unlike state-of-the-art methods of complex architectures.
Experimental evaluations on a depth-based benchmark dataset suggest the
superiority of our proposed approach over the considered baseline as well as
with the state-of-the-art.

Keywords: Re-identification � Depth guided attention � Triplet loss

1 Introduction

In recent years, Person re-identification (Re-id) has gained great attention in both the
computer vision community and industry because of its practical applications, such as in
forensic search, multi-camera tracking and public security event detection. Person re-
identification is still a challenging task in computer vision due to the variation of person
pose, misalignment, different illumination conditions and diverse cluttered back-
grounds. Figure 1 shows a typical person re-identification system, where the task is to
match the unknown probe with a set of known gallery images captured over non-
overlapping cameras. It can be clearly observed from Fig. 1 that background clutter here
in the scene works as the source of noisy information. And the trained model could be
suffering from over-fitting as noisy information could propagate to it as salient features.
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State-of-the-art approaches in Re-id deal with this problem by relying on different
attention-based mechanisms [1–4]. All state-of-the-art attention-based Re-id approa-
ches can be placed into two categories: whole body attention and part-based attention.
In the former case, methods focused on whole body attention, fully focused on the
foreground while part-based methods focus more on local body parts. In all of these
cases, methods rely on complex dedicated architectures which hinder the processes to
deploy them in real world applications due to their large and over-parametrized models.
Moreover, these methods are mainly based on RGB input that do not leverage addi-
tional information from other sources such as depth images.

Fig. 1. Illustration of challenges for a typical re-identification system. Sample images are taken
from [23].
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In our work, we emphasize how to extract discriminative and robust features using
a depth sensor-based camera (e.g. Microsoft Kinect) when an individual appears on
different cameras with diverse cluttered backgrounds. Specifically, whenever videos are
recorded with a Kinect camera (i.e. RGB-D sensor) for each person, the Kinect SDK
provides RGB frames, depth frames, the person’s segmentation mask and skeleton data
[5] with low computational effort.

In this paper, we introduce depth guided binary segmentation masks to construct
masked-RGB images (i.e. foreground images), where masked-RGB images retain the
whole-body part of a person with different viewpoint variations and pose (see Fig. 2).
In this work, we also focus on long-term person re-identification for RGB-D sensors
with different pose variations of a person, which is suited to our proposed approach.

Most previous methods directly learn features from the whole image which contain
a person’s body with a cluttered background. Recently, several deep learning methods
have been proposed to learn features from the body parts [6] and pose [7, 8]. These
methods have been proved effective through extracting features exactly from the body
part rather than the background regions in the person image (i.e. pedestrian bounding
box). It indicates that eliminating the background clutter in each person image is
helpful for improving the performance of person re-identification.

Fig. 2. (a) Illustration of depths and their corresponding masks. (b) Examples of RGB images
[19] and their corresponding body regions extracted directly with the masks.
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This paper also proposes a new deep learning Re-id framework that takes into
account the additional information from the depth domain, thanks to the depth camera.
Unlike past methods, the proposed approach exploits the advantage of using the depth
image to generate a person’s segmentation mask that helps us to develop deep learning
methods which focus only on the foreground.

We evaluated the proposed method on the publicly available RGB-D dataset
RobotPKU RGBD-ID. Experimental results show the effectiveness of our proposed
method. The contributions of this paper can be summarized as follows:

1. We introduce a depth guided (DG) attention-based person re-identification frame-
work. The key component of this framework is the depth-guided foreground
extraction that helps the model to dynamically select the more relevant convolu-
tional filters of the backbone CNN architecture.

2. Extensive experiments show the effectiveness of the proposed method in a depth-
based benchmark re-identification dataset.

2 Related Work

In this section, we first review some related works in person re-identification, especially
for whole body attention and part-based attention which are the most related to our
work.

There are some state-of-the-art methods in the Re-id task [1–4] to handle the
background clutter problem in RGB images using whole body attention and part-based
attention mechanisms. The first key ingredient of these approaches is human body
mask generation which is very costly in computation. These methods obtain human
body masks using different deep learning based image segmentation models such as
FCN [9], Mask R-CNN [10], JPPNet [11], and Dense Pose [12]. In [1], the authors
generate binary segmentation masks corresponding to the body and background
regions with an FCN [9] based segmentation model which is trained on labeled human
segmentation datasets such as [13, 14]. The authors also designed a contrastive
attention model which is guided by these binary masks and finally generated whole
body-aware and background-aware attention maps. Chen et al. [2] proposes a mask-
guided two stream CNN model for person Re-id, which explicitly makes use of one
stream from the foreground and another one from the original image. To separate the
foreground person from the background, authors apply an off-the-shelf instance seg-
mentation method, FCIS [15] on the whole image, and then designate the person to the
correct mask via majority vote. In [3], the authors propose a human semantic parsing
model that learns to segment the human body into multiple semantic regions and then
use them to exploit local cues for person re-identification.

Recently, Cai et al. [4] proposes a multi-scale body-part mask guided attention
network to improve Re-id performance. The authors creatively use the masks of dif-
ferent parts of the body to guide attention learning in the training phase. All the above
state-of-the-art approaches heavily depend on very complex dedicated attention-based
architectures which involve large computational costs. For this reason, it is difficult to
deploy for them in real time scenarios.

Depth Guided Attention for Person Re-identification 113



In contrast to the above works, we propose a new deep learning Re-id framework
that takes into account the additional information from the depth domain and introduce
a depth guided attention mechanism for person re-identification with less computa-
tional effort.

3 Proposed Method

In this section, we present our proposed depth guided attention-based person Re-id in
detail. First, we describe the overall framework of our method, then we present our
triplet-based convolutional neural networks (CNNs) structure.

3.1 The Overall Framework

Our proposed pipeline is illustrated in Fig. 3. Our Re-id framework consists of two
states: depth guided body segmentation and triplet loss for re-identification.

In the first stage, we extract the foreground part of each image with the help of
depth guided person segmentation masks. Once the foreground has been separated,
then we feed the extracted body part T into the CNN model for feature mapping. For a
given mask Im and corresponding RGB image Irgb, we separate the foreground after
performing following operation,

T ¼ Im � Irgb ð1Þ

where � represents the element-wise product.
In the second stage, we describe the whole training procedure for Re-id with CNN

blocks. All the CNN blocks share parameters (i.e. weights and biases). During training,
three CNNs take triplet examples (i.e. three foreground images), which is denoted as
Ti ¼ Ta

i ; T
p
i ; T

n
i

� �
and forming the i-th triplet, where superscript ‘a’ indicates the anchor

image, ‘p’ indicates positive image and ‘n’ indicates negative image. ‘a’ and ‘p’ come
from the same person while ‘n’ is from a different person. Foreground images are fed
into the CNN model and maps the triplets Ti from the raw image space into a learned
feature space Fi ¼ Fa

i ;F
p
i ;F

n
i

� �
. For details, when a sample image is fed into the CNN

model, it maps to the deep feature space F ¼ u xð Þ, where u �ð Þ represents the mapping
function of the whole CNN model and x is the input representation of the corre-
sponding image T.

3.2 Triplet Loss

The CNN model is trained by a triplet loss function. In particular, the triplet loss has
been shown to be effective in state-of-the-art person Re-id systems [16, 17]. The triplet
loss function aims to reduce the distance of feature vectors (i.e. Fa

i and Fp
i ) taken from

the same person (i.e. a and p) and enlarge the distance between different persons (i.e. a
and n). It is defined as
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Ltrp ¼ max 0; Fa
i � Fp

i

�� ��2
2� Fa

i � Fn
i

�� ��2
2 þm

n o
ð2Þ

where �k k22 is the squared Euclidean distance and m is a predefined margin which
regularizes the distance. In our work, we train our model with margin m ¼ 0:3. We use
the Euclidean distance in our all experiments because the authors in [16] notice that
using the squared Euclidean distance makes the optimization more prone to collapsing,
whereas using an actual (non-squared) Euclidean distance is more stable.

Triplet generation is crucial to the final performance of the system. When the CNN
is trained with the triplet inputs for a large-scale dataset then there can be an enormous
possible number of combinations of triplet inputs (because triplet combinations

Fig. 3. Triplet training framework for re-identification. It is composed of two stages: 1) Depth
guided body segmentation and 2) Body segmented images are fed into three CNN models with
shared parameters, where the triplet loss aims to pull the instances of the same person closer and
at the same time, push the instances of different persons farther from each other in the learned
feature space.
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increase cubically), making the training of all possible triplets impractical. To address
this issue, we follow the Batch-hard triplet mining strategy introduced in [16]. The
main idea is to form a batch by randomly sampling P identities and then randomly
sampling K instances from each identity, and thus a resulting mini-batch contains
P� K images in total. The Batch-hard triplet loss (BHtrp) can be formulated as

LBHtrp ¼
XP
i¼1

XK
a¼1

½mþ max
p¼1...K

Fa
i � Fp

i

�� ��
2� min

n ¼ 1. . .K
j ¼ 1. . .P
j 6¼ i

Fa
i � Fn

j

���
���
2
�þ ð3Þ

where Fa
i , F

p
i and Fn

i are normalized features of anchor, positive and negative samples
respectively, and :½ �þ¼ max :; 0ð Þ.

4 Experiments

In this section, we evaluate the performance of our approach by performing experi-
ments on the RobotPKU RGBD-ID [19] dataset.

5 Dataset

There are some publicly available RGB-D datasets [5, 18] which are very small in size,
making it difficult to train a good model using our deep learning approach. Therefore,
we consider the RobotPKU RGBD-ID dataset because this dataset consists of a decent
amount of instances and a large number of frames per instance with different pose
variations. This dataset was collected with Kinect sensors using the Microsoft
Kinect SDK. There are 180 video sequences of 90 people, and for each person still and
walking sequences were collected in two separate indoor locations.

Data Pre-processing. Depth sensor-based cameras can capture depth images of a
person within a particular range. In situations where depth sensors cannot capture depth
frames properly, our system cannot extract the foreground part of the RGB image (see
Fig. 4). Therefore, in our experiment, we consider only those RGB frames that have
proper depth images of a person which can generate proper masks. After pre-
processing, we obtain about 7,109 frames for training and 6,958 frames for testing,
which come from 46 and 44 different identities respectively. We note that this is not a
serious limitation as our system still covers a wide range of real world use cases.

5.1 Evaluation Protocol

We use cumulative matching characteristic (CMC) for quantitative evaluation, which is
common practice in the Re-id literature. For our experimental dataset, we randomly

116 M. K. Uddin et al.



select about half of the people for training, and the remaining half for testing. In the
testing phase, for each query image, we first compute the distance between the query
image and all the gallery images using the Euclidean distance with the features
extracted by the trained network, and then return the top n images which have the
smallest distance to the query image in the gallery set. If the returned list contains an
image featuring the same person as that in the query image at the k-th position, then this
query is considered as rank k. In all our experiments, rank 1 result is reported.

5.2 Implementation Details

In our experiments, we use ResNet-18 [20] as well as ResNet50 [20] as the backbone
CNN model. We use ResNet18 because it takes less memory and is computationally
efficient, and the parameters are pre-trained on the ImageNet dataset. Following the
state-of-the-art methods, we also did our experiments using ResNet50. We train our
model with stochastic gradient descent with a momentum of 0.9, weight decay of
5 � 10−4, and initial learning rate of 0.01. The batch size is set to 32 � 4 = 128, with
32 different persons and 4 instances per person in each mini-batch. In our imple-
mentation, we follow the common practice of using random horizontal flips during
training [22]. We resize all the images to 256 � 128. Our framework is implemented
on the Pytorch [21] platform.

5.3 Experimental Evaluation

In this section, we report our experimental results on the RobotPKU RGBD-ID dataset.
To demonstrate the effectiveness of our method using the additional information
available from the depth domain, first we evaluate our proposed approach with different
backbone architectures (such as ResNet50 and ResNet18) and variants of the original
backbones. Second, we compare our approach with the available state-of-the-art
methods for the given dataset.

Evaluation with Different Backbone. The goal of this experimental evaluation to
check the effectiveness of our proposed method for different backbone architectures. As
we already mentioned, we choose ResNet50 and ResNet18 as our backbone archi-
tectures. We also try different variants of those backbone architectures. To do so, we
adopt the stride version of ResNet50 and ReNet18 by changing the stride of the last

Fig. 4. Illustration of the limitation of depth sensor to capture the depth frame of a distant per-
son and their corresponding person segmentation mask.
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convolutional layer from 2 to 1, which basically increases the resolution of the final
activation layers. We report our results in Table 1.

Table 1 reports the rank-1 accuracy rate of the methods on the experimental dataset.
We can make the following observations from these reported results:

ResNet50-strided indeed outperforms the original ResNet18 and ResNet18-strided
for both scenarios in all the measures, which confirms our claims that increasing
resolution on the final activation does affect the re-identification accuracy. The rank-1
performance improvement of the ResNet18-strided version over the original ResNet18
is 3.41% on both RGB and depth guided (DG) foreground images. From the above
results, we can also see that our depth guided approach outperforms RGB for all the
backbone CNN architectures.

Our proposed depth-guided foreground approach consistently works well for both
versions of the considered backbone CNNs. The margin of improvement of our pro-
posed approach considering original backbone architectures are relatively higher than
their strided version. This implies that the finer details introduced by the proposed
architecture on backbone architectures further improves the re-identification accuracy.

Comparison with Representative State-of-the-Art Methods. The aim of these
experiments is to analyze and compare the effectiveness of our proposed depth-guided
foreground method to relevant state-of-the-art methods. Table 2 reports the compara-
tive performances of our methods with the state-of-the-art methods. Though some
state-of-the-art methods [24, 25] performed experiments with this dataset, but all of
these are cross-modality matching (i.e. RGB-Depth matching). The performance of the
cross-modality matching is very low, around 20%, that’s why we do not include the
results in this report.

Our proposed approach considerably outperforms the state-of-the-art in all the
measures. Among the alternatives, SILTP [19] performs worse while using handcrafted
features which are mostly biased by the color or textures. The margin of improvement
over the high performing state-of-the-art FFM (feature funnel model) is 14.1%.
In FFM, the authors use both appearance and skeleton information provided by RGB-D
sensors. The performance of the state-of-the-art methods varies significantly depending
on their backbone architectures. We demonstrate the results of our method using
different backbones and its variants in the previous section. Nevertheless, our proposed

Table 1. Comparison results of our method with different backbone architectures on RobotPKU
dataset.

Method Backbone Rank-1

RGB ResNet18 84.09%
DG foreground ResNet18 86.36%
RGB ResNet18-strided 87.50%
DG foreground ResNet18-strided 89.77%
RGB ResNet50-strided 90.90%
DG foreground ResNet50-strided 92.04%
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approach consistently outperforms the state-of-the-art methods irrespective to their
backbone architectures.

Our proposed approach does not rely on complex dedicated architectures for
extracting foreground as it does in most of the state-of-the-art works. Thus, our pro-
posed approach is computationally efficient and provides better recognition accuracy
using depth data, which can be useful to deploy in real-time applications.

6 Conclusions

In this paper, we have presented a depth guided attention-based re-identification sys-
tem. The key component of this framework is the depth-guided foreground extraction
that helps the model to dynamically select the more relevant convolutional filters of the
backbone CNN architecture, for enhanced feature representation and inference. Our
proposed framework requires minimal modification to the backbone architecture to
train the backbone network. Experimental results with a particular implementation of
the framework (Resnet50 and Resnet18 with triplet loss) on the benchmark dataset
indicate that the proposed framework can outperform related state-of-the-art methods.
Moreover, our proposed architecture is general and can be applied with a multitude of
different feature extractors and loss functions.

References

1. Song, C., Huang, Y., Ouyang, W., Wang, L.: Mask-guided contrastive attention model for
person re-identification. In: CVPR (2018)

2. Chen, D., Zhang, S., Ouyang, W., Yang, J., Tai, Y.: Person search via a mask-guided two-
stream CNN model. In: ECCV (2018)

3. Kalayeh, M.M., Basaran, E., Gökmen, M., Kamasak, M.E., Shah, M.: Human semantic
parsing for person re-identification. In: CVPR (2018)

4. Cai, H., Wang, Z., Cheng, J.: Multi-scale body-part mask guided attention for person re-
identification. In: CVPR (2019)

Table 2. Comparison with other methods on RobotPKU dataset.

Method Rank-1

HSV [19] 69.79%
SILTP [19] 46.71%
Concatenation [19] 72.95%
Score-level [19] 74.95%
FFM [19] 77.94%
RGB + ResNet18-strided (Ours) 87.50%
DG foreground + ResNet18-strided (Ours) 89.77%
RGB + ResNet50-strided (Ours) 90.90%
DG foreground + ResNet50-strided (Ours) 92.04%

Depth Guided Attention for Person Re-identification 119



5. Munaro, M., Fossati, A., Basso, A., Menegatti, E., Van Gool, L.: One-shot person re-
identification with a consumer depth camera. In: Gong, S., Cristani, M., Yan, S., Loy, C.C.
(eds.) Person Re-Identification. ACVPR, pp. 161–181. Springer, London (2014). https://doi.
org/10.1007/978-1-4471-6296-4_8

6. Li, D., Chen, X., Zhang, Z., Huang, K.: Learning deep context-aware features over body and
latent parts for person re-identification. In: CVPR (2017)

7. Kumar, V., Namboodiri, A., Paluri, M., Jawahar, C.V.: Pose-aware person recognition. In:
CVPR (2017)

8. Su, C., Li, J., Zhang, S., Xing, J., Gao, W., Tian, Q.: Pose-driven deep convolutional model
for person re-identification. In: ICCV (2017)

9. Long, J., Shelhamer, E., Darrell, T.: Fully convolutional networks for semantic segmen-
tation. In: CVPR (2015)

10. He, K., Gkioxari, G., Dollár, P., Girshick, R.: Mask R-CNN. In: ICCV (2017)
11. Liang, X., Gong, K., Shen, X., Lin, L.: Look into person: joint body parsing & pose

estimation network and a new benchmark. IEEE Trans. Pattern Anal. Mach. Intell. 41(4),
871–885 (2018)

12. Alp Guler, R., Trigeorgis, G., Antonakos, E., Snape, P., Zafeiriou, S., Kokkinos, I.:
Densereg: fully convolutional dense shape regression in-the-wild. In: CVPR (2017)

13. Song, C., Huang, Y., Wang, Z., Wang, L.: 1000 fps human segmentation with deep
convolutional neural networks. In: ACPR (2015)

14. Wu, Z., Huang, Y., Yu, Y., Wang, L., Tan, T.: Early hierarchical contexts learned by
convolutional networks for image segmentation. In: ICPR (2014)

15. Li, Y., Qi, H., Dai, J., Ji, X., Wei, Y.: Fully convolutional instance-aware semantic
segmentation. In: CVPR (2017)

16. Hermans, A., Beyer, L., Leibe, B.: In defense of the triplet loss for person re-identification.
arXiv preprint arXiv:1703.07737

17. Almazan, J., Gajic, B., Murray, N., Larlus, D.: Re-id done right: towards good practices for
person re-identification. arXiv preprint arXiv:1801.05339

18. Munaro, M., Basso, A., Fossati, A., Van Gool, L., Menegatti, E.: 3D reconstruction of freely
moving persons for re-identification with a depth sensor. In: IEEE International Conference
on Robotics and Automation (ICRA), pp. 4512–4519 (2014)

19. Liu, H., Hu, L., Ma, L.: Online RGB-D person re-identification based on metric model
update. CAAI Trans. Intell. Technol. 2(1), 48–55 (2017)

20. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In: CVPR
(2016)

21. Paszke, A., Gross, S., Chintala, S., Chanan, G.: Pytorch: tensors and dynamic neural
networks in python with strong GPU acceleration (2017). https://pytorch.org/

22. Ahmed, E., Jones, M., Marks, T.K.: An improved deep learning architecture for person re-
identification. In: CVPR (2015)

23. Wei, L., Zhang, S., Gao, W., Tian, Q.: Person transfer GAN to bridge domain gap for person
re-identification. In: CVPR (2018)

24. Hafner, F.M., Bhuiyan, A., Kooij, J.F., Granger, E.: RGB-depth cross-modal person re-
identification. In: AVSS (2019)

25. Hafner, F., Bhuiyan, A., Kooij, J.F., Granger, E.: A cross-modal distillation network for
person re-identification in RGB-depth. arXiv preprint arXiv:1810.11641

120 M. K. Uddin et al.

https://doi.org/10.1007/978-1-4471-6296-4_8
https://doi.org/10.1007/978-1-4471-6296-4_8
http://arxiv.org/abs/1703.07737
http://arxiv.org/abs/1801.05339
https://pytorch.org/
http://arxiv.org/abs/1810.11641


Improved Vision Based Pose Estimation
for Industrial Robots via Sparse Regression

Diyar Khalis Bilal1,2, Mustafa Unel1,2(&), and Lutfi Taner Tunc1,2

1 Faculty of Engineering and Natural Sciences, Sabanci University,
Istanbul, Turkey

{diyarbilal,munel,ttunc}@sabanciuniv.edu
2 Integrated Manufacturing Technologies Research and Application Center,

Sabanci University, Istanbul, Turkey

Abstract. In this work a monocular machine vision based pose estimation
system is developed for industrial robots and the accuracy of the estimated pose
is improved via sparse regression. The proposed sparse regression based method
is used improve the accuracy obtained from the Levenberg-Marquardt
(LM) based pose estimation algorithm during the trajectory tracking of an
industrial robot’s end effector. The proposed method utilizes a set of basis
functions to sparsely identify the nonlinear relationship between the estimated
pose and the true pose provided by a laser tracker. Moreover, a camera target
was designed and fitted with fiducial markers, and to prevent ambiguities in pose
estimation, the markers are placed in such a way to guarantee the detection of at
least two distinct non parallel markers from a single camera within ±90° in all
directions of the camera’s view. The effectiveness of the proposed method is
validated by an experimental study performed using a KUKA KR240 R2900
ultra robot while following sixteen distinct trajectories based on ISO 9238. The
obtained results show that the proposed method provides parsimonious models
which improve the pose estimation accuracy and precision of the vision based
system during trajectory tracking of industrial robots’ end effector.

Keywords: Machine vision � Pose estimation � Industrial robots � Trajectory
tracking � Sparse regression

1 Introduction

In the near future industrial robots are projected to replace CNC machines for
machining processes due to their flexibility, lower prices and large working space. The
required accuracy for robotic machining is around �0:20mm based on aerospace
specifications, but in reality, only accuracies around 1 mm are obtained [1]. Therefore,
the robot’s relatively low accuracy hinders them from being used in high precision
applications.

Some works in literature proposed implementation of static calibration or usage of
secondary high accuracy encoders installed at each joint for increasing the accuracy of
industrial robots [2, 3]. However, disturbances acting on the robots during processes
are not taken into account in static calibration methods, and installation of secondary
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encoders is very expensive and not feasible for all robots. Thus, real time path tracking
and correction based on visual servoing is a feasible alternative to achieve the desired
accuracies in manufacturing processes [4]. Many works in literature utilize highly
accurate sensors such as laser trackers or photogrammetry sensors in the feedback loop
of visual servoing [5, 6]. However, these sensors are very expensive and sometimes
more than the industrial robot. Hence, relatively cheaper alternatives based on
monocular camera systems were proposed by many works in literature. Nissler et al. [7]
proposed utilization of AprilTag markers attached to the end effector of a robot. In their
work they used optimization techniques to reduce positioning tracking errors to less
than 10 mm. However, they used only planar markers thus faced rank deficiency
problems in pose estimation and their work was not evaluated during trajectory
tracking. Moreover, two data fusion methods based on multi sensor optimal informa-
tion algorithms (MOIFA) and Kalman filter (KF) were proposed by Liu et al. [8]. These
methods were used for fusing orientation data acquired from a digital inclinometer and
position data obtained from a photogrammetry system during positioning of a KP 5 Arc
Kuka robot’s end effector at seventy six points in a one meter cube space. However,
they did not report orientation errors and did not evaluate their approach for trajectory
tracking. In general, these works in literature assume the dynamics or kinematics of the
industrial robots are known in the proposed eye in hand approaches. As for the KF type
methods, they assume a linear dynamic process model along with the process and
measurement noise to be known as well. Some works in literature utilized extended
Kalman filter (EKF) [9], and adaptive Kalman filter (AKF) [10] to overcome these
shortcomings in the estimation of an industrial robot’s pose. However, an accurate
dynamic process model required for EKF is hard to obtain, and in the proposed AKF
based methods measurement noise and time varying effects due to the robot’s trajec-
tories are not considered, which in turn degrades their effectiveness. In these cases, data
driven modeling techniques that can take into account all kinds of sensor errors, sensor
noise and uncertainties have been found to be more effective [11–14].

In this work, an eye to hand camera based pose estimation system is developed for
industrial robots through which a target object trackable with a monocular camera
with ±90° in all directions is designed. The designed camera target (CT) is fitted with
fiducial markers where their placement guarantees the detection of at least two non-
planar markers from a single frame, thus preventing ambiguities in pose estimation.

Moreover, a data driven modeling method based on sparse regression is proposed
for improving the pose estimated by the Levenberg Marquardt (LM) based algorithm
[15], where the ground truth is obtained from a laser tracker. Using the proposed
method, one can train all the camera based systems using a single laser tracker in a
factory where several industrial robots are required to perform the same task.

The rest of the manuscript is structured as follows: In Sect. 2, a method for
improving vision based pose estimation based on sparse regression is presented. The
effectiveness of the proposed approach is validated by an experimental study in Sect. 3
where design and detection of the camera target for pose estimation are also described,
followed by the conclusion in Sect. 4.
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2 Improved Vision Based Pose Estimation Using Sparse
Regression

This work proposes to improve the pose estimation accuracy of vision based systems
through a data driven approach based on sparse regression. Using this method existing
camera based systems can be made to provide better accuracies when trained using the
ground truth pose TX ; TY ; TZ ; a; b; cð Þ such as the one provided by a laser tracker. In
order to formulate this problem under a sparse regression framework, the inputs and
ground truth of the system needs to be determined properly. The ground truth in pose
estimation problem can obtained through the highly accurate laser tracker systems. As

for inputs, the estimated pose bTX ; bTY ; bTZ ; ba; bb; bc
� �

provided by the vision system can

be obtained through standard pose estimation algorithms in literature such as the
Levenberg Marquardt (LM) based algorithm [15].

As for the proposed method based on sparse regression, this work builds upon the
work presented by Brunton et al. in which they formulated sparse identification of
nonlinear dynamics (SINDy) [16] for discovering governing dynamical equations from
data. They leverage the fact that only a few terms are usually required to define
dynamics of a physical system. Thus, the equations become sparse in a high dimen-
sional nonlinear function space. Their work is formulated for dynamic systems where
large data is collected for determining a function in state space which defines the
equations of motion. In their formulation, they collect a time-history of the state X tð Þ
and its derivative from which candidate nonlinear functions are generated. These
functions can be constants, higher order polynomials, sinusoidal functions,…, etc.
Afterwards, they formulate the problem as sparse regression and propose a method
based on sequential thresholded least-squares algorithm [16] to solve it. This method is
a faster and robust alternative to the least absolute shrinkage and selection operator
(LASSO) [17] which is an ‘1-regularized regression that promotes sparsity. Using their
proposed method, the sparse vectors of coefficients defining the dynamics can be
determined, showing which nonlinearities are active in the physical system. This results
in parsimonious models that balance accuracy with model complexity to avoid
overfitting.

However, in this work the sparse regression problem is formulated for sparse
identification of nonlinear statics (SINS). In particular, the relationship between the
pose estimated by the vision system and the pose provided by the laser tracker is
assumed to be represented by the following static nonlinear model:

Y ¼ W Xð ÞU ð1Þ
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where x1 to x6 are the bTX ; bTY ; bTZ ; ba; bb and bc estimated by the LM based pose esti-
mation algorithm, y1 to y6 are the ground truth TX ; TY ; TZ ; a; b; and c measured by the
laser tracker, U contains the sparse vectors of coefficients, XP2 denotes the quadratic
nonlinearities in the variable X, and W Xð Þ is the library consisting of candidate non-
linear functions of the columns of X.

Each column of the augmented library W Xð Þ represents a candidate function for
defining the relationship between the estimated and the ground truth pose. There is total
freedom in choosing these functions and in this work the augmented library was
constructed using up to 2nd order polynomials (XP2 ) with cross terms and thus the
resulting size of the sparse regression problem using m samples is as follows:

Ymx6 ¼ W Xmx6ð Þmx28U28x6 ð5Þ

The sequential thresholded least-squares based algorithm proposed by Brunton
et al. [16] starts with finding a least squares solution for U and then setting all of its
coefficients smaller than a threshold value (k) to zero. After determining the indices of
the remaining nonzero coefficients, another least squares solution for U onto the
remaining indices is obtained. This procedure is performed repeatedly for the new
coefficients using the same k until the nonzero coefficients converge. This algorithm is
computationally efficient and rapidly converges to a sparse solution in a small number
of iterations. Moreover, only a single parameter k is required to determine the degree of
sparsity in U. The overall flowchart of the proposed method is shown in Fig. 1.
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3 Experimental Results

In this section the design of the camera target for pose estimation, detection of the camera
target and improved pose estimation results using the proposedmethodwill be presented.

3.1 Design of the Camera Target for Pose Estimation

In this work the pose of a KUKA KR240 R2900 ultra robot’s end effector was tracked
in real time using a vision based pose estimation system utilizing a Basler acA2040–
120 um camera and was compared with the measurements obtained from a Leica
AT960 laser tracker as shown in Fig. 2. The laser tracker works in tandem with the T-
MAC probe which is rigidly attached to the end effector and the system has an accuracy
of ±10 lm. A target object fitted with markers was designed and fixed to the end
effector of the robot so as to estimate its pose from the camera. Since vision based pose

Fig. 1. The proposed sparse identification of nonlinear statics (SINS) for improving vision
based pose estimation.
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estimation algorithms require the exact location of markers on the image plane, it is
crucial to design and distribute the markers properly on the target to be tracked by the
camera. Therefore, this work proposes utilization of fiducial markers generated from
the ArUco library that can be detected robustly in real time. ArUco markers are 2D
barcode like patterns usually used in robotics and augmented reality applications [18].

The camera target (CT) was designed to have 5 faces with each face holding 8 ArUco
markers. In order to produce nonplanar markers in each face, they were fitted with 4
planar markers and the other 4 were placed at 60° with the horizontal axis. This was
designed so as to avoid ambiguities in pose estimation algorithms resulting from the
usage of points extracted from a single plane. In literature it has been proven that pose
estimation algorithms can provide a unique solution when points extracted from at least
two distinct non-parallel planes are used. The CT was built using 3D printing with a size
of 250� 234� 250mm and had a weight of 500 g. The markers were generated from
ArUco’s 4� 4� 100 library and were fixed into 30mm2 holes made in the constructed
target object. Using this CT, the locations of all the markers in the object frame can be
obtained from the CAD model and used in the vision based pose estimation algorithms.

3.2 Detection of the Camera Target

In the experiments, the vision based pose estimation and synchronization of data with
the laser tracker was performed in LabVIEW [19] software. The images were acquired
from the Basler ac2040–120 um camera at 375Hz with a resolution of 640� 480
pixels. These images were then fed into the python [20] node inside LabVIEW where
the ArUco marker detection and Levenberg Marquardt based pose estimation algorithms
were both operated at 1000Hz. Moreover, the proposed method can work at 6000Hz for
a single frame as well. Therefore, the total processing time1 for each image is 0:00216 s
or about 463Hz. The estimated pose of the camera target (CT) as well as the detected
markers are shown in Fig. 3. These results clearly show that the designed CT allows the
detection of multiple nonplanar markers with a viewing angle of ±90° from all sides,
hence rank deficiency problem is prevented in the pose estimation algorithm.

Fig. 2. Experimental setup.

1 Tested on a workstation with Intel Xeon E5-1650 CPU @ 3.5 GHz and 16 GB RAM.
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3.3 Pose Estimation Results

In order to evaluate the accuracy and precision of the camera based system, a trajectory
tracking experiment based on ISO 9238 standard was conducted using a KUKA KR240
R2900 robot. The accuracy and repeatability of industrial robots are typically evaluated
using the ISO 9238 standard during which the robot is tasked with following a set of
trajectories multiple times while changing or not changing the orientation of the robot’s
end effector. To evaluate the effectiveness of the proposed SINS algorithm and the
constructed vision based system, the robot’s end effector was set to follow 16 distinct
trajectories based on the ISO 9238 standard while changing its orientation continuously.
As per the ISO 9238 guidelines, each of these trajectories contained 5 specific points at
which the robot was stopped for 5 s and the experiment took 105.9 min to complete.

First the LM based pose estimation algorithm was implemented for the trajectory
tracking of the KUKA KR240 R2900 robot’s end effector. Then, the proposed sparse
identification of nonlinear statics (SINS) method was used to improve the pose esti-
mated by the LM based algorithm. In order to evaluate the robustness of the proposed
method, the training phase was performed three times using 30%, 50%, and 70% of the
data and was validated on the remaining 70%, 50%, and 30% of the data based the time

Fig. 3. (a)–(d) Samples showing marker detection (detected corners are in red) and estimated
pose (red, green, blue coordinate axes) of the target object with respect to the camera frame.
(Color figure online)
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series cross validation [21] approach. The training was performed for 10 iterations
using a threshold value (k) of 0:001 for the each of the three aforementioned cases and
the obtained results are tabulated in Table 1, 2 and 3 for the trajectory tracking based
on ISO 9238. The errors given in these tables which are denoted as EX , EY , EZ , ERoll,
EPitch, and EYaw are the absolute errors between the ground truth pose provided by the
laser tracker and the estimated pose by the LM based algorithm and improved with
SINS. These tracking errors are given in mm for translation (EX , EY , EZ ) and in degrees
(�) for orientation (ERoll, EPitch, EYaw).

Table 1. Pose tracking errors during trajectory tracking based on ISO 9238, trained with 30% of
the dataset and validated on the rest.

Training size 30% of the dataset
Error for the validation set
(70% of the dataset)

EX mmð Þ EY mmð Þ EZ mmð Þ ERoll
�ð Þ EPitch

�ð Þ EYaw
�ð Þ

LM 9.84
(9.86)

7.30
(6.61)

16.44
(14.07)

0.93
(0.33)

1.02
(0.89)

1.15
(0.72)

LM with SINS 8.01
(8.98)

6.19
(5.76)

11.62
(9.80)

0.20
(0.18)

0.85
(0.78)

0.56
(0.46)

The () below the errors contain their standard deviation

Table 2. Pose tracking errors during trajectory tracking based on ISO 9238, trained with 50% of
the dataset and validated on the rest.

Training size 50% of the dataset
Error for the validation set (50%
of the dataset)

EX mmð Þ EY mmð Þ EZ mmð Þ ERoll
�ð Þ EPitch

�ð Þ EYaw
�ð Þ

LM 9.85
(9.87)

7.35
(6.62)

16.23
(13.60)

0.92
(0.32)

1.01
(0.88)

1.14
(0.71)

LM with SINS 7.85
(8.70)

6.04
(5.72)

10.32
(9.20)

0.19
(0.17)

0.82
(0.74)

0.53
(0.46)

The () below the errors contain their standard deviation

Table 3. Pose tracking errors during trajectory tracking based on ISO 9238, trained with 70% of
the dataset and validated on the rest.

Training size 70% of the dataset
Error for the validation set (30%
of the dataset)

EX mmð Þ EY mmð Þ EZ mmð Þ ERoll
�ð Þ EPitch

�ð Þ EYaw
�ð Þ

LM 10.11
(10.20)

7.39
(6.78)

15.794
(13.69)

0.91
(0.33)

1.04
(0.87)

1.10
(0.67)

LM with SINS 7.98
(8.98)

6.01
(5.84)

9.66
(8.67)

0.19
(0.17)

0.81
(0.73)

0.51
(0.46)

The () below the errors contain their standard deviation
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Fig. 4. Position tracking results based on ISO 9238. (Color figure online)

Fig. 5. Orientation tracking results based on ISO 9238. (Color figure online)

As seen from the errors in these tables, the proposed method is able to reduce the
position tracking errors at least by 1.23, 1.18, and 1.42 times and up to 1.26, 1.23, and
1.64 times for X, Y, and Z axes, respectively when compared with the pure LM based
algorithm using 30% and 70% of the data for training the models. This is in addition to
reducing the standard deviation of the position errors by up to 1.14, 1.16, and 1.58
times for X, Y, and Z axes, respectively. Furthermore, the orientation tracking errors
were reduced by at least 4.65, 1.20, and 2.05 times and up to 4.79, 1.28, and 2.16 times
for Roll, Pitch and Yaw axes, respectively. Moreover, the standard deviation of ori-
entation errors were reduced by up to 1.94, 1.19, and 1.46 times for the Roll, Pitch and
Yaw axes, respectively. From these results, it is seen that the proposed method is able
to improve the position and orientation tracking accuracies even when 30% of the data
is used for training the proposed method, thus proving its robustness.

Figure 4 and Fig. 5 show the position and orientation trajectories of the laser target as
tracked by the laser tracker in blue. The gray trajectories are the ones estimated by the
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camera system using LM based pose estimation algorithm and the red trajectories show
the improved pose by the proposed SINS method. These images were obtained by
training the proposed method with 70% of the data and evaluating it on the whole dataset.

It should be noted that the conducted experiment based on ISO 9238 is very
challenging for vision based pose estimation due to the distance between the tracked
target and the camera increasing a lot, thus decreasing the estimated pose’s accuracy.
This is particularly the case in the conducted experiment due to the robot covering a
large working space of 1140� 610� 945mm along the X, Y , and Z axes, respectively.
Owing to this and the fact that the camera had to be placed 1 m away from the closes
point of the work space due to viewing angle restrictions, the distance between the
robot’s end effector and the camera changed from 1 m to 3 m during the 16 trajectories
followed by the robot, thus making the position errors relatively high.

Moreover, the determined sparse coefficients for training the model with 70% of the
data are shown in Table 4. As seen, for position (/1;/2;/3) only about 50% and for

Table 4. The identified sparse coefficients for training a model with 70% of the data.

/1 /2 /3 /4 /5 /6

1 −0.54955 5.483865 −2.34268 −0.80253 0.169695 −0.76172
X(t) 0.984231 0.01329 0.006688 0 0 0
Y(t) −0.00315 0.994628 −0.00959 0 −0.00201 0
Z(t) 0.001783 −0.00849 0.934572 0 0 0
Roll(t) 2.207604 −1.73696 1.395375 0.889916 −0.15587 −0.17946
Pitch(t) 0.008375 −0.18872 0.4609 −0.01473 0.980488 −0.008
Yaw(t) 0.519546 −0.77316 0.382094 −0.01947 −0.06671 0.892436
X(t)X(t) 0 0 0 0 0 0
X(t)Y(t) 0 0 0 0 0 0
X(t)Z(t) 0 0 0 0 0 0
X(t)Roll(t) 0 −0.00318 0 0 0 0
X(t)Pitch(t) 0 0 0 0 0 0
X(t)Yaw(t) 0 −0.00111 0 0 0 0
Y(t)Y(t) 0 0 0 0 0 0
Y(t)Z(t) 0 0 0 0 0 0
Y(t)Roll(t) −0.00285 0 −0.00246 0 0 0
Y(t)Pitch(t) 0 0 0 0 0 0
Y(t)Yaw(t) 0 0 0 0 0 0
Z(t)Z(t) 0 0 0 0 0 0
Z(t)Roll(t) 0 0 0 0 0 0
Z(t)Pitch(t) 0 0 0 0 0 0
Z(t)Yaw(t) 0 0 0 0 0 0
Roll(t)Roll(t) 0.129671 −0.33664 0.133981 −0.0037 −0.00789 −0.02765
Roll(t)Pitch(t) −0.11072 0.008094 −0.12339 −0.00193 0.018478 0.00901
Roll(t)Yaw(t) 0.085 −0.23532 0.099387 0 −0.00359 −0.02075
Pitch(t)Pitch(t) −0.00346 −0.00202 0.004847 0 0 0
Pitch(t)Yaw(t) −0.01809 −0.07036 0 0.006763 0.005202 −0.0072
Yaw(t)Yaw(t) 0.006045 −0.03945 0.021693 0 0 −0.00299
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orientation (/4;/5;/6) only around 30% of the coefficients are active. This makes the
model sparse in the space of possible functions thus determining only the fewest terms
to accurately represent the data. Furthermore, such a method is very intuitive in that one
can clearly see the coefficients defining the nonlinear relationship and thus provides
more insight into the structure of the problem at hand. Besides, training such a model in
MATLAB [22] took only 0:35; 0:68; and 0:87 s for 30%; 50%; and 70% of the data
containing 63551 samples.

4 Conclusion

In this work a monocular machine vision based system was developed for estimating
the pose of industrial robots’ end effector in real time. A camera target guaranteeing the
detectability of at least two non-parallel markers within ±90° in all directions of the
camera’s view was designed and fitted with fiducial markers. Moreover, sparse iden-
tification of nonlinear statics (SINS) based on sparse regression was proposed to
determine a model with the least number of active coefficients relating the pose esti-
mated by Levenberg-Marquardt (LM) to ground truth pose provided by a laser tracker.
Thus, providing a parsimonious model to increase the accuracy and precision of the
vision based pose estimation.

The proposed method was validated by tracking an industrial robot’s end effector
for 16 distinct trajectories based on ISO 9238. The trajectories were followed by a
KUKA KR240 R2900 ultra robot and the ground truth data was provided by the Leica
AT960 laser tracker. As seen from the experimental results, the proposed method was
able to reduce the position tracking errors by up to 1.26, 1.23, and 1.64 times for X, Y,
and Z axes, respectively when compared with the pure LM based algorithm. This is in
addition to reducing the orientation tracking errors by up to 4.79, 1.28, and 2.16 times
for Roll, Pitch and Yaw axes, respectively. Moreover, by using the proposed method
the standard deviation of the position errors were reduced by up to 1.14, 1.16, and 1.58
times for X, Y, and Z axes, respectively. All the while reducing the standard deviation
of the orientation errors by up to 1.94, 1.19, and 1.46 times for the Roll, Pitch and Yaw
axes, respectively. Therefore, the proposed method is able to increase the accuracy and
precision of the standard LM based pose estimation algorithm during trajectory
tracking of industrial robots’ end effector.

The determined sparse coefficients for training the model showed that only about
50% of the coefficients were active for position improvement, whereas for orientation,
only around 30% of the coefficients were active. Thus, only the most important terms
accurately representing the data were determined using the proposed method. This
resulted in obtaining simple and robust models very fast, where one can clearly see the
coefficients defining the nonlinear static system.
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Abstract. For the camera-LiDAR-based three-dimensional (3D) object detec-
tion, image features have rich texture descriptions and LiDAR features possess
objects’ 3D information. To fully fuse view-specific feature maps, this paper
aims to explore the two-directional fusion of arbitrary size camera feature maps
and LiDAR feature maps in the early feature extraction stage. Towards this
target, a deep dense fusion 3D object detection framework is proposed for
autonomous driving. This is a two stage end-to-end learnable architecture,
which takes 2D images and raw LiDAR point clouds as inputs and fully fuses
view-specific features to achieve high-precision oriented 3D detection. To fuse
the arbitrary-size features from different views, a multi-view resizes layer
(MVRL) is born. Massive experiments evaluated on the KITTI benchmark suite
show that the proposed approach outperforms most state-of-the-art multi-sensor-
based methods on all three classes on moderate difficulty (3D/BEV): Car
(75.60%/88.65%), Pedestrian (64.36%/66.98%), Cyclist (57.53%/57.30%).
Specifically, the DDF3D greatly improves the detection accuracy of hard dif-
ficulty in 2D detection with an 88.19% accuracy for the car class.

Keywords: Two directional fusion � 3D object detection � Autonomous driving

1 Introduction

This paper focuses on 3D object detection, which is a fundamental and key computer
vision problem impacting most intelligent robotics perception systems including
autonomous vehicles and drones. To achieve robust and accurate scene understanding,
autonomous vehicles are usually equipped with various sensors (e.g. camera, Radar,
LiDAR) with different functions, and multiple sensing modalities can be fused to
exploit their complementary properties. However, developing a reliable and accurate
perception system for autonomous driving based on multiple sensors is still a very
challenging task.

Recently, 2D object detection with the power of deep learning has drawn much
attention. LiDAR-based 3D object detection also becomes popular with deep learning.
Point clouds generated by LiDAR to capture surrounding objects and return accurate
depth and reflection intensity information to reconstruct the objects. Since the sparse
and unordered attributes of point clouds, representative works either convert raw point
clouds into bird-eye-view (BEV) pseudo images [1–4], 2D front view images [2], or
structured voxels grid representations [5–7]. Some references [8–10] directly deal with
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raw point clouds by multi-layer perceptron (MLP) to estimate the 3D object and
localization. However, due to the sparsity of point clouds, these LiDAR-based
approaches suffer information loss severely in long-range regions and when dealing
with small objects.

On the other hand, 2D RGB images provide dense texture descriptions and also
enough information for small objects based on high resolution, but it is still hard to get
precise 3D localization information due to the loss of depth information caused by
perspective projection, particularly when using monocular camera [11–13]. Even if
using stereo images [14], the accuracy of the estimated depth cannot be guaranteed,
especially under poor weather, dark and unseen scenes. Therefore, some approaches
[15–19] have attempted to take the mutual advantage of point clouds and 2D images.
However, they either utilize Early Fusion, Late Fusion, or Middle Fusion is shown in
Fig. 1 to shallowly fuse two kinds of features from 2D images and point clouds. Their
approaches make the result inaccurate and not stable.

MV3D [2] and AVOD [6] fuse region-based multi-modal features at the region
proposal network (RPN) and detection stage, the local fusion method causes the loss of
semantic and makes its results inaccurate. Conversely, ContFusion [20] proposed a
global fusion method to fuse BEV features and image features from different feature
levels, it verifies the superiority of the full fusion of 2D image and point clouds.

(a) Early Fusion           (b)   Late Fusion                      (c)   Middle Fusion 1

(d)   Middle Fusion 2             (e)   Middle Fusion 3             (f)   Deep Dense Fusion

Fig. 1. A comparison of existed fusion methods and the deep dense fusion (proposed).
Compared with methods (a–e), the deep dense fusion moves forward to the feature extraction
phase and becomes denser. The proposed fusion method fully integrates each other’s
characteristics.
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However, ContFusion [20] is only unidirectional fusion. Based on logical experience, a
bidirectional fusion will be even more superior than the unidirectional fusion. The
challenge lies in the fact that the image feature is dense at discrete state, while LiDAR
points are continuous and sparse. Thus, fusing them in both directions is non-trivial.

This paper proposes a two-stage multi-sensor 3D detector, called DDF3D, which
fuses image feature and BEV feature at different levels of resolution. The DDF3D is an
end-to-end learnable architecture consisting of a 3D region proposal subnet (RPN) and
a refined detector subnet in the order illustrated in Fig. 2. First, the raw point clouds are
partitioned into six-channel pseudo images and 2D images are cropped based on the
central region. Second, two identical fully convolutional networks are used to extract
view-specific features and fuse them by the MVRL simultaneously. Third, 3D anchors
are generated from BEV, and anchor-dependent features from different views are fused
to produce 3D non-oriented region proposals. Finally, the proposal-dependent features
are fused again and fed to the refined subnetwork to regress dimension, orientation, and
classify category.

Here, the contributions in this paper have summarized in 3 points as follows:

1. A highly efficient multi-view resizes layer (MVRL) designed to resize the features
from BEV and camera simultaneously, which makes real-time fusion of multiple
view-specific feature maps possible.

2. Based on the MVRL, a deep dense fusion method is proposed to fully fuse view-
specific feature maps at different levels of resolution synchronously. The fusion
method allows different feature maps to be fully fused during feature extraction,
which greatly improves the detection accuracy of small size object.

3. The proposed architecture achieves a higher and robust 3D detection and local-
ization accuracy for car, bicycle, and pedestrian class. Especially the proposed
architecture greatly improves the accuracy of small classes on both 2D and 3D.

Fig. 2. The architecture of deep dense fusion 3D object detection network.
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2 The Proposed Architecture

The main innovation of proposed DDF3D, depicted in Fig. 2, is to fully fuse view-
specific features simultaneously based on the MVRL, and the fused features are fed
into the next convolutional layers at BEV stream and camera stream respectively, the
detailed procedure is shown in Fig. 1f. After feature extractor, both feature maps are
fused again and the 3D RPN is utilized to generate 3D non-oriented region proposals,
which are fed to the refined detection subnetwork for dimension refinement, orientation
estimation, and category classification.

Birds Eye View Representation Like MV3D [2] and AVOD [15], a six-channel BEV
map is generated by encoding the height and density in each voxel of each LiDAR frame.
Especially, the height is the absolute height relative to the ground. First, the raw point
clouds are located in �40; 40½ � � 0; 70½ � m and limited to the field of camera view.
Along X and Y axis, the point clouds are voxelized at the resolution of 0.1 m. Then, the
voxelized point clouds are equally sliced 5 slices between [−2.3, 0.2] m along the Z axis.

Finally, the point density in each cell computed as min 1:0; log Nþ 1ð Þ
log 64

� �
, where N is the

number of points in a pillar. Note that the density features are computed for the whole
point clouds while the height feature is computed for 5 slices, thus a 700 � 800 � 6BEV
feature is generated for each LiDAR frame. In addition to output a feature map, each
LiDAR frame also outputs the voxelized points to construct the MVRL.

2.1 The Feature Extractor and Multi-view Resize Layer

This section will introduce the feature extractor and MVRL. The MVRL is used to
resize the view-specific features at a different resolution, then view-specific features are
concatenated with the features resized from different views. Finally, the fused features
are fed into the next convolutional layers.

The Multi-view Resize Layer. To fuse feature maps from different perspectives is not
easy since the feature maps from different views are of different sizes. Also, fusion
efficiency is a challenge. So, the multi-view resize layer is designed to bridge multiple
intermediate layers on both sides to resize multi-sensor features at multiple scales with
highly efficient. The inputs of MVRL contains three parts: the source BEV indices
Ibev=ori and LiDAR points Pori obtained during a density feature generation, the camera
feature fcam, and the BEV feature fbev. The workflow of the MVRL shown in Fig. 3.
The MVRL consists of data preparation and bidirectional fusion. In data preparation,
the voxelized points Pori are projected onto the camera plane, the process is formulated
as Eq. 1 and Eq. 2, and the points Pcam in original image size 360� 1200 are kept. The
points Pcam=fusion in image size Hi �Wi are used to obtained image indices Icamcam=fusion
based on bilinear interpolation. A new BEV index Ibev=fusion are obtained based on BEV
indices Ibev=ori and BEV size Hb �Wb. Then, a sparse tensor Ts with Hb �Wb shape is
generated by image indices Icam=fusion and BEV indices Ibev=fusion. Finally, a feature
multiplies the sparse tensor to generate the feature which can be fused by a camera
feature map or an image feature map formulated as Eq. 3 and Eq. 4.
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u; vð ÞT¼ M � x; y; zð ÞT; ð1Þ

M ¼ Prect � Rcam
velo tcamvelo
0 1

� �
; ð2Þ

fb2c ¼ S Matmul T�1
s ; fbev

� �� �
; ð3Þ

fc2b ¼ R Matmul Ts;G fcam; Icam=fusion
� �� �� �

; ð4Þ

where (x, y, z) is a LiDAR point coordinate and (u, v) is image coordinate, Prect is a
project matrix, Rcam

velo is the rotation matrix from LiDAR to the camera, tcamvelo is a trans-
lation vector, M is the homogeneous transformation matrix from LiDAR to the camera,
S and G represent scatter operation and gather operation, respectively, Matmul means
multiplication, R means reshape operation, fb2c is the feature transferred from BEV to
the camera, Conversely, fc2b is the feature transferred from the camera to BEV.

The Feature Extractor. The backbone network follows a two-stream architecture [22]
to process multi-sensor data. Specifically, it uses two identical CNNs to extract features
from both of 2D image and BEV representation in this paper. Each CNNs includes two
parts: an encoder and a decoder. VGG-16 [23] is modified and simplified as the encoder.
The convolutional layers from conv-1 to conv-4 are kept, and the channel number is
reduced by half. In the feature extraction stage, the MVRL is used to resize two-side
features. A little of information is retained for small classes such as cyclists and
pedestrians in the output feature map. Therefore, inspired by FCNs [24] and Feature
Pyramid Network (FPN) [25], a decoder is designed to up-sample the features back to the
original input size. To fully fuse the view-specific features, The MVRL is used again to
resize features after decoding. The final feature map has powerful semantics with a high
resolution, and are fed into the 3D RPN and the refined subnetwork.

Fig. 3. Multi-view resize layer: it includes data preparation and bidirectional fusion.
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2.1.1 3D Region Proposal Network

3D Anchor Generation and Fusion. Unlike MV3D [2], this paper directly generates
3D plane-based anchors like AVOD [15] and MMF [22]. The 3D anchors are
parameterized by the centroid cx; cy; cz

� �
and axis aligned dimensions dx; dy; dz

� �
. The

cx; cy
� �

pairs are sampled at intervals of 0.5 m in the BEV, while cz is a fixed value that
is determined according to the height of the sensor related to the ground plane. Since
this paper does not regress the orientation at the 3D proposal stage, the dx; dy; dz

� �
are

transformed from (w, l, h) of the prior 3D boxes based on rotations. Furthermore, the
(w, l, h) are determined by clustering the training samples for each class. For the car
case, each location has two sizes of anchors. While each location only has one size of
anchor for pedestrians and cyclists.

3D Proposal Generation. AVOD [15] reduces the channel number of BEV and image
feature maps to 1, and aims to process anchors with a small memory overhead. The
truncated features are used to generate region proposals. However, the rough way loses
most of the key features and causes proposal instability. To keep proposal stability and
small memory overhead, we propose to apply a 1 �1 convolutional kernel on the view-
specific features output by the decoder, and the output number of channels is the same
as the input. Each 3D anchor is projected onto the BEV and image feature maps output
by the 1 �1 convolutional layer to obtain two corresponding region-based features.
Then, these features are cropped and resized to equal-length vectors, e.g. 3� 3. These
fixed-length feature crop pairs from two views fused by concatenation operation.

Two similar branches [15] of 256-dimension fully connected layers take the fused
feature crops as input to regress 3D proposal boxes and perform binary classification.
The regression branch is to regress Dcx;Dcy;Dcz;Ddx;Ddy;Ddz

� �
between anchors and

target proposals. The classification branch is to determine an anchor to capture an
object or background based on a score. Note that we divide all 3D anchors into
negative, positive, ignore by projecting 3D anchors and corresponding ground-truth to
BEV to calculate the 2D IoU between the anchors and the ground truth bounding
boxes. For the car class, anchors with IoU less than 0.3 are considered negative
anchors, while ones with IoU greater than 0.5 are considered positive anchors. Others
are ignored. For the pedestrian and cyclist classes, the object anchor IoU threshold is
reduced to 0.45. The ignored anchors do not contribute to the training objective [21].

The loss function in 3D proposal stage is defined as follows:

Loss ¼ kLcls þ cLbox; ð5Þ

where Lcls is the focal loss for object classification and Lbox is the smooth l1 loss for 3D
proposal box regression, k = 1.0, c = 5.0 are the weights to balance different tasks.

Followed by two task-specific branches, 2D non-maximum suppression (NMS) at
an IoU threshold of 0.8 in BEV is used to remove redundant 3D proposals and the top
1,024 3D proposals are kept during the training stage. At inference time, 300 3D
proposals are kept for the car class, and 1,024 3D proposals are used for cyclist and
pedestrian class.
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2.2 The Refined Network

The refined network aims to further optimize the detection based on the top K non-
oriented region proposals and the features output by the two identical CNN to improve
the final 3D object detection performance. First, the top K non-oriented region pro-
posals are projected onto BEV and image feature maps output by feature extractors to
obtain two corresponding region-based features. The region-based features are cropped
and resized to 7 � 7 equal-length shapes. Then, the paired fixed-length crops from two
views are fused with element-wise mean method. The fused features are fed into a three
parallel fully connected layers for outputting bounding box regression, orientation
estimation, and category classification, simultaneously. MV3D [2] proposes an 8-
corner encoding, however, it does not take into account the physical constraints of a 3D
bounding box. Like AVOD [15], a plane-based 3D bounding box is represented by a
10-dimensional vector to remove redundancy and keep the physical constraints.
Ground truth boxes and 3D anchors are defined by x1 � � � x4; y1 � � � y4; h1; h2; hð Þ. The
corresponding regression residuals between 3D anchors and ground truth are defined as
follows:

Dx ¼ xgc � xac
da

;Dy ¼ ygc � yac
da

;Dh ¼ log
hg

ha

� �
; ð6Þ

Dh ¼ sin hg � hað Þ; ð7Þ

where da ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � x2ð Þ2 þ y4 � y1ð Þ2

q
is the diagonal of the base of the anchor box.

The localization loss function and orientation loss function [7] as follows:

Lbox ¼
X

b2 x1���x4;y1���y4;h1;h2;hð Þ SmoothL1 Dbð Þ; ð8Þ

Ldir ¼
X

SmoothL1 Dhð Þ: ð9Þ

For the object classification loss, the focal loss is used:

Lcls ¼ �aa 1� pað Þclog pað Þ; ð10Þ

where pa is the class probability of an anchor, we set a = 0:25 and c = 2, the total loss
for the refined network is, therefore,

Loss ¼ 1
Npos

b1Lbox þ b2Lcls þ b3Ldirð Þ; ð11Þ

Where Npos is the number of positive anchors and b1 = 5.0, b2 = 1.0, b3 = 1.0.
In refined network, 3D proposals are only considered in the evaluation of the

regression loss if they have at least a 0.65 2D IoU in bird’s eye view with the ground-
truth boxes for the car class (0.55 for pedestrian/cyclist classes). NMS is used at a
threshold of 0.01 to choose out the best detections.
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3 Experiments and Results

3.1 Implementation Details

Due to the 2D RGB camera images are with different size, the images are center-
cropped into a uniform size of 1200 � 360. Each point clouds are voxelized as a
700 � 800 � 6 BEV pseudo image. For data augmentation, it flips images, voxelized
pseudo images, and ground-truth labels horizontally at the same time with a probability
of 0.5 during the training. The DDF3D model is implemented by TensorFlow on one
NVIDIA 1080 Ti GPU with a batch size of 1. Adam is the optimizer. The DDF3D
model is trained for a total of 120K iterations with the initial learning rate of 0.0001,
and decayed by 0.1 at 60K iterations and 90K iterations. The whole training process
takes only 14 h, and the DDF3D model is evaluated from 80K iterations to 120K
iterations every 5K iterations.

3.2 Quantitative Results

To showcase the superiority of the deep dense fusion method, this paper compares its
approach with the existing state-of-the-art fusion methods (MV3D [2], AVOD [15],
F-pointNet [17], ContFusion [20], MCF3D [16]) based on the RGB images and point

Table 1. Comparison of the 3D Object and BEV performance of DDF3D with state-of-the-art
3D object detectors.

Class Method Time 3D AP (%) BEV AP (%)
E M H E M H

Car MV3D [2] 0.36 71.29 62.68 56.56 86.55 78.10 76.67
AVOD [15] 0.10 84.41 74.44 68.65 – – –

F-PointNet [17] 0.17 83.76 70.92 63.65 88.16 84.02 76.44
ContFusion [20] 0.06 84.58 72.33 67.50 93.84 86.10 82.00
MCF3D [16] 0.16 84.11 75.19 74.23 88.82 86.11 79.31
Proposed (Ours) 0.12 84.65 75.60 68.64 89.81 88.65 79.88

Ped. MV3D [2] 0.36 – – – – – –

AVOD [15] 0.10 – 58.80 – – – –

F-PointNet [17] 0.17 70.00 61.32 53.59 72.38 66.39 59.57
ContFusion [20] 0.06 – – – – – –

MCF3D [16] 0.16 68.54 64.93 59.47 68.56 64.98 59.55
Proposed (Ours) 0.12 70.04 64.36 59.55 70.05 66.98 59.66

Cyc. MV3D [2] 0.36 – – – – – –

AVOD [15] 0.10 – 49.70 – – – –

F-PointNet [17] 0.17 77.15 56.49 53.37 81.82 60.03 56.32
ContFusion [20] 0.06 – – – – – –

MCF3D [16] 0.16 78.18 51.06 50.43 78.18 51.09 50.45
Proposed (Ours) 0.12 79.19 57.53 50.99 79.19 57.30 50.99
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clouds as inputs only. Table 1 shows the comparing results on the 3D and BEV per-
formance measured by the AP. According to KITTI’s metric, the DDF3D increases
0.41% in 3D performance and 2.54% in BEV performance in the “Moderate” difficulty
on the car class, respectively. For pedestrian/cyclist classes, DDF3D achieves 2.00%
growth in BEV performance on the “Moderate” difficulty for pedestrian class and 1.04%
growth in 3D performance on the “Moderate” difficulty for cyclist class. In the easy
difficulty of 3D performance, DDF3D surpasses the second-best 1.50% for the pedestrian
class and 1.01% for the cyclist, respectively. However, F-pointNet [17] is slightly better
than DDF3D in BEV performance for cyclist. F-pointNet [17] utilizes the ImageNet
weights to fine-tune its 2D detector, whereas DDF3D model is trained from scratch.
Some 2D detection results in RGB images, 3D detection results are illustrated in Fig. 4.

3.3 Ablation Study

To analyze the effects of optimal deep dense fusion, an ablation is conducted on
KITTI’s validation subset with massive experiments. Table 2 shows the effect of
varying different combinations of the deep dense fusion method on the performance
measured by the AP. As shown in Fig. 2, Each encoder has 4 convolution blocks in
order: Conv1, Conv2, Conv3, Conv4. Each decoder also has 4 deconvolution blocks in
order: Deconv1, Deconv2, Deconv3, Deconv4. To ensure the DDF3D high efficiency,
the combinations of deep dense fusion are only designed shown in Table 2.

Fig. 4. Visualizations of DDF3D results on RGB images, point clouds.

Table 2. Ablation study for the combinations of the deep dense method on KITTI’s validation
subset. All results are in moderate difficulty in the car class.

Deep dense fusion 2D 3D BEV
Deconv4 Conv4 Conv3 Conv2 Conv1

86.93 72.43 85.78p
88.11 72.73 86.06p p
88.28 74.02 86.25p p p
88.96 75.60 88.65p p p p
88.57 73.55 86.08p p p p p
87.44 72.18 86.49
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To explore the effects of fusion method in different directions, two more sets of
experiments are conducted based on the best combinations in Table 2. The first set of
the experiment only projects features from BEV to the camera view. In contrast, the
second set of the experiment only projects feature from camera view to BEV. Table 3
demonstrates that two-way fusion method is better than one-way fusion. The effect of
different fusion methods on it is very limited for 2D and BEV performance, but they
have a significant impact on the accuracy of 3D detection.

Besides, the DDF3D model converges faster and the experimental values keep
steadily after 80K iterations. Based on the attribute, the model can be checked good or
not good within 12 h. Figure 5 shows the evaluation results are extracted every 5K
iterations from 80K iterations to 120K iterations on the validation subset.

Table 3. Ablation study for the fusion method in different directions. B2C means the one-way
fusion from BEV to the camera view. C2B means the one-way fusion from the camera view to
BEV. Both mean bidirectional fusions.

Method 2D (%) 3D (%) BEV (%)
E M H E M H E M H

B2C 90.00 87.97 86.33 83.12 74.18 68.08 89.30 85.17 78.84
C2B 89.67 87.07 86.15 82.08 72.56 66.96 88.51 84.98 78.77
Both 90.33 88.96 88.19 84.65 75.60 68.64 89.81 88.65 79.88

Fig. 5. 3D detection accuracy of DDF3D for car class from 80K iterations to 120K iterations.
The light coral color, medium aquamarine color, and Navajo white color denote the Easy,
Moderate, Hard difficulty respectively. (Color figure online)
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4 Conclusion

This work proposed DDF3D, a full fusion 3D detection architecture. The proposed
architecture takes full consideration of the mutual advantages of RGB images and point
clouds in the feature extraction phase. The deep dense fusion is two-directional fusion
at the same time. A high-resolution feature extractor with the full fusion features, the
proposed architecture greatly improves 3D detection accuracy, specifically for small
objects. Massive experiments on the KITTI object detection dataset, DDF3D outper-
forms the state-of-the-art existing method in among of 2D, 3D, and BEV.
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Abstract. Temporal action localization is a challenging task in video under-
standing. Although great progress has been made in temporal action localiza-
tion, the most advanced methods still have the problem of sharp performance
degradation when an action proposal generated. Most methods use sliding
windows method or simply group frames according to frame-level scores. These
methods are not enough to provide accurate action boundary and maintain
reasonable temporal structure. In order to solve these problems, we propose a
novel proposal optimization network to generate start score, end score, action
score and regression score, and then remove the redundancy by NMS algorithm.
In the proposed method, we introduce a metric loss function to maintain the
temporal structure of action proposal in the training process. To verify the
effectiveness of the proposed method, we have made comparative experiments
on ActivityNet-1.3 dataset respectively, and the proposed method has surpassed
some of the state-of-the-art methods on the dataset.

Keywords: Temporal action localization � Action proposal � Proposal
Optimization Network

1 Introduction

In recent years, with the rapid development of digital audio equipment, more and more
video data appear in people’s lives. Video contains more complex information than
image, and video analysis has become the focus of people’s research. Temporal action
proposal [1–7] aims to capture video temporal segments that are likely to contain an
action in untrimmed video. This task is the key technology of temporal action local-
ization [8–13] and even video action analysis, such as action recognition [14–16],
video caption [17], spatial-temporal action detection [18].

To achieve high quality action proposal, according to literature [6], action proposal
generation should (1) generate temporal proposals with flexible action duration and
precise action boundaries to cover all ground truth action instances exactly and
exhaustively; (2) generate credible confidence scores so that proposals can be retrieved
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properly. One method [1, 4] is often used is sliding window which generates segment
proposals by uniform sampling or manually-predefined over the video frame sequence,
then a binary classifier is used to evaluate the confidence score of each video segments.
Although such methods can get proposals with various temporal spans, the generated
proposals naturally have imprecise boundary. The second thread work [3, 11], tackle
the action proposals via evaluating the action score at the frame level. these methods
intensively evaluate the confidence score of each video frame, then the consecutive
frames with similar score are combined by a specific algorithm (watershed algorithm
[11]) to form a candidate action proposal. Compared with the previous method based
on segment level, frame-level based methods have more accurate action boundaries
than previous method. However, this method is prone to generate unreliable confidence
score for long video segments, resulting in a lower recall rate.

Complementary temporal action proposal [3] designs a three stages network, which
includes proposals initialization, complementary proposal generation, proposal
boundary adjustment and ranking. Boundary sensitive network [6] adopts a “local to
global” scheme for action proposal. In practice, adjacent detected boundary points will
be paired to form valid proposals. Both of these two methods are three stage models.
However, the modules in different stages are trained independently, and it lacks overall
optimization of the model. The second drawback is the lack of temporal position
information model for generating action proposals, which conveys the temporal
ordering information of the video sequence. That is, the start point must match the end
point and there must be an order between them.

In order to address the mentioned problems, we proposed a proposal optimization
network (PON) for generating efficient temporal action proposals. This network is an
end-to-end unified optimization network framework, rather than staged training. we
construct a two-dimensional temporal matrix to represent all possible temporal action
proposals in video, and output four different confidence scores at each position of the
matrix to evaluate the quality of each proposal. Figure 1 illustrates an overview of our
architecture for temporal action proposal generation.

Fig. 1. Proposal Optimization Network mainly consist of three layers: Base Layer (BL),
Proposal Feature Layer (PFL), Temporal Predict Layer (TPL). PON densely evaluates all action
proposals by generating simultaneously four score maps.
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1. We proposed a unified and optimized network for end-to-end training PON, which
represents the temporal action proposal as a two-dimensional matrix, and trains four
different types of confidence scores on the two-dimensional matrix to evaluate all
proposals.

2. In order to keep the temporal structure information in training, we introduce a novel
IoU loss function based on metric learning for joint optimization.

2 Related Work

Temporal Action Localization. The task of temporal action localization is to locate
the exact time stamp of each action instance in an untrimmed video and recognize the
category of the action instance. Similar to object detection, temporal action localization
method can be divided into two categories. The first is the single shot temporal action
localization [8, 9], the advantages of this method are simple and very fast, the disad-
vantage is that its accuracy is not satisfactory. The second is a two-stage approach [10–
12], temporal action localization can be divided into two stages: temporal action
proposal generation and action classification. Although in recent years, with the
development of deep learning technology, the action recognition model has achieved
excellent performance, temporal action localization positioning has been unsatisfac-
tory. Recently, many works pay attention to improving the performance of temporal
action localization model, however, many researchers regard the proposal generation
algorithm as the bottleneck of temporal action localization. The main drawback of these
two stage approaches is the indirect optimization strategy, which may result in a sub-
optimal solution.

Temporal Action Proposal Generation. As aforementioned, the key to improve the
performance of temporal action localization lies in the quality of temporal action
proposal. Different from the two-dimensional image object proposals, the label of
temporal action proposal is fuzzy and has certain degree of fault tolerance. For temporal
proposal generation task, most previous works [1–4] adopt top-down fashion to gen-
erate proposals with predefined duration and interval, such as sliding windows, where
the main drawback is the lack of boundary precision and duration flexibility. What’s
more, there are also works that generate action proposals in a bottom-up way. TAG
[11] generates frame level action score via a binary classifier, then product proposals
using watershed algorithm, however, lack of reliable confidence score for retrieval.
BSN [6] generates action proposals via a three-stage network. It is a simple way to
generate action proposals, which lacks effective modeling of temporal and localization
information. In this work, we proposed a Proposal Optimization Network (PON) to
model temporal position information, and an effective loss function is introduced to
maintain this temporal structure in training process.
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3 Proposal Approach

3.1 Problem Formulation

We can denote an untrimmed video V as frame set V ¼ vtf gTt¼1. Where vt is the t � th
frame in V, and T is the total number of frames in this video. Annotation of video V is

composed by a set of action instances Xg ¼ sn; en; cnð Þf gNg

n¼1 Where Ng is the total
number of action instances in video V, the three letters in the formula represent the start
time, end time and action category of the action instance respectively. Start and end
time labels are accurate to frame level, and cn 2 ½1; k�, k is the total number of action
categories. Different from action localization, in temporal action proposal generation
task, it is not need to use action category label. During prediction, the target is to

accurately generate the proposals set Xp ¼ fðsn; enÞgNp

n¼1 for the test video.

3.2 Video Feature Extraction

Recent models of temporal action proposal generation are all based on the visual
features of the raw video. In the construction of visual features, 3D Convolutional
Networks (C3D) [14] and Two-Stream Network (TSN) [15] are generally selected.
Two-Stream Network is used to extract the visual features of the video since it achieves
great action recognition precision. It is widely used in many video Understanding
models [12, 13]. According to the above method, given an untrimmed video V with
length of T, we can extract visual feature sequence F ¼ fftgtan¼1, where ta ¼ T=a, a is
the regular sampling interval, which aims to reduce computation cost. ft 2 RC is the
visual feature of frame t from network. C is the visual feature dimension. In order to
solve the problem of different length of untrimmed video, we divide into one or more
different snippets with ta length by feature scale.

3.3 Proposal Optimization Network

Fig. 2. An overview of our Proposal Optimization Network (PON) architecture. The proposed
method uses two-stream features offline via feature extraction network. Then feed the features
into the base layer. And then construct all the action proposal features in the video via feature
structure layer. Finally, predict four score map to determine action proposals.
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In this section, based on the above analysis, we propose a Proposal Optimization
Network (PON) which can effectively capture the context information of long
untrimmed video to generate high-quality temporal action proposals. Figure 2 illus-
trates an overview of our architecture for temporal action proposal generation. It
consists of three main layers: base layer, feature structure layer and temporal predict
layer. These three layers will be described in detail in the following subsections.

Base Layer. In this part, we introduce the functions of the base layer. The basic
element of the base layer is one-dimension convolutional. One dimensional convolu-
tional is suitable for processing the temporal correlation feature of speech and video.
Multi-Stage Temporal Convolutional Network (MS-TCN) [19] practice one-
dimensional convolutional module to efficiently predict frame level action probabil-
ity. It is proved that one-dimensional convolutional has great potential in the field of
temporal. The Base layer consists of three one-dimensional convolutions. The con-
volution kernel size is 3 and the stride is 1. The output channels of first two convo-
lutions are 256, and the last one is 128. The purpose is to simplify the input control
feature sequence and expand the temporal receptive field. In order to facilitate the
subsequent matrix processing, we will set up an observation window with length of ld
to truncate the untrimmed video with length of lu. We can define such a window as
w ¼ ftw;s; tw;e;Xw;Xeg, where tw;s, tw;e are the start time and end time of the obser-
vation windows w, Xw, Fw are annotations and feature representation within the
window separately. The input of the base layer is the scaling feature FD�T of Two
stream network and the output is after the feature dimension is reduced to 128, which is
the basic feature of the subsequent construction of the temporal action proposal matrix.

Feature Structure Layer. For an arbitrary input feature fi, the PFG layer is able to
product a proposal features whose shape is fp 2 RC�N�D�T . Specially, as shown in
Fig. 3, we multiply the video feature features output by the base layer and a mask
constructed in the temporal dimension to obtain the sampling features of each proposal.
In the past, the others work used to sample the features of the proposal serially.
However, these may ignore the context relationship between some proposals. With the
built-in vectorization mechanism in the python library, we can simplify the operation
between matrices and calculate the features of the candidate proposals in a video
simultaneously. In Particular, since our features are scaled to a fixed scale, some
temporal points may not be in the range during the sampling process. As shown in
Eq. 1 and Eq. 2, we use Eq. 1 to fuzzy sample the so-called positions that are not
integral points, and then we can get the temporal action proposals feature by multi-
plying the video features with all mask matrix vectorization points. The whole com-
puting process is parallel, so the temporal action proposals have abundant temporal
context information.
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wt ¼
1�modðtnÞ if tn ¼ lowerðtnÞ
modðtnÞ if tn ¼ upperðtnÞ
0 if tn ¼ others

8<
: ð1Þ

F ¼
XD
i¼1

XT
j¼1

XT
t¼1

f C�T � ½wN�T �T ð2Þ

Temporal Predict Layer. The temporal prediction layer is the core part of the net-
work. The goal is to generate four different types of confidence maps, which are start
confidence, end confidence, action confidence and regression confidence. The start and
end confidence scores determine the boundary of temporal action proposals. It is the
evaluation score at the frame level. The action confidence score and the regression
confidence score ensure the integrity of the action, which is the evaluation score at the
proposal level. We design a novel network structure for generating the four confidence
maps proposed above.

Table 1 is the specific convolution configs, proposal feature constructed by the input
PFG layer of the network F 2 RC�N�D�T , where N is set to 32, and then this feature is
subjected to 3D convolution. This operation is to reduce the number of samples N to 1,
while increasing the number of hidden layer units from 128 to 512. Then the proposal
features are reduced from RC�1�D�T to RC�D�T via a pytorch compression operation.
After the compression operation, the 2D convolution module is used to generate the

Fig. 3. Illustration of the feature structure layer. A mask matrix and visual feature are
constructed to perform dot product in temporal dimension to obtain the feature representation of
each action proposals. After a series of dot product operations to get all the action proposal
features of video.

Table 1. Convolution module configs

Convolution Kernel Stride Activation Output

conv2D (1, 1) (0, 0) RELU (128, D, T)
conv2D (3, 3) (1, 1) RELU (128, D, T)
conv2D (3, 3) (1, 1) RELU (128, D, T)
conv2D (1, 1) (0, 0) RELU (2, D, T)
conv3D (32, 1, 1) (32, 0, 0) RELU (512, 1, D, T)
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starting confidence score map Ms 2 RD�T and the ending confidence map Me 2 RD�T .
RELU activation followed by all previous convolutions, and the final output convo-
lution layer is activated by sigmoid. And Ms, Me are trained using binary classification
in Boundary Sensitive Network [6]. On the generation of action score map and
regression score map, inspired by U-Net [21], we use the method of inverse convo-
lution up sampling at the output of the start and end confidence map. They are fused
with the features of the upper layers to obtain the fused features. This feature is fed into
a network the same as the previous start and end confidence map generation. The
output is action score map Ma and regression score map Mr. These two maps share the
same label map, but are monitored using different loss functions. Ma is trained using
binary classification function and Mr is trained using MSE loss function.

3.4 Training of PON

In Proposal Optimization Network, to jointly learn action confidence map, regression
confidence, start confidence map and end confidence map. A unified multitask loss is
further proposed. The training details will be covered in detail in this section.

Training Data Construction. Given an untrimmed video V, we can extract the fea-
ture F of length ta via a two-stream framework. To reduce the computational overhead,
we use a window of length lw to truncate the feature sequence, with an overlap rate of
60%. These windows contain at least one action instance are kept for training, thus, a

training set can be represented as X ¼ PNv

v¼1
ffwngNw

n¼1gv, where Nw � 1, Nv is the total of

video in the training set.

Label Construction. Given the annotation Xg ¼ fXi ¼ ðtsi; teiÞgNg

i¼1 of a video, we
compose start label gs 2 RD�T for auxiliary PON start confidence map classification
loss. Similarly, we compose end label ge 2 RD�T for auxiliary PON end confidence
map classification loss. On the gs=ge, we define rs=re as rs ¼ ½ts � 2

5 � d; ts þ 2
5 � d�,

where d is the length of proposal. We define the ground-truth region corresponding to
the above region as rtn ¼ ½tn � lf ; tn þ lf � and lf , so we calculate overlap ratio IOR as
gst=g

e
t . Thus, we can get 2D labels gs and ge. For a proposal qi;j ¼ ðts ¼ ti; te ¼ tj þ tiÞ

in confidence map, where ti is start time, tj is duration of an action proposal. We
calculate the temporal Intersection-over-Union (IoU) on the confidence to all the
ground-truth in this video, and use the maximum value as the label of the action
integrity confidence score. There can generate ga 2 RD�T , gr 2 RD�T .

Loss Function. The proposal optimization network is a multitask network. Hence, its
loss function consists of the following parts:

Loss ¼ Lstart þ Lact þ Lend þ k � Lreg þ g � Lmet ð3Þ

PON: Proposal Optimization Network for Temporal Action Proposal Generation 151



Where Lstart/Lend is the loss function to supervise the starting/end confidence
map. Lact is the loss function defined for action score map generation in action-level,
and Lreg is the loss function defined for regression confidence score map generation
used to evaluate the integrity of action. Lmet is define as the IoU loss function that
supervises two types of confidence map. We set the constant k to 10 and the constant g
to 2 via several experiments. On the boundary-type confidence score, we use the binary
logistic function [6] since the binary classification loss is more suitable for the
boundary type confidence score generation. The Lstart and Lend loss function are shown
below:

1
lw

Xlw
i¼1

ðaþ � bi � logðpiÞþ a� � ð1� biÞ � logð1� piÞÞ

lþ ¼
Xlg
i¼1

gi; a
þ ¼ lw

lþ
; a� ¼ lw

l�

ð4Þ

bi ¼
1 if ðgi � hIoPÞ[ 0
0 if ðgi � hIoPÞ ¼ 0
�1 if ðgi � hIoPÞ\0

8<
: ð5Þ

As shown in Eq. 4, where lw is the length of window, pi is the predicted probability
value. The specific equivalent conversion formula of bi is shown in Eq. 5, gi is the
ground-truth, and bi is a binary function for (gi � hIoP) to convert matching score. For
hIoP, we uniformly set it to 0.5 in the calculation. In order to alleviate the problem of
positive and negative samples in training. In the implementation process, we can
transform the dimensional matrix into a long vector, and then calculate the loss
function. For the Lact loss function, it is similar to binary classification loss function,
the difference is that it shares the label map with Lreg. With introduce the Lreg loss
function in detail:

Lreg¼ 1
L2

XL
i¼1

XL
j¼1

mseðpij � gijÞ ð6Þ

As shown in Eq. 6, we use MSE loss to regress the integrity score of proposal level
since it has better robustness to noise points than smooth-L1 loss function.

In order to maintain the time structure of movements in training, we introduce the
matric loss function Lmet and propose an Algorithm 1 to calculate it.
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Inference of PON. In the inference process of Proposal Optimization Network, we
generate two of confidence scores: boundary type and integrity type score. Boundary
type score includes start score and end score. Integrity type score includes action score
and regression score. We take the multiplication of these four score as the evaluation
score of the action proposals:

pf ¼ psi;j � pei;j � pai;j � pri;j ð7Þ

In the right side of Eq. 7 is the confidence score each category corresponding to the
position in the confidence map. After getting the confidence score of each action
proposal, we need remove redundant proposals to achieve higher recall with fewer
proposals, where Non-maximum suppression (NMS) algorithm is widely adopted for
this purpose. In PON, we apply Soft-NMS algorithm to remove redundant action
proposals. The final action proposal can be represented Cp ¼ fUn ¼ fts; te; pf gg. In
order to reduce the computation, we take the top 100 scores as the input of the Soft-
NMS algorithm.

4 Experiments

4.1 Dataset and Implementation

ActivityNet. It contains 19994 videos labeled in 200 classes. It is divided into train
validation and test with a ratio 0.5, 0.25, 0.25. Compared with Thumos14, most of the
videos in ActivityNet-1.3 contain activity instances of a single class instead of sparsely
distributed.

Implementation Details. As the mentioned in Sect. 3, we use two-stream network to
encode the visual feature, which used ResNet [20] as spatial stream and BNInception
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[20] as the temporal stream. For ActivityNet, we use the submission scheme proposed
in [20], which have been proved to be effective in extracting the features of long and
untrimmed video on ActivityNet Challenge 2017. During the training, we adopt the
method of transfer learning set. The interval of snippets is set to 16 on ActivityNet-1.3
and 6 on Thumos14.

Evaluation Metric. We use the average recall (AR) and average number of proposal
(AN) per video curve as the evaluation metric. A proposal is a true positive if the
temporal intersection over union(tIoU) between the proposal and ground-truth segment
is greater than the given threshold (e.g., tIoU > 0.5). AR is defined as the mean of all
recall values using tIoU between 0.5 and 0.9(inclusive) with a step size of 0.05. AN is
defined as the total number of proposals divided by the number of videos in the testing
subset.

4.2 Experimental Results on ActivityNet

In order to verify the effectiveness of our model, we use the official evaluation indi-
cators to evaluate the performance of action proposal generation. We have made
comparison experiments on the validation set and test set of ActivityNet dataset
respectively. We further compare our PON model with other state-of-the-art models on
the validation set of ActivityNet-1.3. From Table 2, in the validation set, our model
achieves excellent performance. The AR@100 is improved from 74.54 to 75.78 and
AUC is improved from 66.43 to 67.32. On the test set, we submit the result file to the
official server of ActivityNet challenge. Due to the limitation of server related index
calculation, we only get AUC results, our approach is 1.32% higher than BSN.

In the process of inference, time is mainly consumed in two parts: one is the
generation of confidence map, the other is post-processing. Compared with BSN, the
inference of BSN consists of four parts: Temporal evaluation, Proposal Generation,
Proposal evaluation and post-processing. The time consumed by PGM is the main part,
because this process needs to traverse all the temporal points to form temporal action

Table 2. Comparison results between our approach and other state-of-the-art temporal action
generation approaches on ActivityNet-1.3 dataset.

Method AR@100 AUC (val) AUC (test)

TCN [8] – 59.58 61.56
ANET [21] – 63.12 –

MSRA [32] – 63.13 64.18
SSAD [9] 73.01 64.40 64.80
CTAP [4] 73.17 65.72 –

BSN [6] 74.16 66.17 66.26
MGG [7] 74.54 66.43 66.47
OURS 75.78 67.32 67.59
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proposals and reconstruct proposal feature. Our method does not need redundant PGM
module and TEM module, which greatly reduces the inference time.

We visualized the prediction results on two representative samples. As shown in
Fig. 5 and Fig. 6, they are the results of simple samples and difficult samples. Our
prediction effect is very great on the simple sample, since the movements on these
samples are relatively single, reasoning call well distinguish them. However, in the
difficult samples, the performance is not satisfactory, the essential reason is that the
action boundary in the video is fuzzy, and the adjacent two action boundaries are easy
to affect each other. Which is also one of the difficulties in the traditional detection
field.

5 Conclusion

In this work, we introduce a novel proposal optimization network for temporal action
proposal generation. In the proposed algorithm, a two-level fusion network architecture
is built to generate four confidence scores. To train the proposed network, we propose a
novel metric loss function to correct temporal association and ensure the temporal
structure of action proposal. Our Proposal Optimization Network has achieved state-of-

Fig. 5. This is the visualization of prediction results of PON on videos with multiple action
instances.

Fig. 4. This is visualization of prediction result of PON in single action instance video.
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the-art performance compared with other competitive methods on ActivityNet-1.3.
However, in the generation of boundary scores, the dependence and mutual restriction
between scores are expected to be further studied in the further.
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Abstract. Alcohol consumption among young adolescents is problematic as
health implications and behavioural changes are common consequences.
Another problematic factor among young adolescents is the amount of delin-
quencies committed. In this paper an adaptive social agent network model using
friendship relationships as predictor for alcohol consumption and amount of
delinquencies committed is explored. The proposed agent network model was
empirically validated using classroom data on young adolescents gathered by
Knecht in Dutch schools. The agent network model is second-order adaptive and
applies a bonding by homophily adaptation principle with adaptive adaptation
speed describing clustering in friends networks based on the two aforemen-
tioned factors respectively.

Keywords: Social dynamics � Agent network model � Second-order adaptive

1 Introduction

Drinking alcohol on a daily basis is a widely accepted practice and is often seemingly
inseparable from social interactions in many modern day societies. However, health
consequences due to alcohol consumption are a common occurrence, and can be
especially problematic at a young age [1, 5–7, 10, 12, 14, 15, 19]. Both online and
offline interaction among young people have been shown to contribute to increased
alcohol consumption [10, 12]. As alcohol is often considered a social cohesive, it is
logical to study the relation between social networks and alcohol consumption in order
to assess any potential causality. Especially during early adolescence do social inter-
actions among peers become increasingly important influential factors. A phenomenon
closely related to this is bonding-by-homophily, which expresses the increased
occurrence of interactions between similar persons compared to dissimilar persons [2,
13, 16]. An extensive study done by Knecht et al. [10] in 2010 aims to shed light on the
effects of this bonding principle and potential social influences among adolescent
friends in Dutch schools. They observed that, despite the varying friendship dynamics
and individual drinking behaviour, the social network dynamics are a recurring element
for the prediction of alcohol consumption among young adolescents. In a similar way
they analysed the relation to delinquencies committed by young adolescents.
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The conceptual idea of social agent networks is a useful basis to formalise and
analyse the above processes computationally. Computational formalisation can be a
good basis for the development of tools to explore the complex and phenomena as
described above and support societal decision making. One of the proposed compu-
tational methods to study such social dynamics in agent networks is the Network-
Oriented Modelling approach presented in [18]. This generic AI modelling approach is
based on (adaptive) causal relations incorporating a continuous time dimension to
model agent network dynamics and adaptivity; it is briefly introduced in Sect. 2.
A number of studies have shown that this computational modeling method can be used
to model a variety of social networks; e.g., [3, 4, 8, 11, 18]. Together with the scientific
domain literature indicated above, this modeling perspective provides an adequate
multidisciplinary research background for the work reported here.

As a main contribution, in this paper a second-order adaptive social agent network
model addressing the above processes is described (in Sect. 3) and explored by sim-
ulation experiements (in Sect. 4). The social agent network model incorporates the
social contagion principle, the first-order adaptive bonding by homophily principle, and
a second-order principle for adaptive speed of first-order adaptation. The agent network
model was verified by means of mathematical analysis of equilibria (see Sect. 5).
Validation was done by the analysis of a data set on alcohol consumption and delin-
quencies among Dutch high school students [10]; this is discussed in Sect. 6. In order
to assess the formation of friendships based on both factors, subsequent parameter
tuning was performed by means of Simulated Annealing [9]. The second-order
adaptivity and the validation using these empirical data distinguish this work from
existing work. Finally, Sect. 7 is a discussion.

2 The Adaptive Modelling Approach for Agent Networks

Network-Oriented Modelling [18] based on temporal-causal networks uses nodes and
connections between these nodes as a basic representation. The former are interpreted
as states, or states variables, whereas the latter model causal relationships between such
states, and have weights as labels. Both states and (in adaptive networks) connections
are allowed to vary over time, and thus give rise to dynamics within the network and
adaptivity of the network. The design of a network model on a conceptual level is
specified as a labeled graph or in a conceptual role matrix specification format [18].
Table 1 summarizes the main concepts. Firstly, states and connections between them
representing causal impacts of the states upon each other. Secondly, the notion of a
connection weight expresses the strength of impact of a connection. Combination
functions are used to aggregate the combined influence of states on a given state, and
speed factors represent the rate of change of a given state with respect to time.
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A large variety of combination functions can be used for different states in
temporal-causal networks, providing sufficient flexibility for the aggregation of causal
impact of states upon one another. The choice of a combination function largely
depends on the application at hand, and can further be varied between states in the
same system. Combination functions that are often used are briefly elaborated upon in
Table 3. The numerical representations based on the above defined conceptual
framework is presented in Table 2.

The obtained difference equation or its equivalent differential equation in the last
row of Table 2 is important for both simulation and mathematical analysis of a network
model. When a (first-order) adaptive temporal-causal network model is considered,

Table 1. An overview of the important concepts in conceptual temporal-causal networks.

Concepts Notation Explanation

States and connections X, Y,
X ! Y

Denotes the nodes and edges in the conceptual
representation of a network

Connection weights xX,Y A connection between states X and Y has a
corresponding connection weight. In most cases: xX,

Y 2 [−1, 1]
Aggregating multiple
impacts on a state Y

cY(..) Each state has a combination function which is
responsible for combining causal impacts of all states
from which Y gets incoming connections

Timing of the effect of
causal impact

ηY The speed factor determines how fast a state changes
by any aggregated causal impact. In most cases
ηY 2 [0, 1]

Table 2. Overview of the numerical representations for temporal-causal network models.

Concept Representation Explanation

State values
over time t

Y(t) At each time point t any state Y has a
real number value, usually in [0, 1]

Single causal
impact

impactX,Y(t) = xX,Y X(t) For every time point t state X with
connection to state Y impacts Y,
through connection weight xX,Y

Aggregating
multiple
impacts

aggimpactY ðtÞ
¼ cY ðimpactX1;Y ðtÞ; . . .; impactXk ;Y ðtÞÞ
¼ cY ðxX1;YX1 tð Þ; . . .;xXk ;YXk tð ÞÞ

The aggregated causal impact of
multiple states Xi on Y at t, is
determined using a combination
function cY(V1, …, Vk) applied to the
single causal impacts

Timing of
the causal
effect

YðtþDtÞ ¼ YðtÞ
þ gY ½aggimpactY ðtÞ � YðtÞ� Dt
¼ YðtÞþ gY ½cY ðxX1;YX1 tð Þ;
. . .;xXk ;YXk tð ÞÞ � YðtÞ� Dt

The speed factor ηY; determines how
fast a state changes upon aggregated
impact of the states Xi from which
state Y has incoming connections
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network characteristics such as the connection weights, speed factors and combination
functions can explicitly be represented themselves as network states, called reification
states [18], and thus also evolve over time according to a difference equation of the type
presented above for them. Such (first-order) reification states can be depicted as a
separate level in the network picture, called first-order reification level. As this process
of network reification can be repeated to obtain higher-order adaptation, in this way
multiple levels can be distinguished, as illustrated for second-order adaptation by the
example network model in Fig. 1.

Several examples of combination functions in adaptive temporal-causal networks
are used in literature such as [3, 8, 11]; see Table 3 for some of them. The first is the
identity id(.) for a single state impacting another state. The second is the scaled sum
ssum(..) with a scaling factor k. The third is the advanced logistic sum alogisticr,s(..)
with parameters r for the steepness and s for the threshold. These and other combi-
nation functions are further explained in [18], Chap. 2. A fourth combination function
discussed is the simple linear homophily function slhomo,(..), where is a homophily
modulation factor and is a homophily tipping point. For an in depth derivation of this
function Sect. 3. In Table 3 a mathematical representation of each of the four com-
binations functions is presented. In the slhomoa,s(V1, V2, W) combination function, the
variable W stands for the value of the connection weight reification state used in the
adaptive network.

3 The Adaptive Agent Network for Bonding by Homophily

In this section the second-order adaptive social agent network model for bonding by
homophily is introduced. In [18] it is shown how the design of adaptive agent network
models can be addressed in a principled manner. First, note that at the base level (non-
adaptive) dynamics of the states in the form of social contagion is modeled. By this, the
state values mutually affect each other through the connections with their weights. In
this way there is a causal pathway from connection weights to state values. Next, a first
form of adaptivity (first-order adaptation) addresses the dynamics of the connection
weights between two persons A and B. In particular, bonding by homophily describes

Table 3. An overview of some combination functions. The latter two are used in the adaptive
social agent network model presented here.

Combination function Description Formula cY(..) =

id(V) Identity V
ssumk(V1, …, Vk) Scaled sum V1 þ ...þVk

k with k > 0

alogisticr,s(V1, …, Vk) Advanced logistic sum 1
1þe�r V1 þ ...þVk�sð Þ � 1

1þers
h i

1þ e�rsð Þ
slhomoa,s(V1, V2, W) Standard linear homophily W + a (s − |V1 − V2|)(1 − W)W
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how these connections are affected by the activation levels of the states A and B. To
make this more precise, the effect of the state activation levels on the connection
weights must be determined. This is where the homophily principle is detailed further:

• Activation values close to one another exert an upward pressure on connection
weight xA,B; activation levels for A and B distant from each other exert downward
pressure on xA,B

In this way, a causal pathway occurs from state values to connection weights.
Therefore there is a circular causal relation between state values and connection
weights. In other words, it becomes hard to distinguish between the causes and the
consequences, as is discussed more in depth in [2, 15–17].

To incorporate the described effect of bonding by homophily on the connection
weights in a numerical manner, for any agents A and B in the base level network,
representations in terms of first-order network reification states WB,A and their network
characteristics are required. The change in WB,A will depend on a yet to be chosen
combination function cWB;AðV1;V2;WÞ; the general difference equation becomes

WB;AðtþDtÞ ¼ WB;A tð Þ þ gWB;A
cWB;AðAðtÞ; BðtÞ;WB;A tð ÞÞ �WB;A tð Þ� �

Dt

and the differential equation becomes:

dWB;A tð Þ=dt ¼ gWB;A
cWB;AðAðtÞ; BðtÞ;WB;A tð ÞÞ �WB;A tð Þ� �

As shown in [18], Chap. 13, a simple linear homophily combination function with
connection weight reification stateWB,A for the connection from agent A to agent B can
be obtained by the following combination function (also shown in Table 3):

cW V1;V2;Wð Þ ¼ slhomoa;s V1;V2;Wð Þ ¼ W þ a s� V1 � V2j jð Þ 1�Wð ÞW

The parameters a and s can be chosen as required for the model at hand. The term
W(1 − W) ensures adequate bounding within [0, 1].

On top of the first-order adaptive social agent network model described above, a
second-order adaptation level is built. This is used to make the adaptation speed of the
first-order adaptation, adaptive itself. For this, second-order reification states HWB;A are
introduced, indicating in a dynamic manner the speed of change for the connection
weight WB,A from agent B for agent A. For the states HWB;A the combination function
alogisticr,s(V1, …, Vk) was used.

So, within the adaptive social agent network model, each of the agents is modeled
by a three-level agent model for a second-order adaptive social agent, consisting of a
number of states and their connections:

• base state Y for the agent
• first-order reification states WX1;Y ; . . .;WXk ;Y for the weights of all of Y’s adaptive

incoming connections
• second-order reification states HWX1 ;Y

; . . .;HWXk ;Y
for the adaptive learning rates of

each of the incoming connections for Y
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For a more detailed overview of the connectivity within this adaptive agent model,
see Table 4; for a simple example for only one first-order reification state and one
second-order reification state, see the pink oval in Fig. 1.

Note that the three-layered social adaptive agent model for agent Y as a whole only
has incoming connections from X1, …, Xk; internally these inputs are processed in
parallel at each of the three levels. Note that the red downward arrows define special
effects according to the role played by the reification state. For example, in the dif-
ference equation from Table 2, for reification state WBi;A (playing the role of con-
nection weight) its value is used as connection weight xBi;A, and for reification state
HWBi ;A

(playing the role of speed factor) its value is used as speed factor gWBi ;A
. This is

explained in more technical detail in [18], Chaps. 9 and 10.

Table 4. Overview of the different types of states, their roles, and their connectivity (as used in
the simulations)

State Role Connectivity in the network
Name Number

A,.., I X1, …,
X9

Base states for the different
agents

• All mutually connected (72 black
arrows in the base plane)

• For each Y of them 8 incoming
connections from the first-order
reification states WXi;Y (8 blue
downward arrows)

• For each Y of them 8 outgoing
connections to WXi;Y and 8 outgoing
connections to HWXi ;Y

(16 blue
upward arrows)

WX,Y X10, …,
X81

Connection weight reification
states for the base
connections from X to Y

• An outgoing connection to Y to
provide the adaptive weight for the
connection from X to Y (red
downward arrow)

• An outgoing connection to
HWX;Y (blue upward arrow)

• Three incoming connections: from
X and Y (blue upward arrow) and
from itself

HWX,

Y

X82, …,
X153

Speed factor reification states
for states WX,Y

• An outgoing connection to WX,Y to
provide the adaptive speed factor for
WX,Y (red downward arrow)

• Four incoming connections from
X and Y, and from WX,Y (blue
upward arrows) and from itself
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4 Simulation Scenarios for the Agent Network Model

The designed agent network model has been compared to empirical data from one
classroom from the Knecht data set [10]. To make the validation of the model more
feasible, the group was split on sex and only the friendship, alcohol and delinquency
data related to the male students were kept. In Table 5 all empirical data used are
shown.

The initial values for the model were taken from the first wave of the remaining
data. Connections in the base network mean that student X sees student Y as a friend.
Since the network is directed, friendships are not always reciprocated. The network
initially consists of 9 nodes and 23 edges, giving an average in-degree of 2.556. The
nodes with the highest in-degree are A, F and G, which have an in-degree of 4. Two
strongly connected components can be identified with B, D, E and H making up the
first component and A, C, F, G, I the second component. As the friendship connections
should be able to change over time each student was to some extent connected to every
other student. The initial values of the connection weights that initially exist were set at
0.9, and the initial values of the other connection weights are set to the low value 0.1.

Fig. 1. A conceptual representation of the designed second-order adaptive social agent network
model. Two example states are given for the first and second reification level to illustrate the
effect of each state. The actual agent network model used in the simulations contains on each
reification level not 2 but 9*8 = 72 reification states for the weights of all connections between
the base level states and their speed factors. The pink oval depicts what together forms a three-
layered model for one second-order adaptive social agent. (Color figure online)

Table 5. The data on alcohol consumption and delinquency at four points in time with
preprocessing as explained in the paper.

Alcohol Wave 1 Wave 2 Wave 3 Wave 4 Delinquency Wave 1 Wave 2 Wave 3 Wave 4

A 0.1 0.1 0.1 0.1 A 0.3 0.3 0.5 0.3
B 0.1 0.1 0.1 0.1 B 0.1 0.1 0.3 0.1
C 0.3 0.3 0.5 0.7 C 0.1 0.3 0.5 0.3
D 0.1 0.1 0.5 0.9 D 0.1 0.3 0.3 0.1
E 0.1 0.1 0.1 0.1 E 0.1 0.1 0.2 0.3
F 0.1 0.1 0.1 0.1 F 0.3 0.1 0.3 0.1
G 0.1 0.1 0.5 0.9 G 0.7 0.1 0.5 0.7
H 0.1 0.1 0.1 0.1 H 0.1 0.3 0.1 0.1
I 0.1 0.1 0.3 0.7 I 0.1 0.3 0.5 0.3
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The initial values of the base states were based on the first wave alcohol or
delinquency values from the Knecht dataset, depending on which of the two were
simulated. The empirical data used to tune the model was based on the alcohol or
delinquency data from the other waves. However, some of the data was missing for
certain students at certain time points. Linear interpolation was used to create values for
those entries. The values for alcohol and delinquency were normalised between 0.1 and
0.9 for the model. The initial values of the 72 (first-order)W states are either 0.1 or 0.9,
depending on if initially a recognized friendship exists between the nodes in the net-
work. The initial values of all 72 (second-order) H states were 0.1.

5 Empirical Validation of the Adaptive Agent Network
Model

Running the model described in the previous section with hand-set values for the
network characteristics until t = 20 with Dt = 0.1 for alcohol and delinquency values
separately provided results as shown in Fig. 2 with a Root Mean Square Error (RMSE)
between the empirical data and results of 0.7017 and 0.6866 for alcohol and delin-
quency respectively. Clustering was observed, but the results do not correspond to the
empirical data, which is why a high RMSE occurs.

In order to reduce the RMSE, the model was tuned more systematically to get
values for the network characteristics that correspond more to the real world. In the first
experiment, the speed factors of the base states were tuned using Simulated Annealing
with roughly 5000 iterations, while keeping all other parameters the same [9]. This give
the results for alcohol and for delinquency shown in Fig. 3. The RMSE and resulting
parameter values are shown in Table 6. The RMSE for these models is significantly
lower than for the simple models. Note that the predicting alcohol usage has a slightly
higher RMSE than the delinquency variant. Also observe that the speed factors are low
for students that do not change their alcohol consumption or the amount of delin-
quencies they commited. Clusters are being formed in both simulation scenarios.

Fig. 2. The 9 state values of the network are presented for both alcohol (on the left) and
delinquencies (on the right) with respect to time.
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For a next experiment, again the speed factors for the base states were tuned but
additionally the tipping points s for a few selectedW states were tuned. TheseW states
were chosen in the following manner. The nodes with the highest in-degrees were
identified, being A, F and G. The students these nodes represent are thus liked by a lot
of classmates. Then the outgoing edges from these nodes present in Fig. 1 were used to
optimize the influence they have on the network. Again simulated annealing for
roughly 5000 iterations was used to find the optimal values.

This results in the RMSE and parameters shown in Table 7 and the simulations
with these parameters as shown in Fig. 4. The RMSE for both simulations is lower than
in the previous experiment. The alcohol usage based model has a slightly lower RMSE
than the delinquency variant. In both cases 3 clusters are formed.

Fig. 3. The 9 state values of the network are presented for both alcohol (on the left) and
delinquencies (on the right) with respect to time. The tuning of the speed values is done in both
instances.

Table 6. Parameters found when tuning speed factors for alcohol and delinquency, along with
the RMSE of the simulation with these parameters compared to the empirical data.

RMSE ηA ηB ηX ηD ηE ηU ηC ηH ηI

Alcohol 1.85 * 10−1 7.02 * 10−3 9.90 * 10−1 1.78 * 10−3 2.19 * 10−1 6.02 * 10−3 7.42 * 10−5 9.95 * 10−1 9.57 * 10−3 2.24 * 10−1

Delinquency 1.83 * 10−1 8.09 * 10−3 2.49 * 10−3 1.36 * 10−1 1.26 * 10−2 9.74 * 10−1 7.02 * 10−3 3.60 * 10−1 6.99 * 10−3 1.43 * 10−1

Fig. 4. The 9 state values of the network are presented for both alcohol (on the left) and
delinquencies (on the right) with respect to time. The tuning of both the speed values and several
tipping points was done in both instances.
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6 Mathematical Verification of the Model

To verify that the model is mathematically correct, in [18], Chap. 12 it is observed that
a state has a stationary point (i.e., dY(t)/dt = 0) if and only if

gY ¼ 0 or aggimpactY tð Þ ¼ YðtÞ

The model is in equilibrium at t if all states have a stationary point at t. Furthermore,
from [18], Chap. 3, Sect. 3.6.1 it is concluded that (assuming speed H > 0) for the
standard linear homophily function obtain the following equilibrium equation is obtained:

W ¼ slhomoa;sðV1;V2; WÞ ¼ W þ aðs� V1 � V2j jÞ 1�Wð ÞW

which for a > 0 is equivalent to:

ðs� V1 � V2j jÞ 1�Wð ÞW ¼ 0

Thus, all connection weightsW should equal to either 0 or 1, or else |V1 − V2| must be
equal to s. Running the model for the simulation in Sect. 5 for end time 100 and Dt = 1,
the correctness of the model in the emerging equilibrium was verified. First, it was anal-
ysed if the base states have reached an equilibrium state of the network model at t = 100.

Table 7. Parameters found when tuning speed factors and selected tipping points for alcohol
and delinquency, along with the RMSE of the simulation with these parameters compared to the
empirical data.

Alcohol Delinquency Alcohol Delinquency

RMSE 1.57 * 10−1 1.67 * 10−1

ηA 1.93 * 10−2 9.61 * 10−3 sWA;F 3.08 * 10−1 2.53 * *10−1

ηB 6.41 * 10−1 2.54 * 10−5 sWA;G 2.86 * 10−1 9.78 * 10−1

ηC 9.70 * 10−1 9.30 * 10−3 sWF;A 9.98 * 10−1 9.65 * 10−3

ηD 9.86 * 10−1 1.84 * 10−2 sWF;C 6.73 * 10−1 3.54 * 10−1

ηE 2.26 * 10−4 2.77 * 10−2 sWF;G 4.09 * 10−2 7.52 * 10−1

ηF 3.36 * 10−3 3.31 * 10−5 sWG;A 4.47 * 10−2 2.73 * 10−2

ηG 9.15 * 10−2 9.82 * 10−1 sWG;F 3.66 * 10−1 1.07 * 10−2

ηH 3.37 * 10−3 9.31 * 10−3

ηI 9.51*10−1 9.82*10−1

Table 8. Equilibrium analysis for all 9 base states, two first-order reification states and two
second-order reification states in the social agent network model.

Base state Xi A B C D E F G H I

Xi(t) 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

aggimpactXi
1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

deviation 3 * 10−10 6 * 10−10 4 * 10−10 4 * 10−10 4 * 10−10 3 * 10−10 3 * 10−10 3 * 10−10 5 * 10−10

2nd order state Xi HWA,B HWI,H 1st order state Xi WA,B WI,H

Xi(t) 0.9886 0.9886 Xi(t) 0.9993 0.9993

aggimpactXi
0.9886 0.9886 value for equilibrium equation 1 1

deviation −2.3 * 10−7 −2.1 * 10−7 deviation 7.2 * 10−4 6.7 * 10−4

170 K. Nicholas et al.



As seen in Table 8 all base states have reached a stationary point, since aggim-
pactY(t) = Y(t). Next, it was analysed if the homophily function in the model is
mathematically correct by evaluating the W states or the s parameter value of the
homophily function of these states. The complete analysis of all 144 W and H states is
required for a complete mathematical verification of the proposed model. Including the
verification is however beyond the scope of here presented work. Instead, two W and
H states were analysed to show mathematical validity of sample states. However, the
similarity between the states in both reification levels respectively indicates that the
calculated validity is likely to hold for all states. The chosen first-order reification states
are WA,B and WI,H. State WA,B has a value of 0.9993 at equilibrium, giving an error
from 1 of 1 − WA,B = 7.2289*10−4. State WI,H has a value of 0.9993 at equilibrium,
giving an error from 1 of 1 − WI,H = 6.7210*10−4. The results for the corresponding
H states are shown in Table 8 lower part. These results are further in accordance with
the aforementioned theory.

7 Discussion

In this paper the dynamic and adaptive relation between friendships and alcohol
consumption and the committing of delinquencies were analysed computationally by
means of a second-order adaptive social agent network model. Also other network
models have been previously proposed as a means to simulate social networks and the
homophily principle (e.g. [2, 4, 11, 18]); however, these models are only first-order
adaptive whereas in the current paper a second-order adaptive agent network model
was used. In [18], also a second-order adaptive agent model was presented. However,
that was a single cognitive agent model and the focus was on metaplasticity as known
in Cognitive Neuroscience. In contrast, the current paper addresses a multi-agent case
of a social agent network model. In [18], Sect. 6 also an adaptive social network model
was modeled and simulated which is second-order adaptive. However, the second-
order adaptation there has focus on adaptive tipping points and not on adaptive learning
speed as in the current paper.

To provide a good fit to empirical data, initially the speed factors of the base states
were tuned by Simulated Annealing for both alcohol and delinquency data. Thereafter,
also multiple tipping points of the simple linear homophily combination function wre
tuned. These tipping points were chosen by picking the three nodes with the highest in-
degree. The model that predicted alcohol usage was slightly more accurate than the
delinquency variant with RMSE values of 1.6*10−1 and 1.7*10−1 respectively. The
difference in RMSE was, however, relatively insignificant. This shows that both
alcohol consumption and the committing of delinquencies have been adequately
illustrated by the proposed model. In both cases clustering is observed, but more for
alcohol consumption compared to the committing of delinquencies, as is shown in
Fig. 4. This is likely due the similarity in initial values for alcohol consumption,
whereas a larger spread is observed in the initial values of the data on delinquencies.
A subsequent mathematical verification further indicates the mathematical validity of
the model.
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A number of aspects could be further improved upon in future work. The first of
which is the inclusion of more parameters in the tuning process. Secondly, the inclu-
sion of data on a complete class or multiple classes could further improve the accuracy
of clustering behaviour in the model compared to the fitted data. Additionally, a
multicriteria homophily can be used to combine alcohol and delinquency data in one
model, alongside other demographic information that is present in de dataset. A final
improvement to the model can be to focus on the inclusion of different adaptivity
mechanisms. This could for instance be implemented by creating extra adaptive states
for other combination function parameters.
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Abstract. This paper proposes a fast terminal sliding mode control strategy for
trajectory tracking control of robotic manipulators. Firstly, to degrade the
chattering behavior and speed up the fast response of the conventional Terminal
Sliding Mode Control, a novel robust, reaching control law with two variable
power components is introduced. With this proposal, the state error variables of
the system quickly converge on the sliding surface whether their initial value is
far or near to the sliding surface. Secondly, a Fast Terminal Sliding Mode
surface is designed to guarantee that the system states arrive at the equilibrium
and stabilize along the sliding surface with rapid convergence speed. The result
is a new control strategy is formed based on the suggested reaching control law
and the above sliding surface. Thanks to this hybrid method, the control per-
formance expectations are guaranteed such as faster convergence, robustness
with exterior disturbance and dynamic uncertainties, high tracking accuracy, and
finite-time convergence. Moreover, the asymptotic stability and finite-time
convergence of the control system are fully confirmed by Lyapunov theory.
Finally, computer simulation examples are performed to verify the effectiveness
of the suggested control strategy.

Keywords: Terminal Sliding Mode Control � Fast Terminal Sliding Mode
Control � Finite-Time control � Robotic manipulators

1 Introduction

Robotics are increasingly substituting for humans in the areas of social life, in various
industrial fields, production, exploring the ocean and space, or implementing other
complex works [1, 2]. To carry out smoothly and reliably the above tasks, to improve
productivity, product quality, the mechanical systems of robotic systems must have a
more advanced design. Consequently, this leads to an increase in the complexity of the
kinematic structure and mathematical model when there is an additional occurrence of
system uncertainties.

Sliding Mode Control (SMC) is an effective control technique because of its simple
design and robust properties against the effects of uncertain components and external
disturbances [3–5]. However, SMC has three main drawbacks (1) the chattering
obstacle in the conventional SMC generates oscillation in the control signal leading to
vibration in the production system, undesired heat and even generating instability;
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(2) the conventional SMC does not offer convergence in finite-time; (3) the SMC
theory is based on the asymptotic stability and underpinned by the Lipschitz condition
in the Ordinary Differential Equations. However, the very nature of the asymptotical
stability indicates that, in the evolution of system dynamics, the closer to the equi-
librium, the slower the state convergence. This means that the system state would never
approach equilibrium. While this may not be a problem in real applications, that means,
if much higher accuracy is demanded, greater control torque would be needed which
may not be feasible if control devices are limited. Terminal Sliding Mode Control
(TSMC) is introduced to solve the convergence obstacle in finite time, improve tran-
sient performance [6, 7]. However, in several situations, TSMC does not offer the
desired performance with initial state variables far from the equilibrium point. And, it
has not solved the chattering and slow convergence as well as creating a new problem
that is singularity phenomenon.

To solve the concerns of SMC and TSMC in a synchronized method, Fast Terminal
Sliding Mode Control (FTSMC) [8, 9] or Nonsingular FTSMC (NFTSMC) has been
developed successfully for robot systems or several nonlinear systems [10–13, 19]. It
thoroughly solves the problems, such as singularity, finite-time convergence, and slow
convergence rate. Unfortunately, the chattering phenomena have not yet been tackled
as the controllers based FTSMC or NFTSMC still use a robust reaching control law to
compensate for uncertain terms.

For chattering defect, researchers have focused a lot of effort to develop methods
that eliminate chattering. The first technique has been introduced as the boundary layer
[14]. However, control errors may be increased because of the influences of the
boundary. The second method is known as High-Order Sliding Mode (HOSMC) [15,
16]. Because the level of the chattering is generated corresponding to the magnitude of
the sliding gain, value is selected to be greater than the bound value of uncertainty and
disturbance. Method to degrade the chattering is to degrade the impact of the uncer-
tainty or disturbance by adding a continuous compensation component. Other methods
can be noted, such as Super-Twisting Algorithm (STA) [17, 18], or Full-Order Sliding
Mode Control (FOTSMC) [11, 20]. These methods use an integral of the control input
to reject the chattering. However, the selection way of sliding gain is the same as SMC.

Based on the mentioned analysis, our paper proposes an advanced FTSMC with the
following contributions for robot manipulators: 1) the proposed controller has a simple
design, powerful properties and high application for the robot arms; 2) offers finite-time
convergence and faster transient performance without singularity problem in control-
ling; 3) inherits the advantages of FTSMC in the aspects of robustness against system
uncertainties and exterior disturbances as well as its fast convergence; 4) a new
reaching control was proposed and evidence of finite-time convergence was sufficiently
demonstrated by Lyapunov theory; 5) the precision of the designed system was further
improved in the trajectory tracking control; 6) the proposed controller shows the
smoother control torque commands with lesser chattering.

This paper is outlined as follows. The problem formulation is stated in Sect. 2.
Section 3 gives an overview of the proposed control strategy. Computer simulation
examples are performed to evaluate the influence of the designed controller for 2-DOF
robot manipulator in Sect. 4 and the performance of the designed controller is also
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discussed along with the performance of different control algorithms, including SMC
and FTSMC. Section 5 presents conclusions.

2 Problem Formulation

2.1 A Dynamic Model of Robotic Manipulators

According to [21], the robot dynamic model is described as:

M qð Þ€qþC q; _qð Þ _qþG qð ÞþD q; _qð Þ ¼ s ð1Þ

where q; _q, and €q 2 Rn correspond to the position vector, velocity vector, and accel-
eration vector at each joint of the robot. M qð Þ 2 Rn�n is inertia matrix, C q; _qð Þ 2 Rn�1

is the matrix from the centrifugal force and Coriolis, G qð Þ 2 Rn�1 represents the gravity
force matrix, and s 2 Rn�1 is the designed control input of actuators, D q; _qð Þ is the
vector of the lumped system uncertainties and exterior disturbances and this vector is
described as:

D q; _qð Þ ¼ DM qð Þ€qþDC q; _qð Þ _qþDG qð ÞþFr _qð Þþ sd ð2Þ

where Fr _qð Þ 2 Rn�1 represents friction force matrix, sd 2 Rn�1 represents an exterior
disturbance matrix. DM qð Þ;DC q; _qð Þ, and DG qð Þ are dynamic uncertain components.

The robot model in Eq. (1) can be transformed into a class of second-order non-
linear system as follows:

_x1 ¼ x2
_x2 ¼ P xð Þþ b xð ÞuþD xð Þ

�
ð3Þ

where x ¼ x1; x2½ �T , x1 ¼ q, x2 ¼ _q, u ¼ s, P xð Þ ¼ M�1 qð Þ �C q; _qð Þ _q� G qð Þ½ � is the
nominal robot model of the robot without exterior disturbances and dynamic uncer-
tainties, D xð Þ represents the lumped system uncertainties, and b xð Þ ¼ M�1 qð Þ.

The target of this paper here is that the proposed controller has a simple design,
powerful properties and high application for the robot arms; the trajectory position
variables will quickly correctly track the desired trajectory, with the control perfor-
mance expectations such as faster convergence and high tracking accuracy, under a
robust control input without chattering phenomena.

The following assumption is fundamental for the control design approach.

D xð Þj j � �D ð4Þ

where �D is assigned as a positive constant.
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3 Design Procedure of Tracking Control Strategy

The design approach in this paper is like the conventional SMC or TSMC. Therefore, a
novel control strategy is developed for robot system (1) in this section, which is
performed by two following major steps.

3.1 Design of Fast Terminal Sliding Mode Surface

In the first step, the following fast terminal sliding surface is prior designed to ensure
that the tracking error variables arrive at the equilibrium and stabilize along the sliding
surface with rapid convergence speed (refer to [8]).

s ¼ _eþ aeþ be c½ � ð5Þ

where ei ¼ xi � xd , i ¼ 1; 2; � � � ; nð Þ is the tracking positional error, xd is described as
the prescribed trajectory value (let xd ¼ qd), a, b, and c are positive constants.

When s ¼ 0, it results in _e ¼ �ae� b ej jcsgn eð Þ, which will reach e ¼ 0 in finite-
time for s ¼ 0 by properly selecting c, i.e.

ts ¼ a�1 1� cð Þ�1 ln a e 0ð Þj j1�c þ b� ln b
� �� �

ð6Þ

3.2 Design of the Proposed Control Strategy

In the second step, the proposed controller is synthesized according to the following
procedure.

The time derivative of the sliding surface is calculated along with system (3) as
follows:

_s ¼ P xð Þþ b xð ÞuþD xð Þ � €xd þ a _eþ bce c�1½ � _e ð7Þ

To achieve the expectations for control performance, the control input system is
designed for robot manipulator as:

u ¼ �b�1 xð Þ ueq � ur
� � ð8Þ

where ueq is designed as

ueq ¼ P xð Þ � €xd þ a _eþ bce c�1½ � _e ð9Þ

and a novel reaching control law is proposed as:

_s ¼ �j1 sj jl1 sgn sð Þ � j2 sj jl2 sgn sð Þ ð10Þ
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with

l1 sð Þ ¼ k0 þ k1 tanh srð Þ � k2 tanh ks2
� � ð11Þ

l2 sð Þ ¼ k if sj j � 1

1 if sj j\1

(
ð12Þ

where j1; j2; k[ 0, 0\k2\k0\1, k1 [ 1, l ¼ k0 þ k1 � k2 [ 1, and r is a positive
even number. Therefore, ur can be obtained since _s ¼ 0.

ur ¼ �j1 sj jl1 sgn sð Þ � j2 sj jl2 sgn sð Þ ð13Þ

The novel reaching control law with two variable power components has strong
adaptive capability. l1 sð Þ is a constructed nonlinear function, and l2 sð Þ is a piecewise
function. By designing suitable parameters r and k, Eq. (10) is equivalent to the
following expression:

_s ¼ �j1 sj jlsgn sð Þ � j2 sj jlsgn sð Þ; sj j � 1
_s ¼ �j1 sj jk0�k2 sgn sð Þ � j2s; 0\ sj j\1
_s ¼ �j1 sj jk0 sgn sð Þ � j2s; near sj j ¼ 0

8<
: ð14Þ

3.3 Stability Analysis of the Proposed Reaching Control Law

Theorem 1. The sliding mode variables s and _s described in (10) can converge to the
equilibrium in finite time.

Proof. To confirm the correctness of Theorem 1, the following Lyapunov function is
considered:

V1 ¼ 1
2
s2 ð15Þ

Using Eq. (10), the time derivative of the Lyapunov function is derived as follows:

_V1 ¼ s_s ¼ �j1 sj jl1 þ 1sgn sð Þ � j2 sj jl2 þ 1sgn sð Þ\0 ð16Þ

When condition, including V1 [ 0 and _V1\0 are satisfied, the sliding surface is
accessible. Therefore, the state variables of the system reach the sliding surface in a
finite time and it is considered in the following phases:

When s 0ð Þj j[ 1, the reaching phase includes two stages: s 0ð Þ ! sj j ¼ 1 and
sj j ¼ 1 ! s ¼ 0. The convergence time in the two stages are computed.

Stage 1: s 0ð Þ ! sj j ¼ 1, l1 sð Þ ¼ l, and l2 sð Þ ¼ l. In this phase, both terms of (10)
play the role, then the convergence time is computed by:
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Zt1
0

dt ¼
Zs 0ð Þ

1

1
j1 þ j2ð Þsl d sj jð Þ ð17Þ

then,

t1 ¼ 1� s 0ð Þj j1�l

j1 þ j2ð Þ l� 1ð Þ ð18Þ

Stage 2: sj j ¼ 1 ! s ¼ 0, the convergence time is approximately computed by:

Zt2
0

dt �
Z1
0

1

j1 sj jk0�k2 þ j2 sj j
d sj jð Þ ð19Þ

then,

t2 � 1
j1 1� k0 þ k2ð Þ ln 1þ j1

j2

� �
ð20Þ

Therefore, the convergence time is obtained as:

tr ¼ t1 þ t2 � 1� s 0ð Þj j1�l

j1 þ j2ð Þ l� 1ð Þ þ
1

j1 1� k0 þ k2ð Þ ln 1þ j1
j2

� �
ð21Þ

To accommodate the effects of the lumped system uncertainties with the faster
convergence, the reaching control law (13) is modified as:

ur ¼ �j1 sj jl1 sgn sð Þ � j2 sj jl2 sgn sð Þ � �Dþ q
� �

sgn sð Þ ð22Þ

in which q is a positive constant, the term of �Dþ q
� �

sgn sð Þ is applied to compensate
the effects of the lumped system uncertainties. Therefore, the proposed control system
yields

u ¼ �b�1 xð Þ P xð Þ � €xd þ a _eþ bce c�1½ � _eþ j1 sj jl1 sgn sð Þ
þ j2 sj jl2 sgn sð Þþ �Dþ q

� �
sgn sð Þ

 !
ð23Þ

Theorem 2. For the uncertain dynamic system in state space as Eq. (3) if the control
input signal is constructed (23) and a suitable finite time FTSM surface is selected as in
Eq. (5). Consequently, the state variables of the system (3) will quickly approach the
sliding function in finite-time tr and then stabilize around zero within finite-time
t ¼ tr þ ts.
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3.4 Stability Analysis of the Proposed Control Strategy

Proof. Applying the control input (23) to the sliding surface (7), we can gain

_s ¼ D xð Þ � j1 sj jl1 þ j2 sj jl2 þ �Dþ q
� �� �

sgn sð Þ ð24Þ

To confirm the correctness of Theorem 2, the following Lyapunov function is
considered:

V2 ¼ 1
2
s2 ð25Þ

With Eq. (24), the time derivative of the Lyapunov function V2 is derived as
follows:

_V2 ¼ s_s ¼ � j1 sj jl1 þ j2 sj jl2 þ �Dþ q� D xð Þj j� �
sj j\0 ð26Þ

It is seen that V2
:
is a negative definite. Consequently, the system will be guaran-

teed, and the tracking error variables will converge to zero in finite-time. Therefore,
Theorem 2 is confirmed.

Block diagram of the designed control strategy is shown in Fig. 1.

4 Computer Simulation Results and Discussion

To verify the improved performance of the designed strategy in overcoming the out-
standing issues of SMC and FTSMC as well as to demonstrate the effectiveness and
applicability of the proposed control method, a two-link manipulator as shown in Fig. 2
is employed and its essential parameters are reported in Table 1. The simulations are
performed in the MATLAB/Simulink environment using ODE5 dormand-prince with a

Fig. 1. Block diagram of the proposed control strategy.
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fixed-step size of 0.001 s. Detailed depiction of the kinematics and dynamics of the
robot was reported in [21].

The reference trajectories are given by:

x ¼ 0:3þ 0:05 cosð0:5tÞ
y ¼ 0:15þ 0:05 sinð0:5tÞ

�
ð27Þ

To test the robustness against the effects of uncertain components, the system
uncertainties and exterior disturbances are assumed as:

Fr _qð Þþ sd ¼ �0:5 sin _q1ð Þ � 0:5 _q1
�0:1 sin _q2ð Þ � 0:5 _q2

	 

þ 3 sinðtÞ

sinðtÞ
	 


ð28Þ

The control strategies, including SMC [4] and FTSMC [8], have the corresponding
control torque as follows:

Fig. 2. Configuration of the two-link robotic system.

Table 1. The essential parameters of the robotic system.

Parameters Value Unit

m1 11:940596 kg
m2 7:400618 kg
l1 0:3 m
l2 0:3 m
lc1 0:193304 m
lc2 0:193304 m
I1 150901:5816� 10�6 kg:m2

I2 78091:7067� 10�6 kg:m2
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uSMC ¼ �b�1 xð Þ P xð Þ � €xd þ a _eþ �Dþ q
� �

sgn sð Þ� � ð29Þ

uFTSMC ¼ �b�1 xð Þ P xð Þ � €xd þ a _eþ bce c�1½ � _eþ �Dþ q
� �

sgn sð Þ
� �

ð30Þ

Control parameters of different control systems, including SMC, FTSMC and the
proposed controller are shown in Table 2.

Figure 3 exhibits the prescribed path and actual path of end-effector under three
different control strategies, including SMC, FTSMC, and the proposed control strategy.
The end-effector of the robotic system is controlled to follow a circular path. As seen in
Fig. 3, it is seen that all three controllers seem to provide similar good trajectory
tracking performance. Figure 4 and Fig. 5 exhibit the tracking errors of the end effector

Table 2. Control parameters of different control systems.

Control strategy Control parameters Value of control parameter

SMC a; �D; q 5; 7; 0:001

FTSMC a; �D; q; b; c 15; 7; 0:001; 5; 1:3

Proposed strategy a; �D; q; b; c 15; 0:1; 0:001; 5; 1:3

j1; j2; k0; k1; k2; r; k 20; 50; 0:3; 0:5; 0:1; 4; 1:5

Fig. 3. The prescribed path and actual path of the end-effector under the three different control
methods.
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Fig. 4. Control errors in Cartesian coordinates: a) control error in X-direction, b) control error in
Y-direction.

Fig. 5. Control errors at Joints: a) at Joint 1, b) at Joint 2.
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in the X- axis, Y- axis, and control errors at joints, respectively. From Fig. 4 and Fig. 5,
SMC provides the worst tracking performance among the three control methodologies,
the tracking errors produced by FTSMC are smaller than the tracking errors offered by
SMC. Specifically, the proposed control strategy offers the smallest tracking errors
compared with SMC and FTSMC.

The control signals for three control manners, including SMC, FTSMC and the
proposed control strategy are illustrated in Fig. 6. In Fig. 6a and 6b, SMC and FTSMC
show a discontinuous control signal with serious chattering. On the contrary, the
proposed control strategy seems to show a continuous control signal with impressive
small chattering behavior, as illustrated in Fig. 6c.

From the simulation results, it can be concluded that the proposed strategy shows
the best performance among the four in terms of tracking positional accuracy, small
steady state error, fast response speed, and weak chattering behavior.

5 Conclusion

From theoretical evidence, simulation results, and comparison with SMC and FTSMC,
the proposed control strategy The proposed controller shows a significant improvement
in control performance compared to the two compared methods: (1) offers finite-time
convergence and faster transient performance without singularity problem in control-
ling; (2) inherits the advantages of FTSMC in the aspects of robustness against system
uncertainties and exterior disturbances as well as its fast convergence; (3) a new

Fig. 6. Control input actions: a) SMC, b) FTSMC, and c) proposed control strategy.
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reaching control was proposed and evidence of finite-time convergence was sufficiently
demonstrated by Lyapunov theory; (4) the precision of the designed system was further
improved in the trajectory tracking control; (5) the proposed controller shows the
smoother control torque commands with lesser chattering; (6) The proposed controller
has a simple design suitable for applying to an actual system. To sum up, the designed
controller has proven to be efficient and feasible for trajectory tracking control of
robotic systems.
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Abstract. This paper proposed an active disturbance control method for
tracking control of robot manipulators. Firstly, all of the system uncertainties
and external disturbances are considered as an extended variable and a distur-
bance observer is used to exactly approximate this total uncertainty. Therefore,
accurate information is provided for the control loop and chattering behavior in
the control input is significantly reduced. Next, to improve the response speed
and tracking accuracy, a sliding mode control is synthesized by combining the
non-singular fast terminal sliding mode control and the designed observer. The
proposed is reconstructed using backstepping control to obtain the asymptotic
stability for the whole control system based on Lyapunov theory. Finally, the
examples are simulated to demonstrate the effectiveness of the proposed control
method.

Keywords: Backstepping control � Sliding Mode Control � Non-singular fast
terminal sliding mode control � Disturbance observer � Robotic manipulators

1 Introduction

Robots play an important role in nowadays. However, robots have a certain complexity
in geometric structure and dynamics as well as there are always exist uncertain com-
ponents and external noise affecting the robot system. Therefore, controlling robots to
achieve high performance is really a challenge for researchers until now. There are lots
of suggested controllers for the robot such as PID controllers [1, 2], Computed Torque
Control (CTC) [3] adaptive control [4] optimal control [5], Sliding Mode Control
(SMC) [6, 7], Backstepping control [8], and so on. These controllers are marked with a
simple design, easy to apply to real systems. However, these controllers have draw-
backs when they only provide a reasonable control performance. In cases where high
precision is required, or under the presence of uncertainty and disturbance components,
the above controllers do not provide the desired performance. Among these controllers,
SMC can be said to be more applications than the rest of other controllers. SMC
possesses characteristics such as robustness against uncertainties, simple design, and
stable operation that suit the requirements of the actual robot system. Unfortunately,
SMC also has some disadvantages that need to be overcome, including chattering,
finite time convergence, and slow convergence rate in the presence of a large number of
uncertain components.
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To speed up convergence in a finite time, Non-singular Fast Terminal Sliding Mode
Control (NFTSMC) has been proposed [9–11]. With NFTSMC, most of the disad-
vantages of traditional SMC have been solved except for chattering. NFTSMC can
provide the desired control performance such as high tracking accuracy, fast finite-time
convergence, and robustness against system uncertainties.

With the remaining drawback is chattering, there are many methods reported in
control theory such as High-Order Sliding Mode Control (HOSMC) [12, 13], super-
twisting method [14, 15], Full-Order SlidingMode Control (FOSMC) [16, 17], boundary
layer [18], disturbance observer [19–21], and so on.

From the aforementioned assessments, the motivation of this paper is to develop an
active disturbance rejection control algorithm for robot arms. The controller must
achieve the following control objectives

1. The selected disturbance observer exactly approximates this total uncertainty (in-
cluding dynamical uncertainties and external disturbances) to feed for closed-loop
controller.

2. The controller inherits the strengths of SMC, backstepping control, and NFTSMC
as simplicity, efficiency with uncertain components, global asymptotic stability, fast
response speed, and high tracking accuracy.

3. The controller is designed to overcome the chattering disadvantages of SMC and
NFTSMC-based control methods.

4. The stability of the proposed controller has been completely verified by Lyapunov
theory and computer simulation results.

The rest of this article has the following presentation. The problem statements
facilitated for the proposed control law are presented in Sect. 2. Section 3 explains the
design approach of the suggested controller to obtain the desired performance and to
overcome the limitations of the conventional SMC. Then, the designed control algo-
rithm is applied for a two-link robot system in Sect. 4. Next, reviews and discussions
are discussed to investigate positional control errors, convergence time rate, fast
response, and chattering decrease. Finally, conclusions of this paper are given in
Sect. 5.

2 Problem Statement

Consider the dynamic of n-degree-of-freedom (DOF) robotic manipulators are
described as:

MðhÞ€h þ Cðh; _hÞ _h þ GðhÞ þ Fð _hÞ þ sd ¼ s ð1Þ

where h ¼ h1 h2 . . . hn½ �T 2 <n; _h ¼ _h1 _h2 . . . _hn
h iT

2 <n, and €h ¼
€h1 €h2

�
. . . €hn

�T 2 <n represents the joint angle position, the joint angle velocity

and the joint angle acceleration, respectively. MðhÞ ¼ M̂ðhÞ þ DMðhÞ 2 <n�n is a
real inertia matrix, Cðh; _hÞ ¼ Ĉðh; _hÞ þ DCðh; _hÞ 2 <n�n consists of real Coriolis and
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real centrifugal force, and GðhÞ ¼ ĜðhÞ þ DGðhÞ 2 <n�1 is a real gravity matrix.
Fð _hÞ 2 <n�1 and sd 2 <n�1 are friction and external disturbance matrices, respectively.
s 2 <n�1 is control input vector. M̂ðhÞ 2 <n�n, Ĉðh; _hÞ 2 <n�n and ĜðhÞ 2 <n�1 are
estimated matrices of M, C, and G, respectively. DMðhÞ 2 <n�n, DCðhÞ 2 <n�n, and
DGðhÞ 2 <n�n are the estimated error matrices of the dynamic model.

The real dynamic model of n-DOF robotic manipulator can be represented as:

M̂ðhÞ€h þ Ĉðh; _hÞ _h þ ĜðhÞ þ X ¼ s ð2Þ

where X ¼ DMðhÞ€h þ DCðh; _hÞ _h þ DGðhÞ þ Fð _hÞ þ sd 2 <n�1 is the lumped
system uncertainties and external disturbance.

From the Eq. (2) we can rearrange as:

€h ¼ M̂�1ðhÞs þ Wðh; _hÞ þ D ð3Þ

where Wðh; _hÞ ¼ M̂�1ðhÞ �Cðh; _hÞ _h� GðhÞ
� �

2 <n�1, D ¼ �M̂�1ðhÞX 2 <n�1.

The dynamic Eq. (3) can be transferred into second-order state space model as
follow:

_x1 ¼ x2
_x2 ¼ Wðx1; x2Þþ M̂�1ðx1ÞuþD

�
ð4Þ

where x1 ¼ h 2 <n�1 and x2 ¼ _h 2 <n�1 are state vectors of system, u ¼ s 2 <n�1 is
the control input vector.

The main objective of this paper is to design a control input to provide a high
control performance in the presence of uncertainties and external disturbance.

3 Design Procedure of Tracking Control Algorithm

3.1 Design and Analysis of Disturbance Observer

From the system (4), the lumped system uncertainties and external disturbances D are
estimated by the following disturbance observer:

_̂D ¼ �k1 x̂� _x1ð Þ
_̂x ¼ Wðx1; x2Þþ M̂�1ðx1Þuþ D̂� k2 x̂� _x1ð Þ

�
ð5Þ

where k1 [ 0 and k2 [ 0 are the observer gains. x̂ and D̂ are the estimated values of x2
and D, respectively.

Consider a Lyapunov function candidate as

V1 ¼ 0:5~xT ~x þ 0:5k�1
1

~DT ~D ð6Þ
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where ~x ¼ x2 � x̂ 2 <n�1 and ~D ¼ D� D̂ 2 <n�1 are the approximation errors of
velocity x2 and lumped system uncertainties and external disturbances D, respectively.

Assumption 1. We assume that the estimation error of lumped system uncertainties
and external disturbances is bounded by

~D
�� ���R ð7Þ

where R is a positive constant.
Differentiating V1 with respect to time yields

_V1 ¼ ~xT _~xþ k�1
1

~DT _~D ¼ ~xT _x2 � _̂x
� �

þ k�1
1

~DT _D� _̂D
� �

ð8Þ

Substituting Eqs. (4) and (5) into Eq. (8), we have

_V1 ¼ ~xT Wðx1; x2Þ þ M̂�1ðx1Þu þ D � Wðx1; x2Þþ M̂�1ðx1Þuþ D̂ � k2 x̂� _x1ð Þ� 	� 	

þ k�1
1

~DT _D þ k1 x̂� _x1ð Þ� 	

¼ ~xT D � D̂þ k2 x̂� _x1ð Þ� 	 þ k�1
1

~DT _D þ k1 x̂� _x1ð Þ� 	

¼ �k2 ~x
T ~x þ 1

k1
~DT _D ¼ �k2

Xn
i¼1

~x2
i þ 1

k1

Xn
i¼1

~Di _Di

ð9Þ

We assume that Dk k is bounded Dk k6Hð Þ. When the value of k1 is large leading
to k�1

1

Pn
i¼1

_Di � 0. Similarly, when the value of k2 is large, we can get:

_V1 ¼ 1
k1

Xn
i¼1

~Di _Di � k2
Xn
i¼1

~x2
i � 0 ð10Þ

From Eq. (10), we can see that the lumped system uncertainties and external dis-
turbances are exactly estimated by the designed disturbance observer.

3.2 Design of the Proposed Control Method

Let xd 2 <n�1 be the desired state vector. For the dynamic system (4), the position
control error ðxeÞ and velocity control error ðxdeÞ are defined as

xe ¼ x1 � xd 2 <n�1

xde ¼ x2 � _xd 2 <n�1

�
ð11Þ

The design procedure of the proposed controller is developed according to the
approach of Backstepping control as follow.
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Step1: To realize the position error to zero xe ! 0ð Þ.
The Lyapunov function is chosen as

V2 ¼ 0:5
Xn

i¼1
x2ei ð12Þ

The time derivative of Lyapunov function (12) is

_V2 ¼
Xn

i¼1
xeixdei ¼

Xn

i¼1
xei x2i � _xdið Þ ð13Þ

To realize _V2 � 0, we let x2i ¼ si þ _xdi � a1 xeij jb1 sgnðxeiÞ � a2 xeij jb2 sgnðxeiÞ;
i ¼ 1; 2; . . .; n, that is

si ¼ xdei þ a1 xeij jb1 sgnðxeiÞþ a2 xeij jb2 sgnðxeiÞ; i ¼ 1; 2; . . .; n ð14Þ

where s ¼ s1 s2 . . . sn½ �T2 <nx1 is the non-singular fast terminal sliding variable,
with a1, a2, b1, and b2 are positive constants. Therefore, we have

_V2 ¼
Xn

i¼1
xei si þ _xdi � a1 xeij jb1 sgnðxeiÞ � a2 xeij jb2 sgnðxeiÞ � _xdi
� �

¼ �a1
Xn

i¼1
xeij jb1 þ 1 � a2

Xn

i¼1
xeij jb2 þ 1 þ

Xn

i¼1
xeisi

ð15Þ

If si ¼ 0; i ¼ 1; 2; . . .; n, then _V2 � 0. Therefore, the next step is required.

Step2: To design the control input u which control xe, s, ~x and ~D to zero.
The Lyapunov function is selected as

V3 ¼ V1 þV2 þ 0:5sTs ð16Þ

The time derivation of sliding mode function is expressed as

_si ¼ _xdei þ b1a1 xeij jb1�1xdei þ b2a2 xeij jb2�1xdei; i ¼ 1; 2; 3; . . .; n ð17Þ

To simplify, let Zi ¼ _xdei þ b1a1 xeij jb1�1xdei þ b2a2 xeij jb2�1xdei; i ¼ 1; 2 ; 3 ; . . .; n.
Equation (17) in matrix form as

_s ¼ _xde þ Z ð18Þ

where Z ¼ Z1 Z2 . . . Zn½ �T2 <n�1.
Substituting Eq. (4) into Eq. (18), we have

_s ¼ Wðx1; x2Þþ M̂�1ðx1ÞuþD� €xd þ Z ð19Þ

The time derivative of Lyapunov function (16) obtains

_V3 ¼ _V1 þ _V2 þ sT _s ð20Þ
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Substituting Eqs. (15) and (19) into Eq. (20), we gain

_V3 ¼ _V1 � a1
Pn

i¼1 xeij jb1 þ 1 � a2
Pn

i¼1 xeij jb2 þ 1

þ Pn
i¼1 xeisi þ sT Wðx1; x2ÞþM�1ðx1ÞuþD� €xd þ Zð Þ ð21Þ

Based on Eq. (21), the proposed controller is designed as

u ¼ M̂ðx1Þ €xd �Wðx1; x2Þ � D̂� Z � xe � js� Rþ gð ÞsgnðsÞ� 	 ð22Þ

where j is a positive value, g is a small positive value, the term D̂ is designed as (5).
The block diagram of proposed controller is shown in Fig. 1.

Substituting the designed controller (22) into (21) yields

_V3 ¼ _V1 � a1
Xn

i¼1
xeij jb1 þ 1 � a2

Xn

i¼1
xeij jb2 þ 1 þ sT �jsþ ~D� Rþ gð ÞsgnðsÞ� 	

� _V1 � a1
Xn

i¼1
xeij jb1 þ 1 � a2

Xn

i¼1
xeij jb2 þ 1 � j

Xn

i¼1
s2i � g

Xn

i¼1
sij j � 0

ð23Þ

The first term _V1 � 0 has been proved by Eq. (10). We see that _V3 is a negative
semidefinite. Therefore, the proposed controller is asymptotically stable in the presence
of system uncertainties and external disturbance.

4 Numerical Simulation Results and Discussion

To verify the performance of the proposed controller, we employ it for a 2-DOF robotic
manipulator. Simulations were performed on the MATLAB-SIMULNIK environment.
The mechanical model of the 2-DOF robotic manipulator is designed on SOLID-
WORKS software and embedded into the SIMULINK environment through the
Simscape Multibody Link tool. In this way, the mechanical model of the 2-DOF
robotic manipulator is completely identical to the actual model. The 3D SOLIDWORK

Fig. 1. Block diagram of the proposed controller.
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model of 2-DOF robotic manipulator is shown in Fig. 2 and the robot parameters are
given in Table 1. In the MATLAB/SIMULINK environment, the configuration of the
model is set under a fixed-step (ODE5 dormand-prince) with a fundamental sample
time of 0:001 s. To examine advanced capabilities and superior effect of the proposed
system, the proposed system applies to the above robotic manipulator and its control
performance is compared to CTC, SMC and NFTSMC.

The CTC has the following control torque

u ¼ M̂ðx1Þ €xd �Wðx1; x2Þ � Kpxe � Kvxde
� 	 ð24Þ

where Kp and Kv are positive constants.
The SMC has the following control torque

u ¼ M̂ðx1Þ €xd �Wðx1; x2Þ � cxde � Hþ gð ÞsgnðsÞð Þ ð25Þ

where s ¼ xde þ cxe with c is a positive constant. g is a small positive constant.
The NFTSMC has the following control torque

u ¼ M̂ðx1Þ €xd �Wðx1; x2Þ � Z � Hþ gð ÞsgnðsÞð Þ ð26Þ

where s and Z are designed as (14), (18), respectively. g is a small positive constant.

Remark 1. The sliding value H in Eqs. (25) and (26) is a positive constant and it
should be selected bigger than the upper bound value of lumped system uncertainties
and external disturbances D.

Fig. 2. 3D SOLIDWORK model of the 2-DOF robotic manipulator.
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The desired trajectory of a robot’s end-effector is designed to track the following
circle:

xd ¼ 0:3 þ 0:05 cosðtÞ
yd ¼ 0:15 þ 0:05 sinðtÞ

�
ð27Þ

The effects of the considered friction and external disturbance are given by

Fð _hÞ þ sd ¼ �0:5 sinð _h1Þ � 0:5 _h1
�0:1 sinð _h2Þ � 0:5 _h2


 �
þ 3 sinðtÞ

sinðtÞ

 �

ð28Þ

The selection of control parameters for the controllers ensures good results and they
are reported in Table 2.

Table 1. The design parameters of the robot system.

Parameters Value Unit

m1 11:940596 kg
m2 7:400618 kg
l1 0:3 m
l2 0:3 m
lc1 0:193304 m
lc2 0:153922 m
I1 150901:5816� 10�6 kg:m2

I2 78091:7067� 10�6 kg:m2

Table 2. The control parameters of four different controllers.

Control
System

Control Parameters Value

CTC Kp; Kv 600; 100
SMC c; H; g 5; 7; 0:01
NFTSMC a1; a2; b1; b2; H; g 5; 3; 0:9; 1:4; 7; 0:01
Proposed
Controller

a1; a2; b1; b2; j; R; g; k1; k2 5; 3; 0:9; 1:4; 40; 0:3; 0:01; 20000; 1500
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Fig. 3. The position desired trajectory and actual position trajectory of end-effector under four
controllers.

Fig. 4. The tracking error of end-effector in X-direction of four controllers.

Fig. 5. The tracking error of end-effector in Y-direction of four controllers.
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Figures (3), (4), (5) and (6), (7) exhibit the result of the trajectory tracking per-
formance from four difference controllers. CTC provides the worst tracking perfor-
mance among 4 controllers. NFTSMC has better performance than CTC and SMC as
well as it has faster speed of stabilization and convergence. Especially, the proposed
controller demonstrates outstanding capabilities when it provides the best control
performance and fastest convergence speed.

Figure (8) shows the assumed disturbance and the result of the estimated distur-
bance. It is clearly that the uncertain components and disturbances affecting the robotic
system were accurately estimated. Therefore, we can yield an exact robot model to
improve control performance and reduce chattering.

Fig. 6. The tracking error of Joint 1 under four controllers.

Fig. 7. The tracking error of Joint 2 under four controllers.

Fig. 8. Estimated disturbance and assumed disturbance.
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Figure (9) displays the control inputs from four controllers. SMC and NFTSMC
show a discontinuous control signal due to applying a large sliding value for com-
pensation of the effect of the system uncertainties. While CTC and the proposed
controller provide a continuous control torque. Because CTC is a continuous controller
and the proposed method applied a disturbance observer to estimate the system
uncertainties lead to our controller only use a minor sliding value.

From the control performance, it can be concluded that the proposed controller
provides high efficiency in the trajectory tracking control for the robot arms.

5 Conclusion

This paper proposed an active disturbance control method for tracking control of robot
manipulators. The proposed control method obtained main contributions as follows: 1)
the selected disturbance observer exactly approximates this total uncertainty (including
dynamical uncertainties and external disturbances) to feed for closed-loop controller; 2)
the controller inherits the strengths of SMC, backstepping control, and NFTSMC as
simplicity, efficiency with uncertain components, global asymptotic stability, fast
response speed, and high tracking accuracy; 3) the controller is designed to overcome
the chattering disadvantages of SMC and NFTSMC-based control methods; 4) the
stability of the proposed controller has been completely verified by Lyapunov theory
and computer simulation results.
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Abstract. This paper proposes a fault tolerant control technique for uncertain
faulty robotic manipulators when only position measurement is available. First,
a neural third-order sliding mode observer is utilized to approximate the system
velocities, the lumped uncertainties and faults, in which the radial basis function
neural network is employed to approximate the observer gains. Then, the
obtained information is applied to design a non-singular fast terminal sliding
mode control to deal with the effect of the lumped uncertainties and faults. In
addition, an adaptive law is used to approximate the sliding gain in switching
control law. The controller-observer method can provide superior features such
as high tracking precision, less chattering phenomenon, finite-time convergence,
and robustness against the lumped uncertainties and faults without the
requirement of its prior knowledge. The stability and finite-time convergence of
the proposed technique are proved in theory by using the Lyapunov function. To
verify the usefulness of the proposed strategy, computer simulations for a 2-link
serial robotic manipulator are performed.

Keywords: Fault tolerant control � Neural Third-Order Sliding Mode
Observer � Non-singular fast terminal sliding mode control � Radial basis
function neural network

1 Introduction

Robot manipulators are very popular and have many applications in industry. However,
it is very difficult to get the robot’s exact dynamics in realization because of the
dynamic uncertainties such as payload changes, frictions, and external disturbances. In
some special cases, faults happen when the robot is operating. They are the big
challenges in both theoretical and practical control. To deal with this problem, sliding
mode control (SMC) is one of the most popular controllers that have been widely used
because of its standout properties such as easy design procedure, robustness against the
effect of uncertainties and faults [1–3]. Besides the great advantages, some problems
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still exist in conventional SMC such as chattering phenomenon, velocity and upper
bound of the lumped uncertainties and faults requirement, and the finite-time conver-
gence cannot be guaranteed.

To archive the finite-time convergence, the terminal SMC (TSMC) has been pro-
posed [4–6]. Although the TSMC provides higher precision and finite-time conver-
gence; unfortunately, it includes two main drawbacks that are slower convergence time
compared with the SMC and singularity problem. In order to solve each of the two
drawbacks, the fast TSMC (FTSMC) [7–9] and the nonsingular TSMC (NTSMC) [10–
12] have been developed, separately. To eliminate them simultaneously, the nonsin-
gular fast TSMC (NFTSMC) that provides superior properties such as singularity
elimination, high tracking accuracy, finite-time convergence, and robustness against the
lumped uncertainties and faults has been proposed [13–16].

In order to decrease the chattering phenomenon and eliminate the velocity mea-
surement requirement, the third-order sliding mode observer (TOSMO) has been
performed to approximate the system velocities and the lumped uncertainties and faults
with high accuracy and less chattering phenomenon [17, 18]. The obtained estimation
information is applied to compensate for the effect of the lumped uncertainties and
faults; therefore, the switching control element now plays the role to deal with the
effects of the estimation error instead; consequently, the chattering is reduced.

Although the prior knowledge of the lumped uncertainties and faults is not needed
to design the controller, it is remained in the observer design process. To deal with this
problem, the radial basis function neural network (RBFN), which is well-known with
abilities to approximate parameter with high accuracy, fast learning ability, and simple
structure [19, 20], is used to approximate the observer gains of TOSMO.

In this paper, a neural TOSMO is performed to estimate system velocities and the
lumped uncertainties and faults. The obtained estimation signal is applied to design an
NFTSMC to deal with its effects. In addition, an adaptive law is utilized to approximate
the switching gain to completely remove the requirement of the precision of the
observer. The proposed controller-observer technique can provide high tracking pre-
cision, less chattering phenomenon.

The construction of this paper is as follows. After the introduction part, the dynamic
equation of a n-link serial robotic manipulator is introduced in Sect. 2. Then, the neural
TOSMO is designed for robotic manipulators in Sect. 3. Next, an adaptive NFTSM
controller is proposed in Sect. 4. In Sect. 5, the computer simulations of the proposed
controller-observer strategy are performed for a 2-link serial robotic manipulator.
Finally, some conclusions are given in Sect. 6.

2 Problem Statement

Consider a serial n-link uncertain faulty robotic manipulator with dynamic equation as
following

€h ¼ M�1 hð Þ s � C h; _h
� �

_h � G hð Þ � F h; _h
� �

� sd
h i

þ U tð Þ ð1Þ
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where h; _h; €h 2 R
n represent robot joints’ position, velocity, and acceleration,

respectively. M hð Þ 2 R
n�n denotes the inertia matrix, C h; _h

� �
2 R

n denotes the

Coriolis and centripetal forces, and G hð Þ 2 R
n denotes the gravitational force term.

s 2 R
n denotes the control input signal. F h; _h

� �
2 R

n,sd 2 R
n, and U tð Þ 2 R

n

denote the friction vector, disturbance vector, and unknown faults, respectively.
The robotic system (1) can be rewritten as

€h ¼ H h; _h
� �

þ M�1 hð Þs þ D h; _h; t
� �

ð2Þ

where D h; _h; t
� �

¼ M�1 hð Þ �F h; _h
� �

� sd
h i

þ U tð Þ represent the lumped uncer-

tainties and faults and H h; _h
� �

¼ M�1 hð Þ �C h; _h
� �

_h � G hð Þ
h i

.

To simply in the designing process, the system (2) is rewritten in state space as

_x1 ¼ x2

_x2 ¼ H xð ÞþM�1 x1ð ÞuðtÞþDðx; tÞ ð3Þ

where x1 ¼ h; x2 ¼ _h; x ¼ xT1 xT2
� �T

, uðtÞ ¼ s.
The objective of this paper is to design a fault tolerant controller that has ability to

deal with effect of lumped uncertainties and faults without the requirement of its prior
knowledge. In addition, only position measurement is available. The controller strategy
is designed based on the following assumptions.

Assumption 1: The lumped uncertainties and faults are bounded as

D x; tð Þj j � �D ð4Þ

Assumption 2: The time derivative of the lumped uncertainties and faults are bounded
as

_D x; tð Þ�� ��6 �K ð5Þ

where �D and �K are unknown positive constants.

3 Design of Neural Third-Order Sliding Mode Observer

The neural TOSMO is designed for the robotic system (3) as [20]
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_̂x1 ¼ â1 x1 � x̂1j j2=3sign x1 � x̂1ð Þþ x̂2
_̂x2 ¼ Hðx̂ÞþM�1 x̂1ð ÞuðtÞþ â2 x1 � x̂1j j1=3sign x1 � x̂1ð Þþ ẑ

_̂z ¼ â3sign x1 � x̂1ð Þ
ð6Þ

where x̂ is the estimation of the system states, x, and âi is the estimation of observer
gains.

âi ¼ WT
i Ni Eð Þ; i ¼ 1; 2; 3 ð7Þ

where E ¼ eT1 e
T
2

� �T
denotes the input of the neural network, in which e1 ¼ x1 � x̂1

and e2 ¼ _̂x1 � x̂2.
The RBFN is utilized as activation function

Ni Eð Þ ¼ exp
E � cij
�� ��2

r2ij

 !
ð8Þ

where rij is the spread factor, cij is the center vector, and j ¼ 1; 2; . . .;N represents the
number of nodes in the hidden layer.

The neural network weigh is updated by the following law

_̂Wi ¼ kiNi Eð Þ Ek k ð9Þ

where ki represent the learning rate.
We can get the estimation errors by subtracting (6) from (3)

_~x1 ¼ �â1 ~x1j j2=3 sign ~x1ð Þ þ ~x2
_~x2 ¼ �â2 ~x1j j1=3 sign ~x1ð Þ þ Dðx; tÞ � ẑ

_̂z ¼ â3sign ~x1ð Þ
ð10Þ

where ~x ¼ x � x̂, defining ~x3 ¼ �ẑ þ Dðx; tÞ, the estimation errors (10) can be
rewritten as

_~x1 ¼ �â1 ~x1j j2=3sign ~x1ð Þ þ ~x2
_~x2 ¼ �â2 ~x1j j1=3sign ~x1ð Þ þ ~x3
_~x3 ¼ �â3sign ~x1ð Þ þ _Dðx; tÞ

ð11Þ

After the transition time, the estimated states will converge to the actual states
x̂1 ¼ x1; x̂2 ¼ x2ð Þ, the third term of the estimation errors (11) becomes

_~x3 ¼ �â3sign ~x1ð Þ þ _Dðx; tÞ � 0 ð12Þ

The lumped uncertainties and faults can be rebuilt as
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D̂ x̂; tð Þ ¼
Z

â3sign ~x1ð Þ ð13Þ

We can see that Eq. (13) includes an integral element; therefore, the estimation of
the uncertainties and faults can be directly rebuilt and the chattering of the estimated
signal is partially eliminated. Further, the use of RBF neural network to approximate
the observer gains help eliminate the need of prior knowledge of the lumped uncer-
tainties and faults.

4 Design of Adaptive Non-singular Fast Terminal Sliding
Mode Controller

The position tracking and velocity errors are respectively defined as

e ¼ x1 � xd
_e ¼ x2 � _xd

ð14Þ

where xd; and _xd represent the expected trajectories and velocities.
A non-singular fast terminal sliding surface is selected as in [21]

s ¼ _eþ Zt

0

j2 _ej jb2 sign _eð Þ þ j1 ej jb1 sign eð Þ
� �

dt ð15Þ

where constants j1; j2 are the sliding gains that are selected such that the polynomial
j2pþ j1 is Hurwitz and b1; b2 can be selected as

b1 ¼ 1� e; 1ð Þ; e 2 0; 1ð Þ
b2 ¼ 2b1

1þ b1

ð16Þ

An adaptive NFTSM control law is proposed as following

u ¼ �M x1ð Þ ueq þ uc þ uasw
� 	 ð17Þ

ueq ¼ HðxÞ þ j2 _ej jb2 sign _eð Þ þ j1 ej jb1 sign eð Þ � €xd ð18Þ

uc ¼ D̂ x̂; tð Þ ¼
Z

â3sign ~x1ð Þ ð19Þ

uasw ¼ K̂þ l
� 	

sign sð Þ ð20Þ

where l is chosen as a small positive constant and K̂ is the estimation of the desired
switching gain, K�, and is obtained by an adaptive law as follows
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_̂K ¼ k sj j; if sj j � g
0; else



ð21Þ

where k is an arbitrary positive constant and g is a sufficiently small constant.

Theorem 1: Consider the uncertain faulty robotic manipulator systems in (3), if the
control input signal is designed as (17–20), then the system is stable and the tracking
error converges to zero in finite-time.

Proof:
The derivative of the sliding surface is taken as following

_s ¼ €eþ j2 _ej jb2 sign _eð Þ þ j1 ej jb1 sign eð Þ
¼ _x2 � €xd þ j2 _ej jb2 sign _eð Þ þ j1 ej jb1 sign eð Þ
¼ �€xd þHðxÞþM�1 x1ð ÞuðtÞ þ D x; tð Þ þ j2 _̂e

�� ��a2 sign _̂e
� 	 þ j1 ej ja1 sign eð Þ

ð22Þ

Substituting the control law (17–20) into (22) yields

_s ¼ � K̂þ l
� 	

sign sð Þ þ d ~x; tð Þ ð23Þ

where d ~x; tð Þ ¼ D x; tð Þ � D̂ x̂; tð Þ is the estimation error, d ~x; tð Þj j � K�.
A Lyapunov function is selected as follows

V ¼ 1
2
sTs þ 1

2k
~KT ~K ð24Þ

where ~K ¼ K̂ � K� denotes the estimation error of switching gain.
Taking its derivative and substituting the derivative of the sliding surface from (23)

yields

_V ¼ sT _sþ 1
k
~KT _~K ð25Þ

The time derivative of ~K is taken as

_~K ¼ _̂K � _K� ¼ _̂K ð26Þ

Substituting the result in (23) and (26) into (25), yields

_V ¼ sT � K̂þ l
� 	

sign sð Þþ d ~x; tð Þ� 	þ 1
k

K̂ � K�� 	 _̂K ð27Þ

Substituting the adaptive law (21) into (27), we can get
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_V ¼ sT � K̂þ l
� 	

sign sð Þþ d ~x; tð Þ� 	þ 1
k

K̂ � K�� 	
k sj j

¼ � K̂þ l
� 	

sj j þ d ~x; tð Þsþ K̂ � K�� 	
sj j � � l sj j\0; 8s 6¼ 0

ð28Þ

Therefore, the Theorem 1 is proved.
In this paper, we assume that the tachometers are absent in the robotic systems. To

keep the system works normally, we apply the obtained estimation of velocities from
the neural TOSMO, which is introduced in Sect. 3; therefore, the adaptive NFTSM
control law (17–20) become

ueq ¼ HðxÞþ j2 _ej jb2 sign _eð Þ þ j1 ej jb1 sign eð Þ � €xd ð29Þ

uc ¼ D̂ ¼
Z

â3sign ~x1ð Þ ð30Þ

uasw ¼ K̂ þ l
� 	

sign ŝð Þ ð31Þ

where ŝ ¼ _̂e þ Rt
0
j2 _̂e
�� ��a2 sign _̂e

� 	 þ j1 ej ja1 sign eð Þ
� �

dt with _̂e ¼ x̂2 � _xd .

5 Simulation Results

In this part, the usefulness of the controller-observer technique is demonstrated by
performing simulation for a 2-link serial robotic manipulator with the dynamic model
as follows

€h ¼ M�1 hð Þ s� C h; _h
� �

_h� G hð Þ � F h; _h
� �

� sd
h i

þU tð Þ

Inertia term

MðhÞ ¼ m1l2c1 þm2ðl21 þ l2c2 þ 2l1lc2cosðhÞÞþ I1 þ I2 m1l2c2 þm2lc2l1cosðhÞþ I2
m1l2c2 þm2lc2l1cosðhÞþ I2 m2l2c2 þ I2

� �

Coriolis and centripetal term

Cðh; _hÞ ¼ �2m2l1lc2sinðhÞ _h1 _h2 � m2l1lc2sinðh2Þ _h22
m2l1lc2sinðh2Þ _h21

� �

Gravitational term

GðhÞ ¼ m1glc1 cosðh1Þþm2g l1 cosðh1Þþ lc2 cosðh1 þ h2Þð Þ
m2lc2g cosðh1 þ h2Þ

� �
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The parameter values of robot are given as m1 ¼ 1:5ðkgÞ, m2 ¼ 1:3ðkgÞ, l1 ¼ 1ðmÞ,
l2 ¼ 0:8ðmÞ, lc1 ¼ 0:5ðmÞ, lc2 ¼ 0:4ðmÞ, I1 ¼ 1ðkgNm2Þ, and I2 ¼ 0:8ðkgNm2Þ.

The friction, disturbance, and fault are assumed as

F h; _h
� �

¼ 1:9 cos 2 _q1ð Þ
0:53 sin _q2 þ p=3ð Þ
� �

sd ¼ 1:2 sin 3q1 þ p=2ð Þ � cosðtÞ
�1:14 cos 2q2ð Þþ 0:5 sinðtÞ
� �

U tð Þ ¼ u t � Tf
� 	

W tð Þ ¼ u t � Tf
� 	 �12:5 sin pt=7ð Þ

13:7 cos pt=5þ p=2ð Þ
� �

where u t � Tf
� 	 ¼ diag u1 t � Tf

� 	
;u2 t � Tf
� 	

; . . .;un t � Tf
� 	 �

denotes the time

profile of fault and Tf is occurrence time. Withui t � Tf
� 	 ¼ 0 if t� Tf

1� e�1i t�Tfð Þ if t� Tf



,

1i [ 0 is the evolution rate of fault.
In order to validate the usefulness of the proposed controller, a comparison with an

adaptive SMC based on neural TOSMO is performed, which is designed based on the
conventional sliding function as

ŝ ¼ _̂eþ ce ð32Þ

where e ¼ x1 � xd and _̂e ¼ x̂2 � _xd .
The control law is considered as

u ¼ �M x1ð Þ ueq þ uc þ uasw
� 	 ð33Þ

ueq ¼ HðxÞþ c _̂e� €xd ð34Þ

uc ¼ D̂ ¼
Z

â3sign ~x1ð Þ ð35Þ

uasw ¼ K̂ þ l
� 	

sign ŝð Þ ð36Þ

In the simulation, the parameters of the NFTSMC and the conventional SMC are
chosen as j1 ¼ diagð15; 15Þ, j2 ¼ diagð10; 10Þ, b1 ¼ 1=2, b2 ¼ 2=3, c ¼ diagð3; 3Þ.
The parameters of the adaptive law are chosen as k ¼ 0:5, g ¼ 0:05. To estimate the
observer gains, three RBFNs are employed, in which each hidden layer includes 20
neurons. The parameters of the neural network are chosen as ri ¼ 20; ki ¼ 2:5;
i ¼ 1; 2; 3.

For the simulation results, the obtained estimation of the neural TOSMO are
compared with those of the TOSMO. The estimation of system velocity at each joint is
shown in Fig. 1. The results shown that, the neural TOSMO can estimate system
velocity with high accuracy. Although the requirement of the prior knowledge of the
lumped uncertainties and faults is eliminated, the neural TOSMO can provide a little
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higher estimation accuracy compared with the results of the TOSMO. In term of the
lumped uncertainties and faults, the estimation result is presented in Fig. 2. As we can
see that the estimations accuracy of the two observers are approximately the same.
Nevertheless, since it must take time for the estimation process of the RBFNs, the
convergence time of the neural TOSMO is a little slower.

To show the effectiveness of the proposed adaptive NFTSMC control method, a
comparison with an adaptive SMC, which is design based on the conventional sliding
function, are performed. The position tracking error of the two control methods are
presented in Fig. 3. Thanks to the superior control properties of the NFTSMC, the
proposed control provides higher tracking accuracy and faster dynamic response
compared with the adaptive SMC. The control input torque is shown in the Fig. 4. As
we can see in the results, both two control methods provide control input torque with
less chattering phenomenon. This result is the consequence of compensation of the
lumped uncertainties and faults, thus the switching variable in the switching control
law is now very small, which leads to the chattering phenomenon reducing.

Fig. 1. Velocity estimation error at each
joint.

Fig. 2. Lumped uncertainties and faults esti-
mation error at each joint.
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6 Conclusions

This paper proposes a fault tolerant control approach using an adaptive NFTSMC
based on a neural TOSMO for uncertainty faulty robotic manipulators with only
position measurement. The neural TOSMO offers high precision of estimation and less
chattering, in which the RBFN is performed to eliminate the requirement of the prior
knowledge of the lumped uncertainties and the faults in designing of the observer. The
adaptive NFTSMC improves the tracking error accuracy and reduces the chattering
phenomenon. The system stability and finite-time convergence is guaranteed in theory
of Lyapunov function. The computer simulation on a 2-link robot confirm the use-
fulness of the proposed controller-observer approach.
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Abstract. In DC microgrid, conventional droop control is widely used to
perform current sharing of distributed energy storage system. Although, this
method has distributed and reliable characteristic, it cannot achieve accurate
current sharing due to mismatched line resistances. Moreover, thermal effect
causes these line resistances to change over long-term operation, which makes
unequal current sharing more seriously. To overcome this problem, adaptive
virtual resistance is applied in order to achieve accurate current sharing among
energy storage system in DC microgrid. The virtual resistance is regulated by
means of a Fuzzy PID controller in this paper. Although Fuzzy controller is
widely used in literature, it has not been realized for achieving accurate current
sharing in DC MG. Thanks to Fuzzy PID controller, the dynamic response
becomes faster and the stability of the microgrid system are improved in
comparison with the conventional PID controller. The proposed method is
validated through the simulation using Matlab and Simulink.

Keywords: DC microgrid � Power sharing � Droop control � Fuzzy logic
control

1 Introduction

In order to provide optimal and reliable operation for power systems, the concept of
microgrids (MGs) has been introduced as an aggregated entity to integrate and utilize
distributed generators (DGs) based on renewable energy sources (RES) such as solar
PV, wind turbine, hydrogen power [1]. MGs can be distinguished as alternative current
(AC) and direct current (DC) MGs [2]. In comparison with AC MG, DC MG can
achieve higher efficiency by reducing number of ac/dc or dc/ac conversion stages due
to direct interface with many types of RES and ESS [3]. Furthermore, in DC power
system, there is no harmonic problem, reactive power sharing, or synchronization,
which leads to simpler controller compared with AC MG [4]. Consequently, DC MG
becomes more attractive in these days.

Figure 1 shows the typical configuration of a DC MG where all units including
DGs, battery, and loads are connected to a common DC bus. To mitigate the power
fluctuation caused by RES, battery unit (BU) system is employed. Due to distributed
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connection with DC MG, these BUs may suffer from unequal current sharing which
leads to overuse of a certain BU and reduce the life time of BU. This problem is more
serious when line resistance is mismatch and changed in long time operation. To solve
this problem, many methods have been proposed [5–7].

Belonging to decentralized method, droop control scheme is generally used to
achieve cooperative control for various sources in MG [8]. In this method, the current
sharing is determined by droop gain which is calculated from rated capacity of source.
Although this method is simple and reliable, it is hard to achieve accurate current
sharing due to missing information from other units [9].

To solve these problems, centralized control scheme with hierarchical structure is
proposed [10]. In this approach, based on local information of DG such as output
voltage, output current, a central controller calculates compensated value and transmits
them to local controllers to achieve desired power management such as accurate current
sharing, power balancing or operation mode change [11]. However, this method
experiences serious problem such as single point of failure in which the central con-
troller is broken and all system may be corrupt [12]. This disadvantage can be solved
with the aid of distributed control scheme [13]. In this approach, local controllers
exchange information with each other controllers through low bandwidth communi-
cation network to operate coordinately. Even though any communication link failure
occurs, the system can maintain full functionality [11]. Therefore, distributed control is
more reliable and robust in comparison with centralized control.

In this paper, based on the distributed control scheme, we propose an enhanced
fuzzy proportional-integral-derivative (Fuzzy PID) controller to regulate virtual resis-
tance adaptively in order to achieve accurate current sharing among energy storage
system (ESS) in DC MG. Thanks to Fuzzy PID controller, virtual resistance is adjusted
adaptively to compensate variation of line resistance, that leads to attain accurate
current sharing of battery system in MG. Compared to the conventional PID controller,
the proposed Fuzzy PID controller has better dynamic performance such as faster
transient response, smaller overshoot, and guarantees system stability in spite of the

Fig. 1. Typical configuration of DC microgrid
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load change. Although Fuzzy controller is widely used in literature, it has not been
performed for achieving accurate current sharing in DC MG. The effectiveness of the
proposed Fuzzy PID controller is verified by simulation in Matlab and Simulink.

2 Droop Control and Distributed Control Scheme

2.1 Droop Control Scheme

For simple analysis, DC MG with two BUs is considered as shown in Fig. 2. The droop
controlled battery sources can be modeled as a DC voltage source Vnom with a virtual
resistance Rv. Besides, there are line resistance Rline1, Rline2 and load resistance Rload.

From Fig. 2, we have

Io1 ¼ VnomRe2

Re1Re2 þ Re1Rload þ Re2Rload
; ð1Þ

Io2 ¼ VnomRe1

Re1Re2 þ Re1Rload þ Re2Rload
; ð2Þ

where Io1, Io2 are output current of BU1, BU2, respectively, Re1 and Re2 are equivalent
resistance with Re1 = Rv1 + Rline1, Re2 = Rv2 + Rline2.

From (1) and (2), to achieve accurate current sharing Io1 = Io2, Re1 and Re2should
be equal (Re1 = Re2):

Rv1 þ Rline1 ¼ Rv2 þ Rline2 ð3Þ

When line resistances Rline1 and Rline2 are not constant due to thermal effect,
conventional droop with constant Rv1 and Rv2 cannot achieve accurate current sharing.

2.2 Distributed Control Scheme

Based on the conventional droop control, the distributed droop control for accurate
current sharing is shown in Fig. 3. To achieve accurate current sharing, droop gain is
change adaptively to ensure the condition (3) regardless of line resistance change.

Fig. 2. Droop control scheme for DC MG.
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In Fig. 3, per unit output current is calculated as following:

Ipu½i� ¼ Ioi
Irated i

; ð4Þ

where, Ioi, Irated_i, Ipui are output current, rating output current and per unit output
current of BUi, respectively. Based on the information about per unit output current of
all BU, average per unit current is calculated as following:

Ipu avg ¼
P

Ipu½1...n�
n

ð5Þ

Average per unit current Ipu_avg and per unit output current Ipu[i] are used to feed PID
controller to change adaptively droop gain Rd[i] through ΔRd[i]. This is illustrated in
Fig. 4. If output current is smaller than average current, output of PID is positive and
droop gain decreases, and output current I1 will increase to track average current. Rev-
ersely, if output current is larger than average current, output of PID becomes negative,
droop gain increases, output current decreases, and average value is finally obtained.

3 Proposed Fuzzy PID Controller for Accurate Current
Sharing in DC Microgrid

Figure 5 shows control system to explain a design process of Fuzzy PID controller,
where r, y, e, u are reference value, output value, error, and control signal, respectively.

Fig. 3. Distributed control scheme for DC MG.

Fig. 4. Adaptive droop gain to track average value
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Structure of Fuzzy PID controller is shown in Fig. 6 [14, 15].

In Fig. 6, GCE, GCU, GE, GU are gain factors. In order to design these gains, we
assume that output of Fuzzy Inference System U depends on E and CE linearly:

U ¼ E þ CE ð6Þ

From (6) and Fig. 6, control input u can be expressed as

u ¼ ðGCEGCU þ GEGUÞe þ GEGCUe
TSz
z� 1

� GCEGUy
z� 1
TSz

ð7Þ

Notice that:

� yðkÞ � yðk � 1Þ
TS

¼ ðr � yðkÞÞ � ðr � yðk � 1ÞÞ
TS

¼ eðkÞ � eðk � 1Þ
TS

ð8Þ

We have

�y
z� 1
TSz

¼ e
z� 1
TSz

ð9Þ

Fig. 5. Feedback control system with Fuzzy PID controller.

Fig. 6. The overall structure of Fuzzy PID controller.
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Substituting (9), (7) become:

u ¼ ðGCEGCU þGEGUÞe þ GEGCUe
TSz
z� 1

þ GCEGUe
z� 1
TSz

ð10Þ

Equation (10) is the form of PID controller:

u ¼ KPe þ KIe
TSz
z� 1

þ KDe
z� 1
TSz

ð11Þ

where:

KP ¼ GCEGCU þGEGU

KI ¼ GEGCU

KD ¼ GCEGU

ð12Þ

Assume that reference input r is normalized and error e in [−1,1], and range of E (input
of Fuzzy Inference System) is [−a,a] where a is a predetermined constant. Then, the
factor GE which scales e to E is a. From (12) and GE, we can calculate the values of GCU,
GU, and GCE. However, if the gains in (12) are applied to the current sharing controller,
the performance of Fuzzy PID controller is exactly same as conventional PID controller.
To improve performance of Fuzzy PID controller, we have to change linear relation (6) to
nonlinear relation by modifying membership function input and change rule [15].

Finally, proposed Fuzzy PID controller can be applied to achieve accurate current
sharing in DC MG as in Fig. 7.

4 Design Example

To verify the effectiveness of the proposed Fuzzy PID controller, DC MG with 3 BUs
is evaluated by Matlab and Simulink. Each BU consists of a boost converter with the
parameters given as: Vin = 100 V; Vnom = 200 V; L1 = L2 = L3 = 1 mH; Cin =
Cout = 1000 uF; Rline1 = 0.1 X; Rline2 = 0.2 X; Rline3 = 0.3 X; Irated1 = Irated2 = Irat-
ed3 = 10A;fsw = 20 kHz; Tsample = 50 ls.

Fig. 7. Fuzzy PID controller for accurate current sharing.
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Because input current is normalized to per unit, the error e is within the range [−1,
1]. The input range of Fuzzy Inference System is chosen in [−20, 20], GE becomes 20.
After tuning PID controller for accurate current sharing, PID gains are selected as:
KP = 10, Ki = 50, KD = 0. From (12), we obtain GU = 0, GCU = 2.5, GCE = 4.

To satisfy linear Eq. (6), membership functions for Fuzzy input E and CE are
chosen as triangle form with Negative (N), Zero (Z), Positive (P) as in Fig. 8.

Membership functions for Fuzzy output U are chosen as following: Large Negative
(LN) is −40, Medium Negative (MN) is −20, Zero (Z) is 0, Medium Positive (MP) is
20, Large Positive (LP) is 40.

The Fuzzy control rule are defined in Table 1.

By these predefined membership function and Fuzzy control rule, linear input
output mapping are received as shown in Fig. 9.

Fig. 8. Triangle membership input function

Table 1. Fuzzy control rule for linear input output mapping

E CE
N Z P

N LN MN Z
Z MN Z MP
P Z MP LP

Fig. 9. Linear input output mapping.
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To improve the performance of Fuzzy PID controller, the relationship between
input and output is modified to nonlinear characteristic by modifying input membership
function and Fuzzy control rule [15]. Membership function is chosen as Gaussian
function as shown in Fig. 10.

Output membership functions are chosen as following: Negative (N) is −40, Zero
(Z) is 0, and Positive (P) is 40. Then, Fuzzy control rule in Table 1 is changed to the
rules in Table 2.

From these modified membership function and Fuzzy control rule, nonlinear input
output relation is plotted as shown in Fig. 11.

Fig. 10. Gaussian membership input function

Table 2. Fuzzy Control rule for
nonlinear input output mapping

E CE
N P

N N Z
P Z P

Fig. 11. Nonlinear input output mapping
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In Fig. 11, when error or change of error is large, gains become higher than in case
of linear input output mapping, and then nonlinear Fuzzy PID controller achieve faster
performance comparing with linear Fuzzy PID controller. Since performance of linear
Fuzzy PID controller is exactly the same as conventional PID controller, nonlinear
Fuzzy PID controller is better performance comparing with conventional PID controller

5 Simulation Result

Figure 12 shows the dynamic performance of the system with the conventional PID
and Fuzzy PID controllers. From 0 to 0.2 s, when the current sharing controller is not
active, the per unit current of each BU is different due to the different line resistance. At
0.2 s, accurate current sharing scheme becomes active, and the Fuzzy PID shows better
performance with faster response and shorter settling time comparing to the conven-
tional PID controller.

Figure 13 shows the virtual resistance of BU1 with conventional PID and
Fuzzy PID controller. Before 0.2 s, current sharing controller is not active, the virtual

Fig. 12. Dynamic respone of system with (a) conventional PID controller (b) Fuzzy PID
controller.

Fig. 13. Virtual resistance of BU1 with conventional PID and Nonlinear Fuzzy PID controller
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resistance is 1 X. After 0.2 s, the current sharing controller is active and then the virtual
resistance is regultated to share current equally. At the first time, when the error is
large, Fuzzy PID controller has higher gain than traditional PID controller, reversely
when error is small the Fuzzy PID has lower gain than PID controller. This explains
that Fuzzy PID controller has faster and therefore better performance than conventional
PID controller.

6 Conclusion

This paper introduced accurate current sharing method based on the fuzzy logic con-
troller when battery unit system is used in DC microgrids. Thanks to Fuzzy PID
controller, virtual resistance is regulated adaptively and currents among battery unit
system are shared equally. The Fuzzy PID controller within on linear characteristic
brings enhanced performance in comparison with the conventional PID controller. The
validity of the proposed Fuzzy PID controller is evaluated through the simulation with
Matlab& Simulink, and simulation results have shown the effectiveness of the pro-
posed method.
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20194030202310.
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Abstract. Received signal strength and fingerprints based indoor positioning
algorithm has been commonly used in recent studies. The actual implementation
of this method is, however, quite time-consuming and may not be possible in
large spaces, mainly because a large number of fingerprints should be collected
to maintain high positioning accuracy. In this work, we first propose the deep
learning-based fingerprints reduction approach to reduce the data collection
workload in the offline mode while ensuring low positioning error. After esti-
mating the extra fingerprints using a deep learning model, these new fingerprints
combine with the initially collected fingerprints to create the whole training
dataset for the real estimation process. In the online mode, the final estimated
location is determined using the combination of trilateration and k-nearest
neighbors. The experiment results showed that mean positioning errors of
1.21 cm, 6.86 cm, and 7.51 cm are achieved in the center area, the edge area,
and the corner area, respectively.

Keywords: Fingerprints � Visible light positioning � Deep learning �
Trilateration � k-nearest neighbors

1 Introduction

Wireless indoor positioning system has recently become one of the popular research
areas. The transmission signals now are more diverse, such as Wireless Local Area
Network (WLAN), Radio Frequency Identification (RFID), Zigbee, Bluetooth, and
visible light. Visible light-based indoor positioning has grown rapidly thanks to the
utilization of available infrastructure as the demand for LED lights is increasing. In
addition to the advantage of availability, low cost and high positioning accuracy are
also the premise to attract the attention of researchers [1].

The implementation of indoor positioning systems (IPS), using any kind of signal,
encounters some technical difficulties, especially for ensuring high positioning accu-
racy and stability. Indoor visible light positioning (VLP) is no exception. The devel-
opment of various VLP-based positioning algorithms is, therefore, one of the most
common approaches to improve the performance of IPS. For wireless IPS, commonly
used positioning techniques include received signal strength (RSS) (i.e., in conjunction
with trilateration, fingerprint, proximity), time of arrival/time difference of arrival
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(i.e., in conjunction with trilateration, multilateration), angle of arrival [1, 2]. In reality,
each method has its pros and cons. This depends on the applicable application envi-
ronment and the accuracy requirements of each specific system. Among the mentioned
methods, RSS based fingerprints technique is considered as the most popular technique
because of its simplicity and acceptable positioning accuracy for indoor positioning
applications [3].

In this work, by applying deep learning (DL) technique to estimate the extra
fingerprints from the initial 49 fingerprint points, we greatly reduce the time-consuming
measurement of sample points, which could be seen as one of the most serious limi-
tations of fingerprint scheme in the offline mode. Additionally, we only employ DL to
decrease the number of collected fingerprints without using it for estimating the current
position of considering mobile objects in the online mode. This process helps the
proposed system become more practical for real-time applications. After estimating the
extra fingerprints, we combine the initially measured fingerprints with the later esti-
mated fingerprints to create a full dataset for the next estimation in the online mode.

Not only first propose the DL technique to improve the performance of the data
collection process in the offline mode, but we also combine the traditional trilateration
method with k-nearest neighbors (kNN) to determine the estimated coordinate of the
followed object. In the online mode, the first position was computed thanks to the
trilateration method. Though the positioning accuracy is quite low, this method helps to
find the estimated position in a very short time. After achieving the first estimated
location, we identify points within the specific range based on a certain threshold.
Then, we apply kNN to figure out the final estimated position. The use of the threshold
helps to limit the number of fingerprints when calculating Euclidean distances with
kNN algorithm, which can lead to a heavy computation work.

Based on the above two methods (i.e., DL in the offline mode, trilateration, and
kNN in the online mode), we have reduced the workload in the online mode, while
ensuring the real-time capability and the positioning accuracy in the online mode. The
experiment results showed that the mean error in the central area, near the edge area,
and near the corner area are 1.21 cm, 6.86 cm, and 7.51 cm, respectively.

The rest of this work is organized as follows: Sect. 2 presents the recent related
works in the VLP field. The system model and the proposed method are thoroughly
described in Sect. 3. In Sect. 4, experiment results and discussion are discussed.

2 Related Works

Artificial intelligence (AI) has been applied to several recent research on the posi-
tioning field, regardless of the type of signal, including WLAN, RFID, Zigbee, and
Bluetooth [4–6]. In addition to applying for the above wireless signals, AI algorithms
have been exploiting for VLP system [7–9]. In [7], the authors combined the fingerprint
technique with extreme learning machine to simulate and experiment with their
approach. Both the simulation and the experiment results showed that the system could
achieve a positioning error of 2.11 cm and 3.65 cm, respectively. In previous works,
fingerprints-based AI algorithms were developed for our VLP applications. In [8], we
proposed a novel approach for the multipath reflection problem which produces a
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negative effect on the positioning accuracy out of the center area (i.e., the corners and
edges). To enhance the positioning accuracy in these areas, we applied the kNN-RF
model which create the positioning accuracy nearly five times better than the traditional
kNN algorithm. In most of the cases, fingerprints-based AI algorithms were used to
estimate the position of the mobile object thanks to the regression function of the
supervised learning methods. In [9], some famous dual-function machine learning
algorithms have been used for VLP. In this approach, we first apply the classification
function to divide the entire floor into two specific areas (i.e., the center area and the
edge area) based on the optical power distribution of the four light-emitting diode
(LED) lights. Then, we utilize the regression function of each AI algorithm to deter-
mine the coordinate of the considering location. The simulation showed that, in the best
case, the proposed approach achieved a 52.55% and 78.26% improvement in posi-
tioning accuracy and computation time, respectively.

RSS based fingerprints method is quite impractical, although this technique is
preferred by many researchers because of its simplicity. The main problem is the data
collection process. Especially when we need to collect a huge number of fingerprints
within a very large space. As we all know, the more the number of fingerprints we
gather, the more accurate the system achieves. Recently, researchers have tried to
minimize the number of fingerprints, while maintaining positioning accuracy as high as
possible. Based on this approach, Fakhrul Alam et al. [10] adopted a creative approach
using a calibrated propagation model. In this way, the Lambertian order was regen-
erated relying on 12 offline measurements. The experiment results showed that a mean
error of 2.7 cm could be achieved with the proposed technique and only 12 offline
fingerprints. Meanwhile, a slight difference in the mean error could be seen when
applying 187 offline datasets. The difference between the two cases in terms of the
number of data is not trivial. In addition to obtaining nearly the same positioning
accuracy, the proposed method helped reduce the tedious time to collect all the fin-
gerprints and increase the practicality of the system. Similarly, Haiqi Zhang et al. [11]
applied the Bayesian regularization based on the Levenberg-Marquardt algorithm to
estimate the position of 100 unknown points in a space of 1.8 m � 1.8 m � 2.1 m. By
using only 20 initial training points, the authors proved that the mean positioning
accuracy is 3, 4 cm, 4.35 cm, and 4.58 cm for the diagonal set, the arbitrary set, and
the even set, respectively. The above positive results encourage us to build an indoor
visible light system thanks to RSS data and a relatively small number of fingerprints.
Fingerprints reduction not only simplify the data collection process but also make the
system more practical.

3 System Model and the Proposed Method

3.1 System Model

The LED system is always suspended from the ceiling or the wall. In addition to
serving the lighting purpose, the light from LED is also modulated for signal trans-
mission. The transmitted signal is absorbed by the photosensor or specific camera.
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The photodetectors convert the optical signal into photocurrent and the output data of
the photodetector is, therefore, illustrated as follows [12]:

y tð Þ ¼ lL tð Þ � lc tð Þ � x tð Þ þ NG tð Þ ð1Þ

where lL tð Þ; lc tð Þ is the impulse response of the LED and the channel, respectively;
x tð Þ is the input data; NG tð Þ is additive white Gaussian noise.

In this work, the proposed VLP system is described in detail in Fig. 1, where the
transmitted signals are controlled by the Arduino Uno board and four drivers. The
transmitted optical power is received by a photodiode. These signals are transmitted
based on the time-division multiplexing technique [13], where each signal from each
LED light is transmitted at every 1.33 ms intervals within an 11 ms cycle. The received
data in the optical sensor are amplified and are displayed on the oscilloscope. Then all
the received data are stored on the personal computer for later processing and estimation.

To evaluate the performance of the proposed system, we designed an experimental
space of 1.2 m � 1.2 m � 1.2 m, where four LED groups were hung on the aluminum
frame as shown in Fig. 2. Other important components in the proposed system are the
photosensor and the amplifier, which was depicted in Fig. 3. The specific parameters of
the optical transmitter and receiver are described in detail in Table 1.

Fig. 1. The structure of the VLP system

Fig. 2. Real VLP system
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3.2 Proposed Method

As discussed in Sect. 1 and Sect. 2, fingerprints reduction significantly reduces the
burden of boring tasks during the data collection process in the offline mode. In this
work, we estimated a large number of extra fingerprints by applying the DL algorithm
and a limited number of initially measured fingerprints. All the estimated data and
measured data are combined to create a full dataset for the next positioning process in
the online mode as depicted in Fig. 4. The proposed DL model is also described in
Fig. 5, in which four RSS signals from four LED groups are used as the input features,
the x and y coordinates are the outputs, the number of hidden layers is five and each
hidden layer has 50 neurons. Other parameters are found in Table 1.

The positioning performance is directly affected by the RSS and the signal distri-
bution of all the fingerprints. In Fig. 6 and Fig. 7, we depict the RSS distribution before
and after applying the DL algorithm. The result in Fig. 7 showed that the optical power
distribution after estimating by DL is perfectly balanced. This potential result is dis-
played in more detail in the positioning step in the online mode.

Fig. 3. Optical receiver

Fig. 4. Data collection in the offline mode
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Fig. 5. The structure of the DNN model

Table 1. Parameters of the DL model

Parameters Value

Training algorithm Backpropagation
Activation function Relu
Solver Adam
Number of hidden layers 5
Hidden layer size 50
Alpha parameter 1e−5
Regularization L2
Learning rate 1e−3
Percentage of samples for validation 10%
Percentage of samples for testing 20%

Fig. 6. Optical power distribution with real collection
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In the online mode, we first use the trilateration technique to determine the initial
position of the considering point. Then, a threshold value is suggested thanks to the
mean positioning error as shown in Fig. 8. Based on this threshold, we specify a fixed
range of fingerprints that is used as the input data for the next step when we apply kNN
to find the final estimated position. The reason for first determining the small range of
input data instead of using the whole dataset is a time-consuming problem when
applying kNN to the whole data. In this paper, a non-parametric technique, namely
kNN, is used to estimate the position of the mobile objects. By finding the nearest
neighbors which nearly have the same optical power intensity with the RSS of the
considering position, the kNN algorithm is always one of the simplest approaches. The
suitable number of nearest points depends on many factors, such as the type of signal,
noises, experimental space, etc. In this scheme, we set this k value to 3 as the best value
for the whole system.

Fig. 7. Practical optical power distribution after estimating by DL

Fig. 8. The structure of the VLP system
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The initial locations of the considering point are derived from (2):

r21 ¼ x� x1ð Þ2 þ y� y1ð Þ2
r22 ¼ x� x2ð Þ2 þ y� y2ð Þ2
r23 ¼ x� x3ð Þ2 þ y� y3ð Þ2

8<
: ð2Þ

where (x, y, z) represent the target coordinate, (xi, yi, zi) represent the LED location, and
(ri, ri, ri) are the projection of the distance between each LED and the receiver on the
floor.

After calculating the threshold value, we apply kNN to estimate the final location of
the considering point as:

xf ¼
Pk

i¼1 xi
k

yf ¼
Pk

i¼1 yi
k

ð3Þ

4 Experiment Results

To evaluate the effectiveness of the proposed algorithm to the positioning performance,
we conducted experiments in three specific areas, including the central area, the edge
area, and the corner area (see Fig. 9). In each area, we chose three random points to
figure out its real locations. As shown in Fig. 10, the positioning accuracy is very
satisfactory, in which the mean positioning errors near the center, the edge and corner

0.0 0.2 0.4 0.6 0.8 1.0 1.2

Corner

Edge

Center

0.4

0.2

Actual track    Estimated track

Y
 (m

)

X (m)

0.8

0.6

1.0

1.2

Fig. 9. Distribution of actual and estimated points
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are 1.21 cm, 6.86 cm, and 7.51 cm, respectively. The difference in positioning accu-
racy between the central area and the remaining areas is quite reasonable because the
central area is always where received the highest optical intensity from all the LEDs,
and also where the impact of noise is lowest. To further demonstrate the prominence of
the proposed approach, we provided a comparison between our solution and other
popular methods including kNN and trilateration. As depicted in Fig. 11, our approach
outperformed the others and achieved the best positioning error, 5.2 cm, though we
used a limited number of fingerprints.
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5 Conclusion

Collecting a large number of fingerprints is a tedious and impractical task in real
applications with a large range of positioning. However, this method is simple to
implement with relatively high accuracy. It is, therefore, still a potential and beloved
approach. To overcome the mentioned problem, we first apply the DL algorithm to
create extra fingerprints based on a limited number of previously collected points. The
initially collected data and the DL-based estimated data are used for the process of
determining the coordinates of the mobile object in the real phase thanks to the
combination of trilateration and kNN. The estimated results proved that the proposed
technique achieved positioning errors of 1.21 cm for the central area, 6.86 cm for the
edge area, and 7.51 cm for the corner area.

This consequence set the stage for us to study more specialized algorithms to
further reduce the number of fingerprints while maintaining or improving positioning
accuracy at a higher level.
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Abstract. Anomaly detection has been a popular research area for a long time
due to its ubiquitous nature. Deep neural networks such as Long short-term
memory (LSTM) and Convolutional Neural Networks (CNN) have been applied
successfully to time series prediction, however, is not commonly used in time
series anomaly detection and the performance of these algorithms depends
heavily on their hyperparameter values. It is important to find an efficient
method to get the optimal values. In this work, we combine LSTM with CNN,
and propose a new framework (IPSO-CLSTM) to automatically optimize
hyperparameters for time series anomaly detection tasks using improved particle
swarm optimization (IPSO), which is capable of fast convergence when com-
pared with others evolutionary approaches. Our experimental results show that
IPSO-CLSTM can automatically find good hyperparameter values and achieve
quality performance comparable to the state-of-the-art designs.

Keywords: Anomaly detection � Time series � Long short-term memory �
Particle swarm optimization

1 Introduction

Anomaly detection refers to the problem of finding instances or patterns in data that
deviate from normal behavior and is widely studied in many fields, such as fault
detection in industrial systems. The reason that why anomaly detection important is
because anomalies often indicate critical, and actionable information. For instance,
anomaly detection can help realize predicted maintenance using sensor data from the
manufacturing industry. However, anomaly detection is considered a hard problem [1].
In this paper, anomaly detection for time series is studied which presents its own
unique challenges, this is mainly due to the issues inherent in time series analysis. In
fact, time series anomaly detection is related to time series prediction, as anomalies are
points or sequences which deviate from expected values.

A significant amount of work has been performed in the area of time series anomaly
detection. Auto-regressive moving average, auto-regressive integrated moving average,
vector auto-regression are some models for time series anomaly detection in statistic
field. ARIMA model is very effective when there are clear trendor auto-correlation in
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the data. However, the real situation is far more complex that is impacted by multiple
factors including economic phenomena, media effects. One approach for anomaly
detection is building a prediction model and use the difference between the predicted
value and true value to calculate the anomaly score [2]. A variety of prediction models
have been used. In [3] a simple window-based approach is used to calculate the median
of recent values as the predicted value, and a threshold is to label the outliers. In [4] the
authors build a one-step-ahead prediction model, data is considered as an anomaly
point if it falls outsides a prediction interval computing using the standard deviation of
the prediction errors.

Deep learning has become one of the most popular machine learning techniques.
The ability of learning high-level representations related to the data is why deep
learning popular. These representations are learned automatically from data with little
or no need of manual feature engineering and domain expertise. For sequential and
temporal data, LSTM has become the most widely used model for its ability of learning
long-range patterns. However, performance of these algorithms depends heavily on
their hyperparameter values and is difficult to choose, intelligent algorithms such as
PSO is used here to automatically choose the parameters. In this paper, we propose a
novel unsupervised anomaly detection algorithm (IPSO-CLSTM) which predicting the
next timestamp using a window of time series(used as a context), this algorithm
combines the LSTM and CNN as a feature extractor. The objective of IPSO-CLSTM is
to robustly detect anomalies. The following are the main contributions of this paper.

1) The proposed IPSO-CLSTM is a novel unsupervised deep-learning based algo-
rithm which is capable of detecting point anomalies, and discords in univariant as
well as multivariate time series data.

2) This proposedcan search the vital parameters automatically via improved PSO
which introduces a nonlinear decreasing assignment method to improve the inertia
weight.

3) We evaluated the proposed anomaly detection algorithm on three well-known
benchmarks, IPSO-CLSTM shows better performance compared to other anomaly
detection algorithms.

The rest of the paper is organized as follows. Section 2 gives an overview of related
works. Section 3 proposes the IPSO-CLSTM. Section 4 provides a detailed evaluation
of the proposed algorithm on three benchmarks. Finally, Sect. 5 concludes the paper
and sketches direction for possible future work.

2 Related Works

2.1 Long Short-Term Memory and Convolutional Neural Network

LSTM (long short-term memory) is a recurrent neural network architecture that has
been adopted for time series forecasting and has become the mainstream structure of
RNNs at present. LSTM addresses the problem of vanishing gradient by replacing the
self-connected hidden units with memory blocks [5]. The architecture of an LSTM is

238 W. Guo et al.



shown in Fig. 1 and the mathematical form of LSTM is given below, the hidden state ht
given input xt is computed as follows:

zt ¼ tanhðWzxt þ Rzht�1 þ bzÞ ðinputÞ
it ¼ rðWixt þ Riht�1 þ biÞ ðinput gateÞ
ft ¼ rðW f xt þ Rf ht�1 þ b f Þ ðforget gateÞ
ot ¼ rðWoxt þ Roht�1 þ boÞ ðoutput gateÞ
st ¼ zt � it þ st�1 � ft ðcell gateÞ
ht ¼ tanhðstÞ � ot ðoutputÞ

ð1Þ

CNN is a type of artificial neural network that has been widely used in computer
vision (CV) and natural language processing (NLP). As the name indicates, the net-
work employs a convolution operation. Normally, CNN consists of convolutional
layers, pooling layers, and fully connected layers. The convolutional operation is
normally denoted as asterisk:

sðtÞ ¼ ðx � wÞðtÞ ð2Þ

The new function s can be described as a smoothed estimate or a weighted average
of the function xðsÞ at the time stamp t, where weighting is given by w �sð Þ shifted by
amount t. One dimensional convolutional is defined as:

sðtÞ ¼
X1
s¼�1

xðsÞwðt � sÞ ð3Þ

2.2 Particle Swarm Optimization Algorithm

Particle swarm optimization (PSO) [6] was proposed by Kennedy and Eberhart in 1995
and is a kind of heuristic evolutionary algorithm based on swarm intelligence.

Fig. 1. The architecture of an LSTM.
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Each particle decides its path based on its previous best position (pbest) and global best
position (gbest) among all the particles. The update equations for any particle i of the
swarm in the ith iteration are given below:

vijðtþ 1Þ ¼ vijðtÞþ c1 � r1ðijÞ � ðpbestijðtÞ � xijðtÞÞ
þ c2 � r2ðijÞ � ðgbestjðtÞ � xijðtÞÞ

ð4Þ

xijðtþ 1Þ ¼ xijðtÞ þ vijðt þ 1Þ ð5Þ

where, xij(t) and vij(t) denotes the position and velocity of the particle in dimension, c1
and c2 are acceleration constants, r1(ij) and r2(ij) are the uniform random numbers in the
range [0,1].

3 IPSO-CLSTM: The Proposed Approach for Time Series
Anomaly Detection

3.1 Architecture Summary

The proposed IPSO-CLSTM consists of two modules. The first module, Time Series
Predictor predicts time stamps for a given horizon and the second module, Anomaly
Detector is responsible for tagging the given time series data points as normal or
abnormal. The framework of the proposed approach is shown below (Fig. 2).

Start

Preprocess Initialize the particle population

Train LSTM-CNN and calculate the fitness of each particle

Compare the fitness of particles and choose the best fitness

Update the velocity and position of each particle

Meet the maximum 
generation times

Output the optimal 
parameters

Substituting into the 
LSTM-CNN model

Get the prediction

Anomaly Detector

End

YES NO

Fig. 2. Architecture summary of the proposed approach
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3.2 Time Series Predictor:CLSTM Optimized by the Improved PSO

Long Short-Term Memory works well for time series prediction. However, LSTM
lacks the ability to extract local contextual information. In order to improve the per-
formance, and due to its parameter efficiency of CNN, 1D Conv is integrated into this
paper. Furthermore, the performance while getting an optimal or near to optimal
solution shows a significant difference due to different parameters value of CNN-
LSTM, such as the important parameters look_back which means the time window,
cell numbers of LSTM and 1D CNN. In this paper, there are single hidden layer LSTM,
one convolution layer and a fully connected layer. PSO is a typical evolutionary
algorithm, the inertia weight w is used to control the influence of the migration velocity
on the current particle velocity, which is manifested as the performance of the PSO.
Traditional inertia weight assignment is linear assignment, which as the number of
iterations decreases linearly, the local search ability of the PSO will be worse. In this
paper, the nonlinear decrement assignment method is adopted.

w ¼ wmax � ðwmax � wminÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i
iter max

r
ð6Þ

where wmax and wmin represent the maximum and minimum inertia weight respec-
tively, i is the current iteration number and iter_max is the maximum iteration number.

In the PSO optimization phrase, particles were initialized (look_back, node1,
node2). Look_back represents the time window, node1 is the number of nodes con-
tained in the hidden layer in the LSTM with a single hidden layer, nodel2 is the number
of nodes included in the 1D Conv. In this article, the training data are input to the
neural network for training, internal parameters of LSTM are trained using Adam. At
each iteration, the system computes velocity and a new position for each particle. The
root mean square error (RMSE) of the training data is selected as the individual fitness
function, and the minimum fitness value is taken as the iterative target of the improved
PSO. The improved PSO was used to find the best parameters to be optimized to
determine the optimal prediction model.

3.3 Anomaly Detector

Once the former stage gives the prediction of the next timestamp xt+1. This model
performs the function of detecting the anomalies. The difference between the actual and
predicted value is calculated. On new data, the log probability densities (PDs) of errors are
calculated and used as anomaly scores, with lower values indicating a greater likelihood
of the observation being an anomaly. Here a Threshold value is given to determine a time
stamp anomaly or normal which is required in most of the anomaly detection algorithm.

4 Experiments

IPSO-CLSTM has been tested on 3 datasets described in Sect. 4.2. The optimal
parameters of each dataset were found via the improved particle swarm optimization.
The specific experimental environment is the Anaconda platform using Python, Ten-
sorFlow 1.12.0 and Keras 2.2.4.
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4.1 Dataset Description

In this section, we chose three real-world datasets from different domains. These
datasets have been used in previous works on anomaly detection.

a. YAHOO webscope S5 datasets

Yahoo in the United States provides a dataset consisting of 367 time series, each of
which consists of almost 1,500 data points (https://research.yahoo.com/). The dataset
contains four classes. Class A1 contains traffic data from actual web services [7], but
classes A2, A3, and A4 contain synthetic anomaly data One example time series is
shown in Fig. 3(a).

b. Numenta Machine Temperature Dataset

NAB is a benchmark for evaluating algorithms for anomaly detection in real-time
applications. The machine temperature dataset is included in the NAB and contains
temperature sensor readings of an internal component of a large industrial machine.
There are four anomalies with known causes. The data is shown in Fig. 3(b), with
anomalies indicated in red.

c. NASA Space Shuttle Valve Dataset

The time series in this data set is current measurements on a Marotta MPV- 41 series
valve. These valves are used to control the flow of fuel on the space shuttle. In this data
set, some subsequences are normal whereas a few are abnormal. Originally, each
subsequence consists of 1, 000 data points. The data is shown in Fig. 3(c).

(a) Yahoo Webscope S5  (b) NAB Temperature

(c) NASA space shuttle valve data

Fig. 3. Example plots of three benchmark datasets used. (Color figure online)
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4.2 Evaluation Metrics

In this paper, various models, including the proposed model are evaluated using pre-
cision, recall, and F-score. An error occurs if an abnormal instance is marked as a
normal instance or vice versa. The former type of error is a false negative (FN) and the
latter is false positive (FP). True positive (TP) and true negative (TN) defined similarly.

precision ¼ TP
TPþFP

ð7Þ

recall ¼ TP
TP þ FN

ð8Þ

F � Score ¼ 2 � precision � recall
precision þ recall

ð9Þ

4.3 Experiment Results

a. Yahoo Webscope S5 datasets

The performance of IPSO-CLSTM comparing to other detection algorithms is shown
in Table 1 and the example results for the YahooWebscope S5 dataset are shown in
Fig. 5. IPSO-CLSTM detects five out of five anomalies in the example time series. We
can also find that the algorithm proposed possesses better performance comparing to
other algorithms in the whole Yahoo benchmark. In the process of optimizing the
LSTM-CNN by PSO, optimal parameter of the model is set as node1 = 111,
nodel2 = 57, look_back = 29. The threshold of −12.5 was necessary to detect the
anomalies. The change of the fitness value shown in Fig. 4 indicates the improved PSO
has a faster convergence rate.

Fig. 4. The change of fitness value
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b. Numenta Machine Temperature Dataset

Tables 2 shows the experimental results including the recall and F-score of a wide range
of algorithms on the machine temperature dataset, the proposed method performed well.
It may be noted here that IPSO-CLSTM outperforms other algorithms in recall which is
more important to anomaly detection then precision in the industrial scene. The optimal
parameters of the model areoptimized to node1 = 116, nodel2 = 64, look_back = 16
(Fig. 6).

Fig. 5. Example result on Yahoo dataset. True anomalies are highlighted by red markers.
Shaded in peach denotes detections made by the IPSO-CLSTM algorithm. (Color figure online)

Table 1. Performance comparison of the proposed models with other methods

Sub-
benchmark

Yahoo EGADS [9] Twitter Anomaly [10]
Detection

LSTM IPSO-
CLSTM

A1 0.47 0.48 0.44 0.60
A2 0.58 0 0.97 0.90
A3 0.48 0.27 0.72 0.87
A4 0.29 0.33 0.59 0.68

Table 2. Performance comparison of the proposed models with other methods

Method ContextOSE [11] Numenta [12] Skyline [13] IPSO-CLSTM

Recall
F-score

0.001
0.002

0.004
0.008

0.01
0.020

1
0.014
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c. NASA space shuttle valve data set

In the previous experiments, we have shown that IPSO-CLSTM has the capability of
detecting point anomalies in time series data. In this section, we show that IPSO-
CLSTM is also applicable to time series discord detection. Time series discords are
subsequences of a longer time series, which are different from the rest of the subse-
quences [8]. In this dataset, each subsequence consists of 1, 000 data points, experi-
ment result below shows that IPSO-CLSTM is also applicable to detect time series
discords (Fig. 7).

5 Conclusion

In this paper, we presented a deep-learning based anomaly detection approach for time
series data. Not only the point anomaly but also the time series discord can be detected.
In this algorithm, improved particle swarm optimization is used to automatically
choose the optimal parameters. Experiment results show that the architecture possesses
better performance than other anomaly detection algorithms in different benchmark

Fig. 6. Test set result on NAB dataset. Anomalies are highlighted by red markers. Shaded in
peach denotes detections made by the IPSO-CLSTM algorithm. (Color figure online)

Fig. 7. Shaded in peach denotes detections made by the IPSO-CLSTM.

Anomaly Detection for Time Series 245



dataset. In this next step, due to the complexity of this approach, a new distributed and
parallel computing model, membrane system can be used to enhance the performance.
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Abstract. Accurate prediction is helpful to the treatment of liver cancer. In this
paper, we propose a method based on a combination of deep learning and
network fusion to predict the survival subtype of liver cancer, of which Uni-
variate Cox-PH regression model was used twice. We integrated RNA
sequencing, miRNA sequencing, DNA methylation data and clinical data of
liver cancer from TCGA to infer two survival subtypes. We then also con-
structed an XGBoost supervised classification model to predict the survival
subtype of the new sample. Experimental results show that our model gives two
subgroups with significant survival differences and Concordance index. We also
use two additional confirmation cohorts downloaded from the GEO database to
verify our multi-omics model. We found highly expressed stemness marker
genes CD24, KRT19 and EPCAM and the tumor marker gene BIRC5 in two
survival subgroups. Our method has great clinical significance for the prediction
of HCC prognosis.

Keywords: Deep learning � Network fusion � Survival subtype � Supervised
classification model � Multi-omics data

1 Introduction

Liver cancer is the second leading cause of death worldwide and is one of the
malignant tumors [1] that seriously threatens human health. Over the past 40 years, the
incidence and mortality of liver cancer is the fastest growing of all cancers in the
United States [2]. Hepatocellular carcinoma (HCC) is the most common type of liver
cancer, and its occurrence has a great relationship with hepatitis C virus, hepatitis B
virus and nonalcoholic teatohepatitis [3].

If we can set up the classification standard of HCC and carry out more accurate
prognosis treatment and management for different patients, the survival of patients will
be improved significantly. So far there has been a lot of research on liver cancer to
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determine the molecular subtype of liver cancer [4, 5]. In 2017, Zhu et al. proposed an
effective survival prediction method based on pathological images, named Whole Slide
Histopathological Images Survival Analysis framework (WSISA), and applied it to the
survival prediction of glioma and non-small cell lung cancer, the research results con-
firmed that this method could significantly improve the accuracy of prediction [6]. In
2018, Sun, D. et al. proposed a learning-based calculation method by combining
pathological images and genomic biomarkers to predict the survival period based on
deep learning, which exceeded the prediction accuracy of human experts using current
clinical standards, and provided an innovative method for objective, accurate and
comprehensive prediction of patient results [7]. In 2019, Dong R. et al. proposed a
machine learning method based on methylation data of liver cancer to predict the
survival of patients with liver cancer, the author use a three-category method to predict
overall survival of patients with HCC [8]. Also, based on multi-omics data, various
methods has been developed to identify molecular subtypes of liver cancer, for example,
Chandhary et al. combined RNAseq data, miRNA data, methylation data, and clinical
survival data of total 360 liver cancer patients to predict the prognosis of liver cancer [9].
To our best knowledge, few researcher considers the survival status of patients in study
of molecular subtype. The survivals have great clinical significance for study of
molecular subtype indeed, and large difference in survival often have a big impact on
molecular subtype. Therefore, combining the survival data with the multi-omics data in
the research of HCC will improve the prediction accuracy of molecular subtype.

According to the above description, in this paper, we proposed a framework based
on deep learning and network fusion on the multi-omics data and survival data of HCC.
First, we scored each feature on these multi-omics data based on the Univariate Cox-
PH model [10] and then selected features with P value < 0.05. Secondly, we use a deep
autoencoder to reduce the dimension of the multi-omics data of HCC and extract
features, then used again the Univariate Cox-PH model to score the features extracted
by autoencoder output and select the features with P value < 0.05. These selected
features and extracted features previously were stacked up to prevent from losing some
important information by autoencoder. Finally, the multi-omics data were fused
through a similar network based on the radial basis function kernel to form a new data
matrix. Experimental results showed that our model give two subgroups with signifi-
cant survival differences and Concordance index, which is very helpful for the clinical
prognosis and treatment of HCC.

2 Methods

2.1 Experimental Design

In terms of experimental design, our experiment is mainly divided into three steps. The
first step is the data processing. The second step uses deep learning and network fusion
to predict the survival of TCGA data. The third step is to build an XGBoost classifier
based on the survival subtypes obtained in the second step, use the training data to train
the classification model, and then use the confirmation cohorts processed on GEO to
verify the model (Fig. 1).
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2.2 Multi-omics Data Process

In this paper, we first downloaded RNA data, miRNA data and methylation data and
clinical data of 364 HCC patients from the TCGA database. And we also mined
GSE14520 and GSE31384 from the GEO database as confirmation cohorts. For the
RNA data and miRNA data of 364 HCC patients, we preprocessed them using log
(n + 1) normalization to eliminate the effects caused by singular samples data. For
methylation data, we mapped the CpG islands to within 1500 bp before the tran-
scription start site of the gene, then their methylation values were averaged. For data
processing, if more than 20% of patients have zero values, we delete the relate bio-
logical feature, if more than 20% of missing features in one sample, we deleted the
corresponding sample [9]. Finally, we filled the missing values using the software R.

In addition, we also downloaded the GSE14520 (S = 222) and GSE31384
(S = 166) datasets and corresponding clinical data from the GEO database as confir-
mation cohorts. We use the same data processing method of TCGA datasets to process
the above two Confirmation cohorts (as shown in Table 1).

Fig. 1. General flow chart.

Table 1. Statistics of training datasets from TCGA and Confirmation cohorts from GEO
database.

Datasets Data type Samples Features

Train RNA-seq 364 21,617
miRNA 364 415
Methylation 364 27,304

Confirmation cohort GSE14520 222 10,787
GSE31384 166 169
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2.3 Survival Subtype Inference Based on Deep Learning and Network
Fusion

The flowchart of survival subtype inference model was demonstrated in Fig. 2. We first
used log(n + 1) normalization to standardize the three type datasets, RNA data,
miRNA data and DNA methylation data, then we construct Univariate Cox-PH models
to select the initial and prognostic-related features of the three datasets (P < 0.05).
Second, the three datasets after standardized were passed through three related regu-
larized autoencoder, and obtained three reduced dimension feature matrices, respec-
tively. For each of reduced dimension features matrix, we used Univariate Cox
regression model again to select the related features (P < 0.05) again. We stacked the
features selected by the survival regression model twice to form the final feature matrix,
which partially prevent from losing some important information by autoencoder.
Finally, we putted these three matrices into a similar network based on a radial basis
function kernel to fuse the three sets of omics data to form a single matrix, and used the
spectral clustering approach [11] to obtain the subtype cluster. In this way, we can
obtain a label for the survival risk group of each patient.

To integrate the multi-omics data, we presented a modified similar network fusion
(SNF) based on radial basis function kernel (RBF). In 2014, Wang et al. proposed a
similar network fusion (SNF) method for integrating multi-omics data [12]. To handle
examples when the relationship between class labels and feature is nonlinear, we
modified the above-mentioned first step based on it, using a radial basis function kernel
to construct a similarity weight matrix.

Before building a similar weight matrix, we first normalize the data:

P ¼ p� E pð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var pð Þp ð1Þ

Where p is biological feature, P is its corresponding biological feature after nor-
malization, and Var(p) and E(p) represent the variance and empirical mean of the
feature p.

Given M omics data, for the m omics data, we have n samples {x1, x2, …, xn},
where p � m represents the corresponding characteristics of the m omics data. W(i, j)
represents the similarity between the ith sample and the jth sample:

W i; jð Þ ¼ 1ffiffiffiffiffiffi
2p

p
hij

exp � xi � xj
�� ��2

2h2ij

 !
ð2Þ
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This similarity measure is based on a radial basis function kernel [13]. h2ij is a
normalization factor that passes the ith and jth samples to the sum of the squares of
their nearest neighbors and the squared distance controls the density of the two samples
[12, 14, 15]. ki represents its k nearest neighbors.

After constructed the similarity weights W(i, j) between samples, we applied the
SNF method to integrated the multi-omics data. The detail of SNF can be found in [12].

2.4 Construction of XGBoost Classifier Based on Survival Subtype

For each multi-omics matrix generated above, we use Univariate Feature Selection
approach [16] to select the top K features according to the clustering labels, and then
stack the features selected from the three sets of data together. Finally, we trained four
XGBoost classifiers, three classifiers for mRNA, miRNA, DNA methylation, respec-
tively, the fourth classifier for stacked features of multi-omics data. We use the datasets
GSE14520 and GSE31384 mined from the GEO database as the confirmation cohorts
for the RNA-seq and miRNA trained classifiers, respectively. The model of the clas-
sifier is shown in Fig. 3. For the two confirmation cohorts, we first select the common
features in the training set samples, and normalize the data using the method same as
the multi-omics data normalization. From the Table 1, we know that the common
feature of GSE14,520 and RNA-seq is 10,787, and the common feature of GSE31384
and miRNA is 169. In the study, we need to select the same K features based on
clustering labels for both training sets and two cohorts. In this way, the two cohorts will
input as the validation dataset to test the model and the classification result will be
finally obtained. Here, we set the value of K (50–100), and find that when the value of
K is set 50, the training model could obtain the best prediction results.

Fig. 2. Survival subtype inference model based on deep learning and network fusion.
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2.5 Autoencoder

Autoencoder (AE) is a kind of deep learning method which can reduce the dimension
of data by taking high dimension data as input and outputting low dimension data
through unsupervised learning. We can input high-dimensional data through the input
layer, learn the features of the low-dimensional representation through the hidden layer,
and then reconstruct the output from this learned low-dimensional feature to make the
output and input as identical as possible [17].

Given m dimensional input data X = (x1, …, xm), the autoencoder mainly recon-
structs the output by passing the input through continuous hidden layers. In terms of a
layer i, for activation function, we use Relu between the input and the output layer, so
we have:

y ¼ fiðxÞ ¼ ReluðWi � xþ biÞ ð4Þ

x, y are two vectors, and their sizes are n, m, respectively, x is the value of a single
feature of X. The size of Wi is m � n, which is a weight matrix, and bi is an offset of Wi

of size m. For autoencoder with k layers, the output x′ is defined as follows:

x0 ¼ f1 � f2 � f3 � � � fk�1 � fkðxÞ ð5Þ

Where f1 • f2(x) = f1(f2(x)), f2 • f3 = f2(f3(x)), …, fk−2 • fk−1 = fk−2(fk−1(x)) and so on,
f1 • f2 is the composed function of f1 with f2.

To train the autoencoder, in the last layer, we add the mean square error (MSE) as a
function to measure the error between input and output of the autoencoder:

MSE x; x0ð Þ ¼ 1
2

Xk
i¼1

x� x0k k2 ð6Þ

Fig. 3. Classifier for supervised model.
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To prevent overfitting, we add the L2 regularization penalty coefficient bw to the
weight Wi, and the loss function becomes as follows:

L x; x0ð Þ ¼ MSE x; x0ð Þ þ
Xk
i¼1

bw Wik k ð7Þ

3 Results

3.1 Evaluation Metrics

We use Log-rank P value and Concordance index to evaluate the prediction results. We
draw the corresponding Kaplan-Meier survival curves [18] for the two survival risk
subtypes of the prediction results.

Log-Rank P Value. We calculate the Log-rank P value using the software R survival
package to evaluate the difference between two risk groups.

Concordance Index. For C-index [19], we calculated the corresponding C-index for
this model using R survcomp package, and used the C-index to evaluate the fitting
ability and prediction performance of the network we proposed. The value of C-index
is calculated as follows:

c ¼ 1
u

X
i2 1...Ujdi¼1f g

X
bj [ biO Yiĥ[ Yjĥ

h i
ð8Þ

where u is the number of comparable pairs, O[.] is the indicator function, b is the actual
value. The range of C-index is 0–1, 1 means the best effect.

3.2 Prediction of Two Different Survival Subtypes

We use the Keras library of python to implement the above mentioned autoencoder
with two hidden layers, we set the number of nodes in the two hidden layers to 100 and
50, respectively. We obtain two subtypes with significant survival differences (Log-
rank P value = 1.93e−09; as shown in Fig. 4A), and the model fitting index (C-
index = 0.78). In order to verify the effectiveness of this classifier in predicting sur-
vival, we used two sets of data from GEO, which are GSE14520 (S = 222, Log-rank
P value = 5.73e−06; as shown in Fig. 4B) and GES31384 (S = 166, Log-rank
P value = 7.18e−04; as shown in Fig. 4C) to confirm this model. Finally, we also
compared our results with those of other models [9] (as shown in Table 2). Whether it’s
Log-rank P value or C-index, our experimental results are obviously better than others’
experimental results.

As can be seen from the Fig. 4, the red curve represents C1 subtype, the blue curve
represents C2 subtype. Through the two curves in the Fig. 4, the survival state of C1
subtype is better than that of C2 subtype, and the survival curve is very significant, for
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the training cohort and two confirmation cohorts, there are significant differences
between the two survival subtypes. For the survival curves of two survival subtypes,
our results are better than others’ results, so it can be seen that compared with other
published models, the prediction effect of our model has significantly improved.

(A)                        TCGA (B)                      GSE14520

(C)                      GSE31384

Fig. 4. Significant survival profiles for TCGA cohort and two confirmation cohorts (GSE14520
cohort and GSE31384 cohort). (Color figure online)

Table 2. Log-rank P value and C-index for train and two confirmation cohorts.

Omic data models Data type Log-rank P value C-index

Method by Chaudhary et al. [9] 3-omics data 7.13e−06 0.68
NCI cohort 1.05e−03 0.67
Chinese cohort 8.49e−04 0.69

Our model 3-omics data 1.93e−09 0.78
GSE14520 5.73e−06 0.74
GSE31384 7.18e−04 0.70
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3.3 Function Analysis with HCC Survival Subgroups

For differential gene expression analysis, we can identify 1465 up-regulated genes and
930 down-regulated genes, including tumor marker genes BIRC5 (P = 2.07e−41) and
stemness marker genes CD24 (P = 2.83e−11), KRT19 (P = 2.82e−26), and EPCAM
(P = 1.01e−6). In addition, we also found 28 genes (SLC2A2, AQP9, RGN, SULT2A1,
CRYL1, SERPINC1, PAH, CDO1, PLG, APOC3, CYP27A1, PFKFB3, TM4SF1,
ACSL5, RGS2, HN1, SERPINA10, CYB5A, EPHX2, SPHX2, RGS1, ADH1B, LECT2,
TBX3, RNASE4, ALDOA, ADH6, SLC38A1) are different between the two survival risk
groups we identified and have a strong connection with liver cancer survival [20].

We also performed Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway
analysis on two subgroups (as shown in Fig. 5, A, B). PI3K-Akt signaling pathway,
cell cycle signaling pathway, p53 signaling pathway and so on are enriched with cancer
related way in aggressive subtype (C2). There were some related pathways in lower
risk survival subtype (C1), such as, Drug metabolism-cytochrome P450, metabolic
pathways and fatty acid degradation and so on. These pathways are of great signifi-
cance for studying the prognosis of liver cancer.

4 Conclusion

In this paper, we proposed an integration framework based on deep learning and
network fusion on the multi-omics data and survival data of liver cancer to predict the
survival of HCC patients, and have identified two subtypes with significant survival
differences (Log-rank P value = 1.93e−09, C-index = 0.78) at the molecular level.
Then we train an XGBoost classifier, and then use the new data to verify the classi-
fication model, we get GES31384 (Log-rank P value = 7.18e−04, C-index = 0.70) and
GSE14520 (Log-rank P value = 5.73e−06, C-index = 0.74). The results show that our
experimental method has achieved good prediction and classification results. Our
method is very helpful to the clinical treatment and prognosis of patients. Moreover, the
C2 subtype is enriched with PI3K-Akt signaling pathway, cell cycle signaling pathway,

Fig. 5. KEGG pathway analysis of DEGs for the two subtypes. (A, B) KEGG pathway analysis
for C1,C2.
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p53 signaling pathway and so on. The stemness markers (CD24, KRT19, EPCAM) that
associated with the C2 subtype. And we also found that there are 28 genes different
between the two survival risk groups we identified and have a strong connection with
liver cancer survival.

Combining the survival data with the multi-omics data in the research of HCC will
improve the prediction accuracy of molecular subtype. Our experiment is very helpful
for the clinical prognosis and treatment of HCC.
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Abstract. This paper proposes an ensemble of forecasting methods based on
neural networks/recurrent neural networks (E-LSTM). The aim of the algorithm
is to help organizing the planting cycle using short-term rainfall forecasts when
the data are taken from a single observation point. The computational models are
carried out for univariate rainfall time series by of multi-step prediction horizons
in combination of nonlinear autoregressive models (NAR) modified by several
approaches such energy associated to series, subsampling methods and their
combinations, which are heuristically modified by Bayesian inference and sta-
tistical roughness in the learning process. The study analyses and compares the
relative advantages and limitations of each algorithm against the aforementioned
to forecast rainfall from 1 to 6 months ahead. Simulation results illustrate the
effectiveness of the E-LSTM approach through different series classified by their
statistical roughness in both, the learning process and the validation test using
the SMAPE and RMSE metrics. Comparisons also are made by adding frac-
tional Gaussian noise to highlight the performance and constraints of the
ensemble approach.

Keywords: Rainfall � Time series forecasting � Ensemble � LSTM recurrent
neural networks

1 Introduction

Precipitation Forecast is important for many decision makers who are sensitive to the
occurrence [1]. The complexity of systematically predicting rainfall time series with a
small amount of observations is an exciting challenge that misinterpretation of what the
forecast represents can actually lead to poorer decision-making. One key scope to see is
whether a model incorporating localized short or long rainfall data can provide rea-
sonably simple but better method for farmers to improve the odds in their favor of
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starting cultivation for the next six months while taking risks during the crop cycle [2].
The motivation of this paper is to reliably present state-of-the-art methods to estimate
water availability useful for guiding the crop in the semi-arid regions of Argentina. The
scope of this research is to contribute with the development of ensemble of neural
networks-based robust algorithms to predict short-term rainfall series, mainly from
single geographical points, which is considered one of the most likely to receive these
benefits, but not the only one. The aforementioned tools provide opportunities of
changing the distribution of planting cycle based on spatial and temporal variability of
water amount in a short-medium term that follows the closed-loop scheme as in [3]
(Fig. 1).

This paper, while recognizing the difficult task of accurately predicting long-short
rainfall series, primarily due to the seasonal pattern or characteristic that rainfall series
present [4]. Thus, it is proposed to actually exploit the hypothesis of an fBm-based-
behavior as an underlying generator process by the estimation of the Hurst parameter.
This can be interpreted like the statistical roughness of the series in this research [5].
Having saying that, and in view of the highly nonlinear relationships governing the
rainfall phenomenon, it is assumed that long-short-long term rainfall forecasting can be
modeled as a trace of a stochastic process [6], showing that scaling models of rain can
provide attractive parsimonious representations over a wide range of scales and are
supported by theoretical arguments and empirical evidence which rainfall exhibits
stochasticity and scale-invariant symmetry [7]. Some recent developments in stochastic
rainfall analysis drive towards scaling issues by using wavelet transforms [8].

In order to give an idea of statistical roughness of rainfall series and determines its
long-short stochastic dependence, the Hurst parameter is used for tuning the neural
networks parameters as well. The limitation of the neural networks methods is that
though these demonstrated preeminent performance of ANNs [9], these algorithms
were not evaluated against statistical methods, using small set of heterogeneous time
series. This ignored evidence within the forecasting field on how to design valid and
reliable empirical evaluations [10].

CONTROL SYSTEM CULTIVATION&
ENVIRONMENT

u(x,k,{Ro})

x(k)

STATE 
OBSERVER

CROP’S 
CHARACTERISTICS

{xe}

PREDICTOR 
SYSTEM

ENVIRONMENT’S 
CHARACTERISTICS

Rainfall
Forecast

Fig. 1. Representation of the close-loop control system scheme based on guiding the crop.
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However, due to rainfall forecasting involves a rather complex nonlinear data
pattern; there are plenty of novel forecasting approaches using different computational
intelligence and statistical methods to improve the horizon of the forecast [11].
Recently, due to the significant progress in the fields of pattern recognition method-
ology, ANNs and their hybrid combinations are the most employed to forecast rainfall
[12], since the idea behind the proposed hypothesis is toward an automatic rainfall time
series forecasting [13]. In fact, what is important to notice is that rainfall forecast is far
from being satisfactory, even though nowadays it is possible to access big data sources.
The crop yield instead, depends on a number of weather factors but is more commonly
influenced by rainfall [14]. Farmers have historically had no management tools that can
effectively assist them in predicting the monsoon due to climate change. Even faithfully
recorded monthly or daily rainfall data have not been very useful in improving the
upcoming growth season in comparison with making a choice based on experience and
the chance of getting it at least 50% of the time [15]. Based on this, many studies have
been conducted for the quantitative precipitation forecasting using diverse techniques
[16]. Subsequently, we introduce brief commentaries on recent research. Venkatesan
et al. employed the ANN to predict the all India summer monsoon rainfall with
different meteorological parameters as model inputs [17]. Chattopadhyay constructed
an ANNs model to predict monsoon rainfall in India depending on the rainfall series
alone as well as employing univariate modelling of summer-monsoon rainfall time
series [18]. Wang et al. found that rainfall has a strong autocorrelation of seasonal
characteristics in time series. They utilized seasonal periodicity with a seasonal
autoregressive and moving average (SARIMA) methodology to analyze the statistical
data of precipitation [19]. Studies related to rainfall forecasts have been conducted in
Argentina, particularly in the center and northwestern region using Fourier analysis and
linear/nonlinear regression models based on time series of meteorological variables
recorded at specifics points. In a recent survey, Rodriguez Rivero et al. [20, 21] and
Pucheta et al. [22] reports several applications of neural networks based forecasting
approaches facing the long-short-term stochastic dependences.

In this paper, an ensemble of methods called E-LSTM is grounded on Bayesian
Approaches such as (RNN-BA) [23] a LSTM recurrent neural network with a full-
connected layer to form a regression model for prediction in order capture the temporal
relationship among time series data using the Bayes information of the weights updated
following a heuristic approach to adjust and update the number of iteration of the
RNNs using the roughness of the series measured by the Hurst parameter, plus the
addition of Bayesian Enhanced (BEA) [20] and Bayesian Enhanced Modified (BEMA)
[24] techniques, mostly used to predict time series data from well-known chaotic
systems.

Such approaches have been utilized to investigate to what extent can an ensemble
of artificial neural networks actually be accurate and precise in term of rainfall pre-
diction horizon for farmer’s decision-making. To study the performance and the lim-
itation, we compare it against nine models, Bayesian Enhanced Ensemble Approach
(BEEA) [25], Bayesian Enhanced Modified Combined Approach (BEMCA) [26],
BEMA [24], BEMA [27], BEA [20], BEMA [28], Energy Associated to Series
(EAS) [29], Sub Sampling Nonparametric Methods (SUB2-3) [30], Neural Network
Modified (NNMod.) [31], where the BA and NNMod. were used as a baseline.
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The experiments results indicate an improvement of the E-LSTM approach throughout
rainfall time series, thus confirming the applicability using small datasets. The
remainder is structured as follows: Sect. 2 provides the methodology implemented with
a particular interest in the ensemble approach employed, and with Sect. 3 showing the
experimental setup using datasets of monthly rainfall. Section 4 shows the prediction
results with statistical evaluation of all models. Lastly, Sect. 5 presents some discus-
sions and concluding remarks.

2 Methodology

2.1 Ensemble of LSTM RNNs and ANNs Modified Approaches

To take advantage of the characteristic that ensembles owns, we follow an extension of
the BEEA approach [25], which makes use of two out of three techniques deemed in
this research, such as the BEA [20] that consist of the Bayes assumption used to update
a prior distribution into a posterior distribution by incorporating the information driven
as likelihood function from fractional Brownian provided by neural networks weights
from observed data in order to generate point forecasts into a predictive distribution for
the future values. The second is the BEMA [24] that comprises of the BEA method
modified by Renyi entropy. The Renyi entropic information is used to update the neural
network parameters in order to combine this with a prior distribution inferred into a
posterior distribution provided by neural networks weights from observed data in order
to generate point and interval forecasts by combining all the information and sources of
uncertainty into a predictive distribution for the future values. The latter is the LSTM
RNN-BA [21] that heuristically adjusts the weights of the neural nets modified by
Bayesian learning and statistical roughness (H parameter measured in the series). The
proposed model combination is depicted in Fig. 2 as follow:

The reason behind the models selected was due to the fact that their performance to
capture the long-short term dependence as a counterpart amongst other approaches
(Fig. 3).

Training
DATASET

BEA model

BEMA model

RNN-BA

Σ Weighted 
Average

Fig. 2. Ensemble of Bayesian approches (E-LSTM).
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Fig. 3. Alta Gracia Rainfall (AG) Forecasting; a) rainfall series using the E-LSTM approach, b)
prediction horizon of 6 months out-of-sample with fractional Gaussian noise.
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Fig. 4. Balnearia Rainfall (BAL) Forecasting; a) using the E-LSTM approach, b) prediction
horizon of 6 months out-of-sample with fractional Gaussian noise.
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Fig. 5. Calamuchita Rainfall (CA) Forecasting; a) rainfall series using the E-LSTM approach, b)
prediction horizon of 6 months out-of-sample with fractional Gaussian noise.
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Fig. 6. Las Varillas Rainfall (LV) Forecasting; a) rainfall series using the E-LSTM approach, b)
prediction horizon of 6 months out-of-sample with fractional Gaussian noise.
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3 Experimental Setup

Four short monthly cumulative rainfall series from Province of Cordoba, Argentina
were analyzed in this study. The stations are from Calamuchita (−31.914218,
−64.310961), Alta Gracia (−31.679583, −64.430465), Balnearia (−31.016841,
−62.643746) and Las Varillas (−31.869773, −62.749611) collected by farmers. The
monthly rainfall series data were collected by agricultural producers between January
2000 and December 2014. Hereafter, the following acronyms are used for rainfall-
series, Calamuchita (CA), Alta Gracia (AG), Balnearia (BAL) and Las Varillas (LV).

The monthly rainfall average was corroborated by area-weighted observations at
weekly bulletin from National Institute of Agricultural Technology (INTA) measured
uniformly upon the province. Each rainfall series is partitioned into three parts as
training set, non-dependent cross-validation set and testing set [32].

The training set served the model training and the testing set was used to evaluate
the performances of models. The non-dependent cross-validation set aimed to imple-
ment an early stopping approach for avoiding the overfitting. The same data partition
format was adopted in four rainfall series: the first half of the entire data as training set
and the first half of the remaining data as cross-validation set and the other half as
testing set [33]. The length of each series is n as shown in Table 1.

3.1 Hosking Method for Rainfall Time Series

The Hosking method is an algorithm to compute Fractional Gaussian Noise
(FGN) [34]. This method is based on the key fact that a particular sample can be
completely computed given its past. In other words, the method generates xn+1 given
xo, … …, xn recursively. From this result, we then just have to apply the algorithm
recursively until we produce enough samples. The forecast performance is shown by
predicting 6 future values from each time series simulated by a Monte Carlo of 500
trials with fractional Gaussian noise to specify the variance. The fractional noise was
generated by the Hosking method with the H parameter estimated from the data time
series. The mean and the variance of 500 trials of the forecasted horizon values are

Table 1. Length and statistical roughness measured by the Hurst parameter of rainfall series.

Series N (Length) H (Statistical roughness)

Alta Gracia (AG) 48 0.31
Calamuchita 136 0.007
Balnearia (BAL) 79 0.29
Las Varillas (LV) 120 0.064
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shown at each rainfall time series. Such outcomes for one (30%) and two (69%) sigma
are shown in Fig. 4 (b), Fig. 5 (b). Figure 6 (b) and Fig. 7 (b).

In the experiments, we have split the data into two parts: the training set and the test
set. In the training phase, each of the individual models is trained with parameters
optimization given by each filter. This means that every model is constructed by its
optimal values of their respective parameters. The next subsection shows the set-up of
the BA-RNN used in the ensemble model.

3.2 Recurrent Neural Networks Setup (BA-RNN)

The startup of the RNN is as follow:

• lx = 25 (length of the input)
• Gate Non-linearity = sigmoid;
• Input-Output non-linearity = tanh;
• Training epochs = 50;
• Iteration per epoch it = lx;
• Learning rate w = 2e−3;
• Training percent = 0.80;
• Number of hidden neurons = 512;
• Dropout rate = 1.0;
• Weight decay = 1e−8;

3.3 Forecast Error Metrics

There are some commonly used accuracy measures whose scale depends on the scale
of the data. These are useful when comparing different methods on the same set of data,
but should not be used, for example, when comparing across data sets that have
different scales. The most commonly used scale-dependent measures are based on the
absolute error or squared [35].

The computational results with addition of fractional Gaussian noise in the time
series are presented in Table 2 showing metrics of 6-out-of-sample forecast horizon.
The performance of various models during calibration and validation were measured by
the Symmetric Mean Absolute Percent Error (SMAPE) proposed in the most of metric
evaluation [36], defined by

SMAPES ¼ 1
n

Xn

t¼1

Xt � Ftj j
Xtj j þ Ftj jð Þ=2 � 100 ð1Þ

where t is the observation time, n is the size of the test set, s is each time series, Xt and
Ft are the actual and the forecasted time series values at time t respectively.
The SMAPE of each series s calculates the symmetric absolute error in percent between
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the actual Xt and its corresponding forecast value Ft, across all observations t of the test
set of size n for each time series s. The Root Mean Square Error (RMSE) is as follows,

RMSES ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

t¼1

Xt � Ftð Þ2
s

ð2Þ

where is calculated by dividing the difference between actual value Xt and forecasted
value Ft (known as the forecasting error) by the actual value Xt, where i is the series, t is
the forecast period and s is the forecasting method.

4 Results

Although the comparison was performed on LSTM-RNNs and ANNs-based filters, the
experimental results confirm that E-LSTM method can effectively outperform in terms
of SMAPE and RMSE indices show the experimental results from Alta Gracia,
Calamuchita, Balnearia and La Sevillana.

Table 2 show the experimental results from Alta Gracia, Calamuchita, Balnearia
and La Sevillana. The outcomes of E-LSTM are quite slightly better than the other
methods proposed across the SMAPE and RMSE indexes (highlighted in red). Fur-
thermore, we observed that there were relationships involving trade-offs between how
short the series is and the roughness of the series (measured by Hurst Parameter). The
shorter the series is, the worse the prediction is. Nevertheless, the performance was not
considerably worse than cited by [27]. The assessment shows that even though the E-
LSTM has a significance improvement measured by SMAPE and RMSE index across
all series, it means that model averaging has a great impact on prediction values instead
of using a single predictor model, such as BEEA when dealing with small dataset.

5 Discussion and Conclusion

This paper reports the results of an ensemble algorithm E-LSTM that outputs the
average of three ANNs models, the BA-RNNs that heuristically adjusts the parameter
of the recurrent neural network’s weight taking into account Bayesian learning and the
Hurst parameter associated to the rainfall series in the training process plus the BEA
and BEMA aforesaid before. The study analyzed and compared the relative advantages
and limitations of each time-series predictor filter technique. The election of BEMA
and BEA to jointly build the ensemble forecasting was because of their good perfor-
mance in capturing the short-term dependency of the series.

Although the comparison was performed on LSTM-RNNs and ANNs-based filters,
the experimental results confirm that E-LSTM method can effectively outperform in
terms of SMAPE and RMSE indices.
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Table 2. Comparison of Forecasting Methods using Fractional Gaussian Noise of 6 Months out-
of-sample.

Series Method Real Mean Forecasted Mean SMAPE RMSE

AG

E-LSTM 47.78  47.69 0.15 2.35    
BEEA 47.78  47.95 0.25 3.45
BEMCA 47.78  48.15 0.29 5.19
BEMAmod 47.78  48.05 0.27 5.08
BEMA 47.78  46.95 0.29 5.14
BEA 47.78  47.20 0.31 6.01    
BA 47.78 67.21 0.94 17.76
EAS 246.76 221.08 3.54 75.21
SUB2-3 47.78 32.73 1.01 18.59
NNMod. 47.78 13.84 0.89 17.91

CA

E-LSTM 69.57 59.55 0.11 6.55
BEEA 69.57 56.41 0.18 7.88
BEMCA 69.57 52.12 0.22 8.10
BEMAmod 69.57 54.77 0.23 8.23
BEMA 69.57 55.23 0.23 8.45
BEA 69.57 51.2 0.22 8.63
BA 69.57 41.64 0.35 13.50
EAS 525.56 424.39 0.53 23.80
SUB2-3-6 69.57 63.08 0.55 15.82
NNMod. 69.57 52.90 0.23 8.12

BAL 

E-LSTM 90.28 93.10 0.16 5.43
BEEA 90.28 94.53 0.19 6.11
BEMCA 90.28 99.10 0.21 6.45
BEMAmod 90.28 98.02 0.23 7.01
BEMA 90.28 98.91 0.26 7.08
BEA 90.28 102.34 0.25 7.35
BA 90.28 48.54 0.69 23.65
EAS 332.14 338.20 0.80 25.59
SUB2-3 90.28 58.64 0.53 19.63
NNMod. 90.28 79.94 0.96 27.81

LV

E-LSTM 25.85 22.73 0.19 5.38
BEEA 25.85 21.45 0.21 6.11

BEMCA 25.85 28.23 0.22 6.34

BEMAmod 25.85 21.67 0.23 6.56

BEMA 25.85 20.93 0.24 6.76

BEA 25.85 30.56 0.24 7.28

BA 25.85 20.93 0.32 9.93

EAS 187.34 174.47 0.42 12.12

SUB2-3-6 25.85 35.63 0.95 26.27

NNMod. 25.85 32.33 0.41 13.34
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The outcomes of E-LSTM are quite slightly better than the other methods proposed
across the SMAPE and RMSE indexes (highlighted in red). Furthermore, we observed
that there were relationships involving trade-offs between how short the series is and
the roughness of the series (measured by Hurst Parameter) shown in Fig. 7 by aver-
aging the SMAPE and RMSE across all prediction horizons of each rainfall series in
comparison.

The shorter the series is, the worse the prediction is. Nevertheless, the performance
was not considerably worse than cited by [28]. The assessment shows that even though
the E-LSTM has a significance improvement measured by SMAPE and RMSE index
across all series, it means that model averaging has a great impact on prediction values
instead of using a single predictor model, such as BEEA when dealing with small
rainfall dataset. From the comparison one can intuitively deduct that the uncertainties in
the data can be modeled assuming a priori function of the series nonlinearity as a trace of
an fBm, that generates the underlying process. Despite of the nature of the time series,
which not only include nonlinearity, nonstationary, noise, but and in particular, limit
quantity of data. The discussion of how ensemble models can successfully approximate
the quantitative dynamics of the time series data due to changes in the parameters
associated with single methods dealing with latent variables remains open for study,
mainly. This research acknowledges when applying neural networks to rainfall time
series modeling, that important issues appears such as proper input variable selections,
and balancing bias/variance trade-off of a model. In fact, when sufficient data is available
for training and validation, the increase in the SMAPE index is shown particularly in
Table 2. As expected, the short series has much worse performance than the longer.

Other important drawn conclusion is that empirical simulations have demonstrated
that no technique alone is sufficient, but a combination of selected models and techniques
yield superior results. As a way forward we will focus on the use of inverse entropy as a
technique to modify heuristically the training of the ensemble learning algorithms.

(a) (b)

Fig. 7. a) SMAPE performance throughout forecast horizons and methods, b) RMSE
performance throughout forecast horizons and methods.
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Abstract. Identification of drug-disease association is crucial for drug devel-
opment and reposition. However, discovering drugs which are associated with
diseases from in vitro testing is costly and time-consuming. Accumulating
evidence showed that computational approaches can complement biological and
clinical experiments for this identification task. In this work, we propose a novel
computational method Node2Bio for predicting drug-disease associations using
a highly efficient biomolecular network representation model. Specifically, we
first construct a large-scale biomolecular association network (BAN) by inte-
grating the associations among drugs, diseases, proteins, miRNAs and lncRNAs.
Then, the network embedding model node2vec is used to extract network
behavior features of drug and disease nodes. Finally, the feature vectors are
taken as inputs for the XGboost classifier to predict potential drug-disease
associations. To evaluate the prediction performance of the proposed method,
five-fold cross-validation tests are performed on a widely used SCMFDD-S
dataset. The experimental results demonstrate that our method achieves com-
petitive performance with a high AUC value of 0.8569, which suggests that our
method is a useful tool for identification of drug-disease associations.

Keywords: Drug-disease associations � Drug reposition � Drug-disease
association � Node2Bio � Biomolecular network

1 Introduction

Drug-disease association is almost involved in the entire process of drug repositioning,
providing a theoretical basis for the discovery of new drug efficacy. Therefore, it is a
prospective task to explore as many new drug-disease associations as possible. In
recent years, several computational methods of drug-disease association based on drug
target information, drug structure information, disease semantic information and other
information sources have been proposed. For example, some methods use disease,
drug and drug target to predict drug-disease associations (TL-HGBI). Drug - disease
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association prediction based on drug target information is a popular method [1]. Drug
targets are also considered to be one of the sources of information for predicting drug-
disease interactions, but the computational conditions for these methods are that the
drug can find the corresponding drug target information. In these methods, a three-layer
heterogeneous network is typically constructed using drugs, diseases, and drug targets,
and the network is constructed based on the distribution of similarity measures [2].
Combining multiple associated sources of information provides more insight into
predictive drug-disease association than using only drug targets as sources of infor-
mation [3]. Therefore, how to effectively integrate more information sources has
attracted wide attention [4].

Inspired by graph representation learning, we re-examine some basic relational
prediction problems from the perspective of graphs to find better solutions. Graph is a
basic and commonly used data structure. Many scenes in the real world can be
abstracted into a graph structure, such as social network, traffic network, etc. [5]. The
biomolecule in the cell can also be viewed as a graph structure, with the association of
different types of biomolecules forming the edges of the graph and the biomolecules
serving as the nodes of the graph [6]. Using graph theory to develop reliable bio-
association graph technology to solve bio-association prediction problem will have a
subversive impact on current bioinformatics research [7]. There is no doubt that the
seamless integration of graph with biomacromolecules will drive the development of
the post-genomic era [8].

The prediction of nodes and edges is an important task in network analysis [9]. In
the node classification task, the most likely node label in the prediction network is the
first task [10]. For example, in the drug-target interaction network, the focus is on
predicting the functional labeling of drugs [11]. Similarly, in a molecular association
network, we want to predict whether a pair of nodes in the network should have an
edge that connects them [12, 13]. Predicting nodes and edges can help us discover new
interactions between drugs and diseases [14]. Node2vec is an algorithm framework for
learning the continuous feature representation of nodes in a network [15]. It defines a
flexible concept of node network domain and designs a biased random walk process to
effectively explore different network domains [16].

Computational methods used to find new drugs and disease associations can solve
the problem of high cost and low efficiency, so it has important practical significance
[17]. Based on the similarity of biomolecular association network and graph structure,
this paper proposes a biomolecular network representation learning model to predict
drug-disease association [18]. The model is based on the biomolecular network rep-
resentation method Node2Bio and XGboost classifier [19].

The biomolecular network consists of two parts: nodes (drugs, diseases, proteins,
ncRNA (miRNA, lncRNA)) and edges (the relationship of nodes) [20]. Each node can
be represented in two ways: attribute information of the node (such as the molecular
fingerprint of the drug and the phenotype of the disease) and a vector of relationships
with other nodes in the network embedding [21]. Finally, all node features are inte-
grated to form feature descriptors and imported into the XGboost classifier to predict
the association of each drug with all diseases [22]. It is worth noting that although the
main purpose is to predict drug-disease association, our proposed molecular association
network model and iterative update algorithm can be applied to other prediction
problems as well [23].
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2 Materials and Methods

2.1 Nine Kinds of Molecular Associations

To build amolecular association network, we need to download drugs, diseases, lncRNA,
miRNA and protein information from different data sources. Then the feature vectors of
drug, disease, lncRNA, miRNA and protein were calculated by different methods. All
known interactions are derived from existing databases [24]. Drugs and diseases are
downloaded from the CTD database and drugs SMILE is downloaded from DrugBank
[25]. Zhang et al. collated 18,416 drug-disease associations from the CTD database and
named this data set “SCMFDD-S” [26].Drug-protein associationswere collected from the
DrugBank database for a total of 11,107 associations. The Protein-protein association is
based on 19,237 associations in the STRINGdataset [27]. The Protein-disease association
was collected from the DisGeNET [28] database and a total of 25,087 associations were
collected. A total of 690 lncRNA-protein associations were collected from the
LncRNA2Target [29] database. A total of 1264 lncRNA-disease associations were col-
lected from the LncRNADisease [30] database and the lncRNASNP2 [31] database.
4494 miRNA-protein associations were collected from miRTarBase [32]. The miRNA-
disease association was collected from HMDD [33] for a total of 16,427. 8374 miRNA-
lncRNA associations were downloaded from lncRNASNP2 [31].

2.2 Disease MeSH Descriptors and Directed Acyclic Graph

In this study, we used the MeSH disease descriptor downloaded from the National
Library to calculate the semantic similarity of the disease. This representation is
described by a directed acyclic graph (DAG), in which nodes in the DAG represent
disease, and the ends of each edge are the parent and child nodes, respectively [34]. If
the disease p jð Þ is the parent of the disease p ið Þ, the disease p ið Þ can be described as:

DAGp ið Þ ¼ p ið Þ;Np ið Þ;Ep ið Þ
� � ð1Þ

where Np ið Þ represents the set of points for all diseases. Ep ið Þ contains all the edges in
DAGp ið Þ.

In DAGp ið Þ of disease s, the contribution of any ancestral disease p ið Þ to disease s is
as the formula:

Dp ið Þ sð Þ ¼ 1 if s ¼ p ið Þ
Dp ið Þ sð Þ ¼ max b � Dp ið Þ �sð Þj�s 2 children of s

� �
if s 6¼ p ið Þ

�
ð2Þ

In addition, disease p ið Þ contributes 1 to its own semantic value. Therefore, the
semantic value DV p ið Þð Þ of the disease p ið Þ is defined as follows:

DV p ið Þð Þ ¼
X

s2Np ið Þ
Dp ið Þ sð Þ ð3Þ

We hypothesized that the more DAG Shared between diseases, the higher the
semantic similarity score. The DAG similarity value SV1 p ið Þ; p jð Þð Þ of the disease p ið Þ
and disease p jð Þ is calculated as:
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SV1 p ið Þ; p jð Þð Þ ¼
P

s2Np ið Þ
T

Np jð Þ
Dp ið Þ sð ÞþDp jð Þ sð Þ� �

DV p ið Þð ÞþDV p jð Þð Þ ð4Þ

2.3 Stacked Autoencoder

Stacked auto-encoder (SAE) is a multi-layer neural network and is a deep learning
model that uses modular units to create deep neural networks [35]. The purpose of
Auto-encoder is to make the value of the output as close as possible to the value of the
input. Given a drug molecular fingerprint set x, autoencoder input x through an
expression to determine the mapping of hidden:

Y ¼ r W1xþ b1ð Þ ð5Þ

where r denotes the logistic sigmoid. Y is the result of the hidden representation, and x
is the reconstructed vector after mapping:

�x ¼ r W2xþ b2ð Þ ð6Þ

The stack auto-encoder is a combination of multiple autoencoders. The principle is
to use the output of the first layer of the autoencoder as the input of the next layer of the
autoencoder, and so on, to obtain the output of the last layer of the auto-encoder. In this
paper, a drug fingerprint obtains a descriptor representing a structural feature by a
stacked autoencoder.

2.4 NcRNA and Protein Sequence

We chose to encode the sequence using a 64 (4 � 4 � 4) dimensional vector encoding
ncRNA and analyzed it with K-mer, where k is taken as 3. The 3-mer mode is a sliding
window containing 3 nucleotides to analyze each transcription. In the initial state, the
number of occurrences of all patterns is set to 0. If the window matches exactly the
string in the transcript, the count is incremented by 1 and the slide continues. Finally,
divide the number of occurrences by the length of the sequence to get the normalized
frequency.

The article by Shen et al. [36] proposes that protein sequences can be encoded into
four classes based on the polar side chains of the amino acids. Each protein sequence is
characterized by a 3-mer. The ncRNA uses the same normalized frequency calculation
method.

2.5 Node Representation

In the molecular association network, many nodes and edges are involved in the
prediction task. We chose node2vec to learn the continuous feature representation of
nodes in the network [37]. Suppose just traversed go from edge (t, v) to node v.
Assume that the transition probability of the next step edge (v, x) is pvx. We set the
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unnormalized transition probability to pvx ¼ apq t; xð Þ � xvx, where dtx represents the
shortest path distance between nodes t and x:

apq t; xð Þ ¼
1
p if dtx ¼ 0
1 if dtx ¼ 1
1
q if dtx ¼ 2

8<
: ð7Þ

2.6 XGBoost

XGBoost algorithm has been widely applied in the field of bioinformatics. XGBoost is
an integration of several weak classifiers, in this case the CART regression tree model.
The objective function of XGBoost is defined as:

Obj ¼
Xn

m¼1
l ym; ŷmð Þþ

XK

k¼1
X fkð Þ ð8Þ

X fð Þ ¼ �T þ 0:5k xk k2 ð9Þ

Here l is a differentiable convex loss function that measures the difference between
the prediction cym and the target ym. The complexity of the X penalty model. The newly
generated tree is to fit the residual error predicted last time. When t trees are generated,
the prediction score is:

ŷ tð Þ
m ¼ ŷ t�1ð Þ

m þ ft xmð Þ ð10Þ

The target function is updated to:

L tð Þ ¼
Xn

m¼1
l ym; ŷ

t�1
m þ ft xmð Þ� �þX ftð Þ ð11Þ

In general, a second order approximation can be used to quickly optimize the target.
The approximate objective function is:

L tð Þ ’
Xn

m¼1
l ym; ŷ

t�1� �þ gmft xmð Þþ 1
2
hmf

2
t xmð Þ

� �
þX ftð Þ ð12Þ

where gm is the first derivative and hm is the second derivative.

gm ¼ @ŷ t�1ð Þ l ym; ŷt�1
� � ð13Þ

hm ¼ @2
ŷ t�1ð Þ l ym; ŷ

t�1� � ð14Þ

Since the prediction score of the former t � 1 tree and the residual of y do not affect
the optimization of the objective function, the objective function can be simplified as:
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~L tð Þ ¼
Xn

m¼1
gmft xmð Þþ 1

2
hmf

2
t xmð Þ

� �
þXf tð Þ ð15Þ

3 Results and Discussion

3.1 Evaluation Criteria

In order to verify the predictive power of our model. Five-fold cross-validation was
performed to verify. All samples were first randomly divided into nearly the same
number of five subsets. Each time four subsets are used as a training set and the
remaining subsets are used as test sets, the process is repeated five times so that each
subset can be used as a test set. Finally, the average of the five groups was taken as the
final result. Several evaluation criteria used in our study to estimate the predictive
power of our model, including sensitivity (Sen.), specificity (Spec.), precision (Prec.)
accuracy (Acc.) and Matthews correlation coefficient (MCC). The calculation method
is as follows:

Sen: ¼ TP
TPþFN

ð16Þ

Spec: ¼ TN
FPþ TN

ð17Þ

Prec: ¼ TP
TPþFP

ð18Þ

Acc: ¼ TPþ TN
TPþ TN þFPþFN

ð19Þ

MCC ¼ TP� TN � FP� FNffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TPþFPð Þ TPþFNð Þ TN þFPð Þ TN þFNð Þp ð20Þ

For further evaluation, we also compute the receiver operating characteristic
(ROC) curve, sum up the ROC curve in a numerical way, and calculate the area under
the ROC curve (AUC). We compute the precision-recall (PR) curve and calculate the
area under the PR curve (AUPR).

4 Results and Discussion

4.1 Five-Fold Cross-Validation on SCMFDD-S Dataset

We performed five-fold cross-validation on the SCMFDD-S data set to evaluate the
performance of Node2Bio in predicting drug-disease association [38]. The process of
cross-validation is to divide the data set into five equal parts, select a different set as the
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test set each time, and the remaining four sets as the training set, and repeat the
experiment five times [39]. Node2Bio yielded an average accuracy of 77.42%, sensi-
tivity of 75.25%, specificity of 79.59%, precision of 78.67%, Matthews correlation
coefficient of 54.90% and AUC of 85.69% with standard deviations of 0.24%, 1.01%,
0.74%, 0.41%, 0.46% and 0.12% [40]. To evaluate the performance of Node2Bio, we
compare it to some related methods of NTSIM-C. The comparison method uses the
same data set for five-fold cross-validation. The experimental results represented by
AUC are shown in Table 1. The results from experiments demonstrate that the per-
formance of Node2Bio is significantly better than the related methods of NTSIM-C.
Unlike the comparison method, Node2Bio combines nine molecular associations and
integrates related information from a cellular perspective to achieve significant pre-
dictive effects.

5 Conclusion

In this study, we proposed a computational method for predicting drug-disease asso-
ciations using a highly efficient biomolecular network representation model. The
proposed method leverages multiple types of relational data that are biologically
associated and constructs a heterogeneous network on which a graph embedding
technique, node2vec, is applied for feature extraction. Using the embedding feature as
inputs, we adopted the XGboost algorithm to do classification for drug-disease asso-
ciation. The experimental results are the proposed method to be effective, robust and
superior to existing methodologies. It is anticipated that the model we trained can be
applied to predict drug effects on different kinds of diseases on a large scale.

Funding. This work is supported by the Xinjiang Natural Science Foundation under Grant
2017D01A78.

Conflict of Interest. The authors declare that they have no conflict of interest.

Table 1. AUC comparison of Node2Bio-based method with different methods

Methods AUC (%)

NTSIM-C-target 84.40
NTSIM-C-enzyme 84.50
NTSIM-C-pathway 85.00
NTSIM-C-substructure 84.70
NTSIM-C-drug-drug interaction 84.30
Node2Bio 85.69
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Abstract. Atrial fibrillation (AF) is a common disease in elderly people which
is associated with high morbidity. Detecting AF with electrocardiogram
(ECG) recordings benefits them for early diagnose and treatment. Lots of
models based on convolutional neural network (CNN) have been proposed for
such purpose. However, how to train such models so as to get better perfor-
mance still remains challenging. In this paper, we put forward a dynamic
attention assistant training (DAAT) process for CNN model training, which can
not only improve the accuracy of verified strong ResNet on AF detection task,
but also help hardly trained DenseNet to get a good performance under the
precondition of a low proportion of positive AF samples, which usually occurs
in real tasks. The training process works even when some attention layers have
already been utilized within convolutional layers like SENet. (The source code
can be downloaded from https://github.com/mszjaas/DAAT).

Keywords: Atrial fibrillation � CNN � ECG � Dynamic attention assistant
training � Training method

1 Introduction

Atrial fibrillation (AF) is the most common cardiac arrhythmia affecting approximately
3% of the adult population, with great prevalence in elderly people [1]. This may come
from a right atrial re-entrant activity caused by an AF-maintaining substrate that right
heart produces when people are under diseases of lungs and pulmonary circulation,
which induces right atrial fibrosis and conduction abnormalities [2]. AF can often go
unnoticed and yet is a risk factor for stroke [3]. It is also associated with an increasing
risk of dementia and cognitive impairment [4]. AF detection can help with early
diagnose for patients to be aware and treated as soon as possible.

Main characteristics of AF lay on the absence of P-wave or irregular heart rate
variability [5]. Currently, the holter is a commonly used technology to detect AF by
monitoring electrocardiogram (ECG) signals. However, the traditional analysis of
ECGs is mainly done by experienced cardiologists, which is laborious and inefficient. It
is required to automatically analyze ECGs by using machine learning techniques.
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Now that deep learning models such as convolutional neural networks (CNN) have
achieved great success in many medical tasks [6], some researchers have proposed
CNN based methods for predicting AF via ECGs and achieved good results. Most of
the existing researches mainly focus on network architecture, model fusing and feature
extracting while few efforts are devoted to the model training, especially when suffi-
cient amount of data is not available.

Inspired by the work in [7], in this paper we propose a dynamic attention assistant
training (DAAT) process for assisting training CNN models with small positive data.
The key idea of DAAT is to introduce an assistant symmetric architecture during the
training process of, so that the model can reach to a good state by gradually reducing the
attention-like constraint. After the assistant architecture helps the model learn more from
the training data to get better performance, it can then be removed from the network.
(The source code can be downloaded from https://github.com/mszjaas/DAAT). In order
to verify the utility of DAAT, three CNNmodels are chosen to train for the AF-detection
task: ResNet [8], DenseNet [9] and SENet [10]. Both the static attention assistant
training (SAAT) and the DAAT are performed to train the models, and the second
method is proven more effective.

2 Related Work

2.1 Improving Accuracy of CNN Models on AF Detection Task

Feature extracting and model fusing are two common ways to improve the accuracy of
CNN models on the AF detection task. Tran et al. introduces the feature of ECG
sequence into multi-layer perceptron and the raw data into residual blocks followed by
Long Short-Term Memory (LSTM) and fuses the output into fully connected layers
[11]. Kharshid et al. extracts a 188-dimensions feature and feeds it into a residual
convolutional neural network for AF classification [12]. Lai et al. use both R-R interval
and F-wave frequency spectrum as features for training a CNN model [13]. Shen et al.
combines multi-classifier extracted features and neural network extraction features for
atrial fibrillation classification [14]. Zhu et al. pre-processes the ECG sequence and
detects AF with a 94-layer SE-ResNet [15]. Some also try to propose training method
for this task. Shi et al. pre-trains a multiple-input deep neural network by labeled
samples and post-train it by continuously fine-tuning on AF data [16].

2.2 Training Methods on CNN Models

There are three main methods to train a CNNmodel to perform better. (1) Add some new
limits to guide the training process. Zhang et al. proposes a hierarchical guidance and
regularization learning framework to utilize multiple wavelet features for training CNN
model [17]. Dong et al. use a weighted cross entropy loss to assist CNNmodel in learning
more from positive rather than negative labels [18]. (2) Do data augmentation or pre-
treatment. Liu et al. trains a CNN model by under-sampling the negative data and use
weighted cross entropy loss and focal loss to guide training [19]. Zheng et al. Proposes a
two-stage data augmentation method to improve accuracy of CNN on image
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classification [20]. (3) Transfer training with large size of unlabeled data. Huang et al.
proposes a two-stage transfer learning strategy in which they firstly initialize their CNN
model by learning texture from source data and then transfer it to train by target data [21].

3 Method

3.1 Twin Convolutional Model Architecture for Training

Similar to [7], a twin convolutional model (TCM) architecture is constructed as in
Fig. 1. For a CNN model to be trained, a copy of it is constructed to make the TCM
with two inputs. For every ECG sequence in training set, a reversed sequence is
obtained by flipping it horizontally. The pair of original and its reversed sequence act as
the inputs to the original and the copy CNNs of the TCM each followed by a global
average pooling (GAP) layer, a full-join classification (FC) layer and a softmax layer.

Let the output X 2 RN�C�T of TCM, and the weight W 2 RL�C of FC, in which N,
C, T, L refers to number of batch, channel, sequence and label respectively. W can be
interpreted as the weight of each channel for each label. The class activation mapping
M can be computed by X and W as Eq. (1):

MlðtÞ ¼
XC

c¼1

Wðl; cÞXlðtÞ ð1Þ

Ml(t) corresponds to the heatmap of attention at time slot t for the classifier to point
to a label [22]. Since two output Xs come from symmetrical inputs, M can also be

Fig. 1. Architecture of the twin-convolutional-model. loss1, loss2 and loss3 refer to lossorgin,
lossreverse and lossassit in Eq. (3).
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supposed symmetrical. So M is flipped horizontally again and calculate the variance of
it to another M, and define the loss of attention as Eq. (2):

lossassist ¼ 1
LT

XL

l¼1

XT

t¼1

M1
l ðtÞ � flipðM2

l ðtÞÞ
�� ��2 ð2Þ

Then the total loss function can be defined as Eq. (3)

losstotal ¼ losslabel þ k � lossassist; losslabel ¼ lossorigin þ lossreverse ð3Þ

where k is a weight parameter of lossassist, which adjusts the influence of the attention
loss item.

3.2 Dynamic Attention Assistant Training Process

Generally, the models are trained by fixing a predetermined value for the parameter k,
which is call as SAAT process. In order to get a good model with high performance, an
appropriate value of k is needed. Too large or too small k would imports too much or
too less assistance to training model than an appropriate one.

Different from the usual one, this research proposes the dynamic attention assistant
training (DAAT) process which is not just modifying the parameter k, but also bal-
ancing the assisting for training and the impacting on the strength of model. The
process contains two stages: pre-training and refining. In the pre-training stage, k be-
gins with an initial value k0, and then dynamically decreases along with the epochs of
the model training; in the filtering stage, the pre-trained model is refined by being
trained other epochs without TCM architecture.

By the way, the parameters of the models will update as the average of corre-
sponding new ones during each batch. Best parameters are remained at the end of each
epoch. After training, the original trained CNN model can be used on the AF-detection
task by simply removing the copy one.

4 Evaluation Experiment

In order to evaluate whether the proposed DAAT method can help to get a good AF-
detection model from unbalanced data where the labeled AF data only accounts for a
small proportion, three widely used CNN models are chosen and respectively installed
in the TCM training architecture (Fig. 1). Two kinds of training strategies (SAAT and
DAAT) are carried out and the comparing results are shown in this section.

4.1 Data Set

The experiment data set comes from physionet2017 database [23], containing 8528
ECG recordings of four types (Normal, AF, Other rhythm, Noisy). The number and
proportion of the four types of data are shown in Table 1, from which we can see that
the data is very unbalanced and the proportion of AF data is very small. Though this
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paper mainly focuses on the detection of AFs, a four-class classifier is used without
doing any class combination. Furthermore, No data augmentation is performed on AF
class in the training process. The original length of the ECG sequence is extended or
clipped to 9,216 as a power of 2 to fit the CNN models in which extension is
implemented by appending 0 s.

Each weight of constitutional kernel is initialized as in [24]. Adam optimizer is
used with learning rate 0.0001 for model training [25]. Each training goal is to train the
model to get higher overall accuracy. Overall classifying accuracy and its F1 score on
AF class are investigated. F1 score is calculated as [23].

4.2 Experiment Settings

During SAAT process, different k values are chosen to observe how the weight of
lossassit affects model training. Each model is trained for 300 epochs.

During DAAT process, the initial value of k is set referring to the best one in the
SAAT process. (That doesn’t means a SAAT process is necessary before DAAT. The
initial value of k can also be set as any other values at different magnitude tentatively.)
During the pre-training stage, k declines at an exponential rate of 10−1 each 50 epochs,
and the model is totally pre-trained 200 epochs. Then in the refining stage, the pre-
trained model in the TCM architecture will be retrieved and trained another 100 epochs
with the original ECG sequence.

4.3 CNN Models Chosen for Training

Three CNN models are chosen to do the validation experiments: ResNet [8], DenseNet
[9] and SENet [10]. ResNet has been used for the same task with data augmentation
and integrating some other data; DenseNet is hardly trained and performed not very
well in this task; SENet contains lots of attention process between convolutional layers.
Since the assistant training method looks like working with an attention mechanism at
the output of last convolutional layer, the method is also performed on SENet to verify
it works when attention processes has been used within convolutional layers. For each
kind of CNN, the TCM training architecture is constructed to train the model.

Table 1. Profile of ECG data

Type Number Proportion (%)

Normal 5,154 60.5
AF 771 9.0
Other rhythm 2,557 30.0
Noisy 46 0.5
Total 8,528 100
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5 Result

5.1 Influence of the Attention on the Performance of the Model

The performances of models trained by SAAT process are shown in Fig. 2, illustrating
that the changing tendencies of performance along with k are similar for three models:
too large or too small k provides less assistance for training model than an appropriate
one. As −lgk decreases from large value (corresponding to the increasing of k), the total
accuracy along with F1 score of AF rises, which means the lossassit contributes to total
loss and SAAT helps the model to be trained better. However, the model performs
worse when k continues increasing. This issue may arise out of the less significance of
losslabel and more dominance of lossassit in the total loss, in which case models may
learn less from labels and show poorer performance. Accurately, three models achieve
the highest accuracies when k is set to 10−3, 10−5, and 10−2 respectively.

The tendency mentioned above seems not so strong on ResNet as it is already
strong enough for AF-detection task and SAAT doesn’t help improve a lot. While as
for DenseNet which can hardly be trained for AF detection (DenseNet always stays
over-fitting during the 300 epochs of training by common methods, while no over-
fitting happened when using DAAT or SAAT), k over 10−5 can assist to detect AF
powerfully. SENet can also benefit obviously from SAAT in the same trend regardless
of the asynchrony of largest accuracy and F1 score of AF.

Note that only label loss works when k is zero (not shown), and the result is simply
like doubling number of ECG sequences. While models get lower accuracy, which
comes to the conclusion that models achieve better performance not because of data
augmentation but the help of lossassist.

5.2 Models Trained by DAAT

Different from SAAT, DAAT process dynamically balances the significance of lossassit
and lossorigin. In the pre-training stage, weight of the assisting of lossassit decreases,
which leads the models to learn more from labels. From Table 2 the classifying
accuracy of three models trained by DAAT (even just the models pre-trained for 200
epochs) can be higher than the best one trained by SAAT. Moreover, both SAAT and
DAAT make use of the assistant attention mechanism to train the models, thus the
models can learn more and achieve better performance than the original one. Table 2
also shows that the attention assistant training method can promisingly improve the
performance of DensNet which is hard to train by using traditional methods.
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Training performance of these three models can still improve a little after 100
epochs of post-training in the common training way (see Table 2). Especially the
accuracy of SENet increases 0.018 than before. These indicates that the training

Fig. 2. Performance of the models trained by SAAT at different –log(k). A. Resnet;
B. DenseNet; C. SENet.
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method can help train a CNN model to a good initial state in which it can be trained
better by common training method after tearing away the assistant facilities.

As for k, no special values are tuned in DAAT and SAAT. DAAT performs a little
better than SAAT with best value of k. It can be due to the gradual loosing restriction of
symmetry but not a proper value of k, since k in DAAT declines lower than the best
value of k in SAAT at the beginning of training and the model gets better accuracy and
F1 score. Lossassist introduces symmetry into the training of model parameters, whereas
ECG records are in fact not symmetrical, which leads to the slightly weaker perfor-
mance of model trained by SAAT process with best value of k.

5.3 Heatmap of the Output of TCM

The channel-combined outputs of TCM M or the above mentioned class activation
mapping (see Eq. 1) for both original and reversed inputs are reviewed manually as
Guo et al. do [7]. In their result, hot regions giving high number in the outputs can
overlap symmetrically, which can be regard as the attention a model used to judge and
classify. While this can be hardly seen except for some short records with long padding
zeros (not shown in paper). There is an example in Fig. 3. The brighter in heatmap
means the higher value of M. As is supposed, the value of M in subplot b should
overlap the flipped output of reversed input in subplot c and all of the longer RR
interval in subplot a, which acts as a hint for AF event, should be brighter in subplots b
and c as the interval in dashed red square do. This result may be due to two reasons.
Firstly, sequence region with AF can hardly be tagged because doctors still need to see
a long interval of ECG sequence and compare each interval to judge if AF happened in
that record. That is to say the attention spreads on the whole length rather than on some
specific regions. Secondly, ECG records are one-dimension data, of which the attention
may perform in other ways rather than the channel-combined output. The improvement

Table 2. Comparing results of models trained by different strategies

Type Epoch Accuracy F1(AF)

ResNet 300 0.839 0.720
ResNet(SAAT:BEST) 300 0.847 0.740
ResNet(DAAT:pre-training) 200 0.853 0.770
ResNet(DAAT) 300 0.860 0.770
DenseNet 300 0.587 0.000
DenseNet(SAAT:BEST) 300 0.841 0.720
DenseNet(DAAT:pre-training) 200 0.845 0.770
DenseNet(DAAT) 300 0.848 0.780
SENet 300 0.766 0.620
SENet(SAAT:BEST) 300 0.815 0.690
SENet(DAAT:pre-training) 200 0.810 0.680
SENet(DAAT) 300 0.824 0.690
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of model’s training performance may owe to some more complex reasons related to
symmetry we introduce into the models by attention assisting training process.

6 Conclusion

In this paper, a DAAT process is proposed for training CNN models on AF detection
task by which the trained model can be retrieved from the TCM architecture for using
as a common model. It works on verified excellent ResNet and improves its accuracy
without data augmentation. It also helps DenseNet to perform well which used to be a
little weak on AF detection task with a small amount of AF positive labels. DAAT can
also improve the performance of the CNN model which has used attention within
convolutional layers such as SENet. This method is promising for training models on
more tasks related to ECG classification especially when data is poor balanced. That
can be an alternative strategy when some models can hardly be trained in a normal way.
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Abstract. Long non-coding RNA is a class of non-coding RNAs, with a length
of more than 200 nucleotides. A large number of studies have shown that
lncRNAs are involved in various life processes of the Human body and play an
important role in the occurrence, development, and treatment of Human dis-
eases. However, it is time-consuming and laborious to identify the associations
between lncRNAs and diseases by traditional methods. In this paper, we pro-
pose a novel computational method to predict lncRNA-disease associations
based on a heterogeneous information network. Specifically, the heterogeneous
information network is constructed by integrating known associations among
drugs, proteins, lncRNA, miRNA and diseases. After that, the network
embedding method Online Learning of Social Representations (DeepWalk) is
employed to learn vector representation of nodes in heterogeneous information
network. Finally, we trained the random forest classifier to classify and predict
the relationship between lncRNA and disease. As a result, the proposed method
achieves average AUC of 0.8171 using five-fold cross-validation. The experi-
mental results show that our method performs better than existing approaches,
so it can be a useful tool for predicting disease-related lncRNA.

Keywords: lncRNA-disease associations � DeepWalk � Heterogeneous
information network � Network embedding � Protein sequence

1 Introduction

LncRNAparticipates in a variety of life processes, not only participating in variousprocesses
of organisms, but also closely related to the occurrence and development of diseases [1–9].
Studying the relationship between lncRNA and diseases can deepen people’s understanding
of the human disease mechanism at the lncRNA level and further improve the medical level
of human beings [10–25]. By analyzing the known lncRNA- disease association, it is very
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meaningful to develop a new calculation method to predict the potential lncRNA-disease
association and to provide the most likely lncRNA-disease association for experimental
verification [26–39]. the current lncRNA-disease prediction methods can be divided into
three categories [40]: Themethod based onmachine learning, the method based on network
model and the method based on non-known lncRNA-disease correlation data. Specifically,
Chen et al. [41] uses a semi-supervised learning algorithm to predict the potential correlation
between lncRNA-disease and proposes a LRLSLDA model. In this model, the known
lncRNA-disease correlation data are used for the first time to calculate the Gaussian nuclear
similarity of long non-coding RNA Gaussian nuclear similarity disease. Yang et al. [42]
constructed the lncRNA-disease bipartite graph network in the work and applied the prop-
agation algorithm to predict the network. This is the first method of prediction based on the
network model. Liu et al. [43] predicted lncRNA-disease association by integrating human
longnon-codingRNAexpressionprofile data, gene expressionprofile data andgene-disease
correlation data. This is also the first way to predict without using standard lncRNA-disease
data. As a rapidly developing discipline, the complex network has an important position in
various fields. Using a complex network model to predict lncRNA-disease will be an
important research direction in the future. Therefore, based on the heterogeneous informa-
tion network, this paper predicts the association of lncRNA-disease through the network
model based on sequence and network embedding.

2 Materials and Methods

2.1 Dataset

To ensure that heterogeneous information networks are more abundant, we download
positive training dataset data from several different databases, after data processing, as
shown in Table 1, at the same time, an equal number of unknown associations are
randomly generated as negative samples, and then positive samples and negative
samples are used as training sets. Finally, the heterogeneous information network
includes 105962 pairs of known associated data.

Table 1. The details of nine kinds of associations in the heterogeneous information network.

Relationship type Database Number of associations

miRNA-lncRNA lncRNASNP2 [44] 8374
miRNA-protein miRTarBase [45] 4944
miRNA-disease HMDD [46] 16427
lncRNA-disease LncRNADisease [47],

LncRNASNP2 [44],
Lnc2Cancer [48]

1680

Drug-protein DrugBank [49] 11107
Protein-disease DisGeNET [50] 25087
Drug-disease CTD [51] 18416
Protein-protein STRING [52] 19237
lncRNA-protein LncRNA2Target [53] 690
Total N/A 105962
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2.2 LncRNA and Protein Sequence

The attributes of molecular nodes can be represented by sequences, and the sequence
information of lncRNA is downloaded from the NONCODE [54] database. In the
process of coding the lncRNA and protein sequence, we get inspiration from the article
of Shen et al. [55], according to the polarity of the side chain, we divide 20 amino acids
into 4 categories. Therefore, a 64 (4 � 4 � 4) dimensional vectors is chosen to encode
the lncRNA sequence, where each feature represents the normalized frequency of the
corresponding 3-polymer (such as ACG, CAU, UUG) that appears in the RNA
sequence. Therefore, in the process of sequence representation, we use 64 dimensional
vector to represent the lncRNA coding sequence, in which each feature represents the
normalized frequency of the corresponding 3-mer in the lncRNA sequence.

2.3 Disease MeSH Descriptors and Directed Acyclic Graph

Medical Subject Headings (MeSH) is a tool widely used in medical information
retrieval. The purpose of this paper is to index periodical literature and books in the
field of life science.

In the MeSH descriptor hierarchy, the highest categories are: Anatomy [A], Biol-
ogy [B], Disease [C], Chemicals [D], etc. In this structure, any disease can be repre-
sented by a directed acyclic graph (DAG) [56] generated by MeSH, which can
effectively describe its characteristics. For disease A, DAG is denoted as DAG
(A) = (D (A), E (A)), where D (A) includes nodes representing the disease itself and its
ancestors, and E (A) consists of corresponding direct edges from the parent node to the
child node, representing the relationship between the two nodes.

In the same way, as described in reference [56], the contribution of each disease
semantics term to disease D is numerically studied as follows:

D1D Dð Þ ¼ 1
D1D tð Þ ¼ maxfD � D1D t0ð Þjt0 2 children of tg if t 6¼ D

�
ð1Þ

Where D 2 [0, 1] is the attenuation factor of the semantic contribution. The DAG (D),
disease D for the disease is clear, and the contribution of disease D to itself is 1. The
semantic score of disease D is defined by the following formula.

DV1 Dð Þ ¼
X

t2ND
D1D tð Þ ð2Þ

Assuming that the DAG of disease A and disease B share nodes, the semantic similarity
between disease A and disease B defined as equal diseases is calculated:

S1 A;Bð Þ ¼
P

t2 NA \NBð Þ D1A tð ÞþD1B tð Þð Þ
DV1 Að ÞþDV1 Bð Þ ð3Þ

S1 is the semantic similarity matrix of disease.
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2.4 Node Representation

In this paper, the heterogeneous information network we build is a complex network
composed of multiple nodes and edges. Here, we use DeepWalk [57] to represent
nodes in a heterogeneous information network as 64-dimensional vectors. DeepWalk is
a new way to learn the representation of nodes in a network. We used the method of
language modeling in the social network, so we can use the method of deep learning. It
can represent not only the nodes but also the topological relations between the nodes,
that is, the social relations of the social network.

When we input the network, the nodes with similar relationships represent the more
similar nodes in the topological relationship, and the output is the low-dimensional
vector of the nodes. Our goal is to map each node in the network into a low-
dimensional vector. That is, a vector is used to represent each node in the network, and
it is hoped that these vectors can express the relationship in the nodes in the network.

DeepWalk algorithm is a model in word2vec with the help of language, skip-gram
to learn the vector representation of nodes. The nodes in the network are simulated as
words in the language model, and the sequence of nodes (which can be obtained by
random walk) is simulated as sentences in the language as the input of skip-gram.

First, the probability of the next node is estimated based on the nodes included in
the random walk:

Pr vij v1; v2; . . .vi�1ð Þð Þ ð4Þ

Then, need a mapping function: a mapping function U: v 2 V ! R|V|�d. This mapping
function represents the hidden social representation between nodes.

Pr vij U v1ð Þ;U v2ð Þ; . . .;U vi�1ð Þð Þð Þ ð5Þ

Finally optimized by the SkipGram module:

minimize � logPrð vi�w; . . .; viþwf gnviju við ÞÞ ð6Þ

2.5 Random Forest Classifier

Random forest (RF) is a classifier consisting of an arboreal classifier collection, RF
utilizes two efficient machine-learning techniques, bagging and random feature selec-
tion. Every tree is trained in bagging on a bootstrap sample of the training results, and
predictions are made by majority tree vote. RF is yet another bagging growth. RF
automatically chooses a subset of features to be separated at each node as a tree
expands, instead of using all the features. Thanks to the excellent performance of the
random forest classifier, it was selected for training to classify and predict the potential
association between lncRNA and diseases.

2.6 Heterogeneous Information Network

This paper is based on a heterogeneous information network, is to predict the association
relationship of lncRNA-disease through a network model based on sequence and net-
work embedding. The flow chart of the model we built to predict potential lncRNA-
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disease associations is shown in Fig. 1. The network is composed of two parts, including
nodes and edges. Nodes are composed of miRNA, lncRNA, disease, protein, and drug,
and the edges consist of relationships between nodes. Determining the relationship
between lncRNA and disease nodes in complex networks contributes to a comprehensive
understanding of biological life activities [58–60], We collected nine kinds of molecular
correlation data, such as drug-protein, protein-disease, lncRNA-protein, miRNA-
lncRNA, and after sorting the data, five kinds of nodes are obtained: lncRNA, protein,
drug, miRNA and disease, they construct heterogeneous information networks in the
form of network nodes. The specific details are that we take the known associations
obtained from the database as positive samples, and then randomly select an equal
number of unknown associations as negative samples and positive and negative samples
as training sets. Then the random forest with excellent performance is selected as the
classifier for experimental training verification and testing. Our method is evaluated by
five-fold cross-validation, and the effect is good. This method effectively combines the
attribute characteristics and behavior information of nodes to obtain robust prediction
performance. The heterogeneous information network constructed by five kinds of nodes
provides a more comprehensive perspective for biology.

3 Experimental Results

When using five-fold cross-validation, the whole data set is composed of the same
amount of positive and negative samples. First, the data set is randomly divided into
five equal subsets, and then the randomly selected subset is used as the test set. Then
the remaining four subsets are integrated to form the training set, and the training set is

Fig. 1. The flowchart of our method.
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used to construct the classifier. It is worth mentioning that each time only the current
training set data is cross-verified, 80% of the total edge is embedded into the node,
which can protect the test information. But this method may isolate some nodes in the
network. It can also better simulate the real environment, provide support for
researchers, and help manual experiments by exploring unknown areas.

The use of ACC, Sen, Spec, Prec, and MCC constitutes a broader set of evaluation
criteria, and the evaluation of the results of the model is comprehensive and fair. The
details are shown in Table 2, when we apply the proposed framework to the entire
network to predict arbitrary associations, The average results of Acc, Sen, Spec, Prec,
MCC, and AUC were 80.18%, 70.06%, 90.30%, 87.84%, 61.65%, and 81.71%,
respectively. The details of the results of performing five-fold cross-validation using
our method are shown in Fig. 2. Each point on the receiver operating characteristic
curve reflects the sensitivity to the same signal stimulus and is a general standard for
evaluating the model. The host operation property curve (AUC) is a graphical area
surrounded by ROC. The transverse and longitudinal coordinates are false positive
(FPR) and true positive (TPR), respectively. And then we draw the ROC and calculate
the AUC, for visual evaluation and five-fold cross-validation of our model.

Table 2. Five-fold cross-validation results performed by our method on the whole datasets.

Fold Acc. (%) Sen. (%) Spec. (%) Prec. (%) MCC (%) AUC (%)

0 80.80 70.54 91.07 88.76 62.95 82.52
1 81.99 74.40 89.58 87.72 64.74 84.24

2 79.91 70.24 89.58 87.08 60.97 80.86
3 80.06 68.45 91.67 89.15 61.81 81.96
4 78.12 66.67 89.58 86.49 57.79 78.95

Average 80.18 ± 1.41 70.06 ± 2.88 90.30 ± 1.00 87.84 ± 1.12 61.65 ± 2.58 81.71 ± 1.97

Fig. 2. The ROC curves of our method in lncRNA-disease association prediction under five-
fold cross-validation.
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4 Conclusion

Previous works show that lncRNAs play an important role in the occurrence and
development of the disease. Identification of disease-related lncRNAs could help
researchers to understand the mechanism of disease more deeply at the molecular level.
In this paper, a novel computational method is proposed to predict lncRNA-disease
associations based on a heterogeneous information network. It is worth noting that we
use the attribute information and behavior information of nodes in the network to form
feature vectors. The attribute information of lncRNA is a 64-dimensional feature vector
encoded by the k-mer method, where each feature vector represents the normalized
frequency of the corresponding 3-mer in the lncRNA sequence. For behavior infor-
mation, the network embedding method DeepWalk can be used to globally represent
the relationship between lncRNA and disease. At the same time, a random forest
classifier in used for classification and prediction tasks, and the experimental results
show that our method achieves better results than existing approaches.
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Abstract. Phishing attacks are the most common type of cyber-attacks used to
obtain sensitive information and have been affecting individuals as well as
organizations across the globe. Various techniques have been proposed to
identify the phishing attacks specifically, deployment of machine intelligence in
recent years. However, the algorithms and discriminating factors used in these
techniques are very diverse in existing works. In this study, we present a
comprehensive analysis of various machine learning algorithms to evaluate their
performances over multiple datasets. We further investigate the most significant
features within multiple datasets and compare the classification performance
with the reduced dimensional datasets. The statistical results indicate that ran-
dom forest and artificial neural network outperform other classification algo-
rithms, achieving over 97% accuracy using the identified features.

Keywords: Phishing attacks � Cyber security � Phishing emails � Information
security � Security and privacy � Phishing classification � Phishing websites
detection

1 Introduction

Phishing in general, is a fraud in which a target (e.g., person) or multiple targets are
contacted by email, telephone or text message, by a fraudster or cybercriminals [1].
These cybercriminals pose as a legitimate and reputable entity or a person and try to
convince individuals to provide their sensitive data such as passwords, identity
information, bank or credit card details etc. The provided information is then used to
gain access to important accounts or services and can result in identity theft and
financial loss. Phishing is popular among fraudsters due to its simplicity to trick users
for clicking a malicious link that can break a computer’s defence systems or can cause
to bypass modern authentication systems.

Variety of attributes have been used to identify a phished webpage such as use of IP
address in the URL, abnormal URL (special symbols in the URL) and many more [2].
However, a naive computer user can easily be tricked into considering a fake webpage
as a legitimate webpage. Various techniques have been employed to deal with phishing
attacks and distinguishing the phishing webpages automatically. For instance, blacklist-
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based detection technique keeps a list of websites’ URLs that are categorized as
phishing sites. If a web-page requested by a user exists in the formed list, the con-
nection to the queried website is blocked [2].

The webpage feature-based approach (i.e., visual features) [3] examines the
abnormalities in webpages such as, the disagreement between a website’s identity and
its structural features. Likewise, machine learning (ML) based approaches rely on
classification algorithms such as support vector machines (SVM) [4] and decision trees
(DT) [5] to train a model that can later automatically classify the fraudulent websites at
run-time without any human intervention. In phishing detection, ML algorithms try to
make sense of the given training data by learning patterns that are present within the
dataset. Current state-of-the-art ML algorithms take different features into account
while making predictions such as, URL text features, domain name features, and web
content features etc. We employ supervised ML algorithms in order to learn patterns in
given datasets and classify phishing and legitimate websites accurately. Most of the
existing studies focuses single classifiers and/or a single dataset however, it would be
helpful to investigate different classifiers while using multiple dataset with variety of
attributes. Likewise, investigation of the most significant features (i.e. attributes) within
the multiple datasets might be of special interest.

This manuscript entails a comprehensive review of different ML algorithms for the
phishing web-sites classification. Compared to existing research, we present a com-
parative study that performs the comprehensive analysis and comparison of different
techniques for the classification of phishing websites. We used three different datasets
to train, test and validate multiple classification algorithms including DT [4], SVM [5],
random forest (RF)[6], na  ıve Bayes (NB) [7], k-nearest neighbours (KNN) [8] and
artificial neural networks (ANN) [9], to distinguish the phishing websites from legit-
imate websites. We further employ well-known Principal Component Analysis
(PCA) [10] for dimensionality reduction and achieves approximately similar classifi-
cation performance as compared to using full attributes within the dataset. In addition,
we investigated the level of significance for all attributes within the three datasets using
the PCA based component loadings. Rest of the manuscript is organized as follows.
Section 2 addresses the existing work in this domain while Sect. 3 comprises the
proposed methodology. Section 4 presents the discussion and comparison of results
achieved followed by Sect. 5 which concludes the study and presents directions for
future work.

2 Literature Review

Phishing websites detection is a crucial step towards countering online fraud. Recent
technological advancements have been made with the use of ML and data science
methods within the diverse application domains including aerospace [11], speech
processing [12], healthcare technologies [13, 14], border security [15], object recog-
nition [16], cybercrime detection [17], smart city [18] and so on. Likewise, there have
been many technological developments in the domain of cyber security specifically to
automatically detect the phishing attacks, but there is still room for a lot of improve-
ments in this regard. Malicious attackers are coming up with new techniques, and
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phishing incidents are on a rise [19]. Several detection strategies have been devised in
order to counter phishing attacks. For instance, in [20], authors used dataset [21]
containing 30 different types of features with 11055 instances. Authors trained five
different classification algorithms i.e. prism, NB, K*, RF, and ANN. They achieved
best results 98.4% and 95.2% with RF, both with and without feature selection
respectively. The study achieved some very good results however, as it uses single
dataset only, the results are not reliable enough to be universal. Zhang et al. [22]
employed ANN to detect phishing emails. The dataset they used was comprised of
approximately 8762 emails, out of which 4560 were phishing emails and rest were non-
phishing or legitimate. They trained a feedforward neural network using resilient
propagation training and compared the performance with other ML models. They
found that while maintaining highest recall, ANN had 95% accuracy [23], which makes
ANNs excellent at distinguishing phishing emails whilst misclassifying a slight per-
centage of legitimate emails. The study focuses the use of ML to classify phishing
emails and did not considers the phishing websites classification.

A study presented in [24] employed a rule-based classification technique for the
detection of phishing websites. The authors used 4 different classification algorithms
where the study indicated that using the feature reduction algorithm and classification-
based association together produced the efficient performance. The study only relied on
features which were occurring in high frequency that can be misleading sometimes, as
higher frequency does not always guarantee higher importance. Karnik et al., [25] used
the SVM in combination with cluster ensemble to classify phishing and malware
website URLs. Training is performed through SVM using kernel functions (linear,
radial, polynomial and sigmoid). With the proposed technique, the SVM model pre-
dicted correctly with 95% accuracy. The study only takes URL-based and textual
features into consideration and does not consider any other features such as host based
and content (iframes etc.) features. Likewise, other ML algorithms could be used for
the comparative analysis to achieve more reliable findings.

A meta-heuristic based nonlinear regression algorithm for feature selection and
phishing website detection is introduced in [26]. For classification, non-linear regres-
sion based on harmony search technique and SVM are deployed. Phishing dataset from
UCI’s machine learning repository [21] is used which contains 11055 instances and 30
features. This study did achieve some interesting results however, relied on single
dataset only that contains 11055 instances only. In [27], Sahingoz et al., proposed a real
time phishing detection system based on 7 different classification algorithms and
Natural Language Processing (NLP) based features (i.e. word vectors, NLP based and
Hybrid features). They found the RF algorithm based only on NLP features to be the
best performer with an accuracy of 97.98%. A similar work is presented in [28] that
proposes phishing website classification based on a hybrid model to overcome the
problem posed by phishing websites. They used the dataset [21] from UCI’s machine
learning repository which comprises of 30 features and 11055 total instances. The
system achieved 97.75% accuracy using DT (J48) and ensemble method. Similar to
other works, only single dataset was employed to train and test the algorithms. No
feature selection/dimensionality reduction mechanism was implemented. A heuristic
based phishing detection technique is proposed in [29] which uses dataset of 3,000
phishing site URLs and 3,000 legitimate site URLs. Authors employed several ML
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algorithms including, KNN, RF, NB, SVM, and DT. Study indicated the RF to be the
highest performer in all three performance measurements with an accuracy of 98.23%.
However, this work also considers URL based features and does not consider other
features such as contents or domain-based features. Also, the training and test sets are
very small comprising only 6000 instances.

Aforementioned research studies demonstrate a considerable amount of work has
already been done in phishing websites classification using different ML based tech-
niques. Researchers have employed different techniques in order to predict phishing
websites efficiently and with better accuracy. However, it would be helpful to analyse
the ML algorithms’ performances over the multiple datasets as well as over the reduced
features from all dataset to investigate the impact of dimensionality reduction on the
classification performances and the most significant features in these datasets. This
work therefore employs PCA for the attribute analysis and dimensionality reduction on
the three datasets and compares the classifiers’ performances with results achieved
using non-compressed feature sets.

3 Methodology

3.1 Datasets

We used three different datasets in this study to investigate the ML algorithms’ per-
formances as well as the feature importance within the three datasets. Dataset 1 [30]
comprises of 48 different features obtained from 5000 different phishing webpages and
5000 different legitimate webpages. The webpages were downloaded during the time
period between January to May 2015 and from May to June 2017. This dataset is
labelled with binary labels e.g. 0 for legitimate, and 1 for phishing. Dataset 2 is
obtained from University of California, Irvine’s Machine Learning Repository [21].
This dataset contains 30 different features which uniquely identify phishing and
legitimate websites. The target variable is binary, –1 for phishing and 1 for legitimate.
The dataset is populated from different sources, some are PhishTank archive, google
search engine, and MillerSmiles archive. This dataset contains mostly the same features
as dataset 1 with some additional features. In total, it contains 11055 distinct website
entries out of which 6157 are legitimate websites and 4898 are phishing websites. The
dataset features are normalized and given values from –1 to 1, where –1 represents
phishing, 0 represents suspicious and 1 means legitimate. Dataset 3 [31] is obtained
from University of California, Irvine’s Machine Learning Repository [9] and contains
different features related to legitimate and phishing websites. This dataset contains data
from 1353 different websites collected from different sources containing 702 phishing
URLs, 548 legitimate URLs, 103 suspicious URLs records. This is a multi-class
dataset, i.e. three different class labels where –1 means phishing, 0 means suspicious,
1 means legitimate. Suspicious represents a webpage can be either phishing or
legitimate.
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3.2 Experimental Design

The experiments are designed by utilizing different ML and data analytics libraries
including Scikit Learn [32], KERAS [33], Numpy [34] and Pandas [35]. Five ML
algorithms namely SVM [4], DT[5], RF[6], NB [7], KNN [8] and ANN [9] were
employed along with the PCA [10] based feature importance measure as well as
reduced dimensions. For the baseline experimental setup, recursive classification trials
are conducted to compare the classifiers’ performances for the model tuning and
configurations such as kernel (e.g. radial, polynomial), cost, gamma, ntree, number of
neurons in each layer, batch size, and time stamp. Standard 10-fold cross-validation
train/test trials were run by partitioning the entire dataset into training and testing
proportions of 70% and 30%, respectively. It was ensured that the test data contains fair
distribution for all classes. Following the baseline experimental results, the classifiers’
parameters were set imperially to get the optimal performance. Following experiments
are designed with a consistent classifiers’ configurations:

• Train and test the five ML algorithms over the individual datasets (i.e. dataset 1,
dataset 2 and dataset 3) using 10-fold CV to compare the performances.

• Train and test the five ML algorithms over the PCA based dimension reduced
datasets (PCs covering 90% of variance distribution) using 10-fold CV to compare
the performances.

Additional experiments are conducted to investigate the attribute/feature impor-
tance in each individual dataset that represent the most distinguishing attributes to
classify the phishing websites. The models’ performances are assessed using various
gold standards including accuracy, specificity, precision, recall and F1-score. Algo-
rithm 1 summarizes the experimental steps carried out to conduct the above-mentioned
experiments (A, B).
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3.3 Feature Importance and Dimensionality Reduction

One of the well-known dimensionality reduction technique is PCA [10] that have
successfully been deployed in various application domains [16]. Major aim of the PCA
is to transform a large dataset containing large number of features/variables to a lower
dimension which still holds most of the information contained in the original high
dimensional dataset. The interesting property of PCA is the attribute loadings that can
also be used for the identification of attribute importance within the original dataset.
We utilized PCA for the dimensionality reduction as well as calculation of feature
importance score to investigate the most distinguishing features within all three datasets
we used in this study.

Figure 1 represents the distributions for first two PCs with respect to target class,
original attributes and corresponding impacts of the target classes within the dataset 3.
These plots also indicate the non-linearity of the problem specifically in terms of first
two PCs covering the highest variances within the overall principal components.
However, the plots help to understand the corresponding influence of the variables
within the datasets on the classification of phishing and legitimate websites. For
instance, in Fig. 1, ‘web-traffic’ has a clear impact on class ‘1′ while ‘ssl-final-state’
influences the ‘–1′ class. The first two PCs cover approximately 53% of the overall PCs
variance.

The correlation coefficient between the dataset attributes is represented by the
principal components’ loadings (i.e. obtained through PCA). The component rotations
provide the maximized sum of variances of the squared loadings. The absolute sum of
component rotations gives the degree of importance for the attributes in dataset.

Figure 2 demonstrates the attribute/feature importance in dataset 2 which is cal-
culated through the PCs loadings. The result indicates a clear variation in the impor-
tance measure of variables that might be helpful to eliminate the unnecessary features
from the dataset. For instance, ‘having-sub-domain’ and ‘age-of-domain’ are indicated

Fig. 1. First two PCA components’ distributions in Dataset 3 w.r.t target classes
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the top-ranked variables compared to ‘double-slash-redirecting’ and ‘shortening-
service’ which are indicated the least important variables within the dataset 2.

4 Results and Discussion

Results are achieved following the experimental design for two experiments (A and B)
and the variables rankings in three datasets. Table 1, Table 2 and Table 3 presents the
statistical results achieved by different ML algorithms over the three datasets without
dimensionality reductions.

4.1 Classification Performance Using Original Datasets and ML
Algorithms

Table 1 presents the classifiers outcomes for dataset 1. The highest accuracy is achieved
by RF and ANN indicating 97.87% and 97.83% respectively while NB indicated the
lowest accuracy (82.17%). It can be observed that the NB classifier has very high
specificity (96.49%) however, very low recall (68.2%) which indicate poor compro-
mise between the sensitivity and specificity from NB, therefore affecting the overall
accuracy of the classifier.

Table 2 indicates the supremacy of RF and ANNs in terms of classifying the
phishing websites for dataset 2 while using the original attributes. Keeping in mind that
dataset 2 has 30 different features and contains only 11000 distinct entries, still our
employed ML models are achieving state of the art performance. In study [24], the
authors achieved an accuracy of 95% using ANNs, however that study was focusing
the classification of phishing emails and not websites. In the current work for classi-
fication of phishing websites, the ANN performed slightly higher by achieving accu-
racy of 97% for dataset 1 and 96% for dataset 2.

Fig. 2. Measure of feature importance within the Dataset 2 using PCA based attribute loadings.
High value on y-axis represents higher importance and vice versa. Circle size increases with
increasing attribute importance
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The results achieved by the employed classification algorithms on dataset 3 are
shown in Table 3. It can be observed that the outcomes from all ML algorithms are
slightly lower than the performances in case of dataset 1 and dataset 2. The highest
accuracy obtained by any classifier on dataset 3 is 92.94% which is (4%) lower than
what is observed in case of dataset 1 and dataset 2. However, there are some factors
that should be noted in this case. Primarily, the dataset 3 is small (i.e. only 1353 distinct
instances) with small number of distinguishing features (9 attributes) as compared to
more than 10000 instances for datasets 1 and dataset 2. Likewise, feature set in later
case are 48 (in dataset 1) and 30 (in dataset 2). Furthermore, dataset 3 is multi-class
problem (3-classes) as compared to bi-class problem in case of dataset 1 and 2. This

Table 1. Classifier performance over dataset 1 using all features

Classifier Accuracy Specificity Precision Recall F1 Score

D- Tree 95.73% 95.48% 95.61% 95.98% 95.80%
SVM 94.37% 93.59% 93.83% 95.13% 94.48%
RF 97.87% 98.45% 98.47% 97.30% 97.88%
NB 82.17% 96.49% 95.22% 68.20% 79.48%
KNN 94.00% 95.68% 95.64% 92.36% 93.97%
ANN 97.83% 97.91% 97.96% 97.76% 97.86%

Table 2. Classifier performance on dataset 2 using all features

Classifier Accuracy Specificity Precision Recall F1 Score

D- Tree 95.30% 94.65% 95.71% 95.82% 95.77%
SVM 92.58% 90.40% 92.22% 94.62% 93.40%
RF 95.96% 94.51% 95.67% 97.12% 96.39%
NB 60.48% 99.80% 99.44% 28.95% 44.85%
KNN 93.10% 92.21% 93.76% 93.81% 93.78%
ANN 95.90% 95.93% 96.71% 95.87% 96.29%

Table 3. Classifier performance on dataset 3 using all features

Classifier Accuracy Specificity Precision Recall F1 Score

D-Tree 91.63% 93.72% 87.44% 87.44% 87.44%
SVM 89.66% 92.24% 84.48% 84.48% 84.48%
RF 92.94% 94.70% 89.41% 89.41% 89.41%
NB 89.33% 92.0% 83.99% 83.99% 83.99%
KNN 91.30% 93.47% 86.95% 86.95% 86.95%
ANN 90.48% 92.86% 85.71% 85.71% 85.71%
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makes the classification task more challenging specifically when training data is limited
as well. These factors influence the overall accuracy of our ML models and hence
indicating relatively low performance in this case which was expected. More specifi-
cally, for a multiclass dataset, there needs to be sufficiently large number of distinct
instances which the classifier can study and then try to make predictions. If a dataset is
small as well as multiclass, the performances are expected to be mediocre.

From statistical results presented in Tables 1, 2 and 3, it can be seen that overall
performance from all ML algorithms are quite satisfactory except NB which performed
relatively low for the dataset 1 and 2, however indicated relatively better in case of
dataset 3. One interesting aspect of the current study is the use of dataset 3 for phishing
website classification. This dataset was not used by existing studies to the best of
authors’ knowledge. This may be due to the limited size of this dataset however, it
might be helpful to investigate the classification performance using this dataset as it
defines different attributes/features to other datasets. Furthermore, this dataset is multi-
class as compared to dataset 1 and 2 which are bi-class dataset, hence, this study helps
in getting better insights, as it is the only publicly available multiclass phishing web-
sites dataset.

4.2 Classification Performance After Dimensionality Reduction Using
PCA

Table 4, Table 5 and Table 6 present the statistical results achieved by different ML
algorithms for the PCA-based dimension reduced datasets. It can be seen that ANN
outperformed other classifiers when trained and tested over the PCA based dimension
reduced Dataset 1. An accuracy of 97.13% is achieved while using first 30 components
which contain the 95% variance of the overall PCs distributions. Dimensionality
reduction is not previously employed in this specific domain of classification of
phishing websites, this work is first of its kind and it is indeed getting good results
while using reduced data and ANN in case of dataset 1.

Similarly, first 18 PCs covers the 95% of overall components variance for the
dataset 2 which originally consists of 30. Table 5 indicates that the classification
performances are relatively lower than the Table 4 for the dataset 1 however, it is
expected because the dataset 2 comprises of comparatively less features than dataset 1.

Table 4. Classifier performance on dataset 1 after PCA

Classifier Accuracy Specificity Precision Recall F1 Score

D-Tree 91.83% 91.29% 91.58% 92.00% 91.97%
SVM 93.97% 93.05% 93.33% 94.87% 94.09%
RF 94.90% 96.49% 96.46% 93.35% 94.88%
NB 78.37% 89.13% 86.49% 67.87% 76.06%
KNN 93.97% 95.61% 95.57% 93.36% 93.94%
ANN 97.13% 96.22% 96.48% 98.03% 97.19%
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The overall performance is satisfactory though more specifically, we can see the bal-
ance between the sensitivity and specificity. This factor is very interesting because it
validates the best compromise between true and false positives from a classifier.

Table 6 shows the summary of statistical results performed by the aforementioned
classifiers while trained and tested over the PCA based dimension reduced dataset 3.
Similar to previous results, the outcomes indicated PCA to be handy on dataset 3 as
well. By training on data produced by PCA, K-neighbors and ANN, performed even
better than training on the whole datasets having all the features.

Table 7 shows the top 10 ranked features within the three datasets identified by the
PCA based on attribute loadings in components as described earlier (Sect. 3.3). It can
be observed in Table 7 as well as Fig. 2 that the most important features in dataset 2 for
instance, are the ‘having-sub-dmian’ and ‘age-of-domain’ while ‘request-url’ and
‘popUpWindow’ in dataset 3. The investigation of such distinguishing features would
be helpful for domain experts and research community in this domain to further explore
the varying combinations of only top-ranked features within the various datasets that
might be helpful for further optimization of cyber security applications.

Table 5. Classifier performance on dataset 2 after PCA

Classifier Accuracy Specificity Precision Recall F1 Score

D- Tree 92.58% 91.12% 92.95% 93.75% 93.35%
SVM 92.43% 89.57% 91.89% 94.73% 93.29%
RF 93.79% 92.82% 94.26% 94.57% 94.41%
NB 90.50% 85.43% 89.01% 94.57% 91.70%
KNN 92.85% 91.80% 93.45% 93.70% 93.57%
ANN 94.33% 95.46% 96.25% 93.43% 94.82%

Table 6. Classifier performance on dataset 3 after PCA

Classifier Accuracy Specificity Precision Recall F1 Score

D- Tree 90.31% 92.73% 85.47% 85.47% 85.47%
SVM 89.16% 91.87% 83.74% 83.74% 83.74%
RF 90.15% 92.61% 85.22% 85.22% 85.22%
NB 89.00% 91.75% 83.50% 83.50% 83.50%
KNN 92.12% 94.09% 88.18% 88.18% 88.18%
ANN 91.13% 93.35% 86.70% 86.70% 86.70%
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5 Conclusion and Future Work

This manuscript aims a comprehensive analysis of various ML algorithms to classify
the fishing websites using multiple datasets. The study investigated the RF and ANN
outperform other algorithms while tested over multiple datasets. We further conducted
experiments on various datasets with and without dimension reductions using PCA and
compared the performances of the state-of-the-art ML algorithms. The statistical results
indicated the vital role of PCA specifically for eliminating the irrelevant features from
the original datasets while not affecting the classification accuracy. The study further
utilized the attribute loading-based ranking of various features within different datasets
resulting some overlapping attributes within multiple datasets (e.g. web-traffic). The
outcome might be useful for furthering the research within the domain of cyber
security. For instance, it would be helpful to investigate the formation of a dataset
consisting the composite of feature set identified as significant in this study and then
use the ML techniques to classify the more complex problems (i.e. adversarial attacks)
in this domain. Ensemble model can be utilized to enhance the classification accuracy
specifically, in multi-class phishing website detection. Likewise, the existing datasets
such as dataset 3 can further be extended that might be helpful to improve the clas-
sification performance.
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Abstract. Intelligent vehicles need to acquire real-time information on the road
through sensors, calculate the limit of car speed and angular speed, so as to
provide safety for the control decision. We argue that the road conditions such
as snow, ice or humidity pose a major threat to driving safety. We divide the
current methods of estimating the road parameters based on the visual sensor, as
friction coefficient estimation method, road curvature estimation method and the
road slope estimation method. The significance of various methods to intelligent
driving, the current research status, as well as scientific difficulties are discussed
in detail. Finally we discuss the possible research directions, including establish
large-scale open data set, road status prediction methods under multi-task
constraints and online learning mechanisms.

Keywords: Road parameter estimation � Visual sensor � Intelligent vehicle

1 Introduction

According to the U.S. Department of Transportation, about 22% of vehicle crashes
occur each year, and about 16% of the casualties are weather-related. In addition, most
accidents occur in wet road conditions, 73% of which occur on wet roads, and 17% on
snow or sleet [1], which shows that road conditions do greatly affect driving safety, so
real-time perception of road surface conditions is critical to the safe driving of cars.
Human drivers perceive current road conditions through visual system, then adjusting
the speed of the car according to the current road surface friction, road curvature and
road slope. In order to ensure the driving safety of intelligent vehicle in various road
surfaces and weather conditions, the intelligent driving system must obtain real-time
information of the road through the sensor, e.g. predict the friction coefficient of the
current road, road curvature and road slope and other basic parameters, so as to cal-
culate the maximum driving speed and angular speed of the vehicle on the current road
surface, and provide safety for the path planning and vehicle control system. This paper
firstly introduces the method of road parameter estimation based on visual sensor, then
summarizes the method of road surface perception and parameter estimation, finally
discusses the current scientific progress of friction coefficient estimation, road curvature
estimation and road slope estimation.
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2 Road Friction Estimation

Road friction, as a traffic parameter which can directly influence vehicle braking dis-
tance, has been extensively researched in the field of transportation and autonomous
driving. Autonomous driving and assisted driving systems can significantly benefit
from real-time prediction of road friction, as the driving style of vehicles can be timely
adjusted according to the road surface condition, thereby avoiding potential traffic
accidents. Up to now, traditional method of estimating road friction is mainly based on
vehicle response and tire dynamics [2]. Such methods can directly calculate the road
adhesion coefficient by tire deformation, noise response and vehicle slip rate during
braking, which demonstrate cost advantages as it can directly reuse the vehicle’s
inherent sensors. However, in practical applications, such methods have a disadvantage
of lacking predictive ability, thus can only calculate the road friction of past driving
area and cannot provide upcoming road surface information for the vehicle’s decision-
making system.

On the other hand, although road friction estimation method based on visual sen-
sors requires additional hardware, it has a stronger predictive ability and thus can be a
basic module of advanced autonomous driving applications. Such methods estimate
road friction by establishing a model between road friction and related road parameters.
Specifically, this process can be divided into two stages. Firstly, the type of road
surface is predicted based on the image taken by a front camera on the vehicle.
Secondly, a mapping function of road surface type to friction parameter values is
established based on prior knowledge. In this way, we get a specific friction value.

This section mainly introduces the road friction estimation method based on visual
sensors. According to the stages of constructing a model, existing works in this field are
divided into road surface prediction and friction parameter prediction. The method
overview is shown below in Fig. 1. Road surface prediction includes road material
classification, road state classification, and mixed classification; friction parameter
prediction includes adhesion coefficient estimation and other friction-related parameter
estimation. The specific models used here include traditional machine learning models
and deep learning models, usually combined with dynamics methods to achieve higher
prediction accuracy.

2.1 Road Surface Prediction

Road Material Classification. Road material is closely related to road friction value.
Common road material (including asphalt, soil, gravel, cobblestones, and grass) can be
directly classified from an input image. Therefore, the classification of upcoming road
material can be the first step of road friction estimation.

Kim et al. proposed a road material classification model [3] based on hand-crafted
features and Bayesian classifiers in 2009, which divides the road surface into four
different materials. The model first uses an over-segmentation algorithm to segment
areas of the same material in an image, and then enhance contrast of the image to
reduce the similarity of adjacent areas. Finally, the Bayesian classifier is used to
classify road surface and achieve 95.38% classification accuracy. In contrast,
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preprocessing input images without contrast enhancement will result in a drop in
accuracy to 90.55%.

Similarly, Rateke et al. proposed a CNN-based model [4] to classify road surface
into asphalt, paved, and unpaved material in 2019. Due to the lack of appropriate public
dataset, the authors construct a new dataset-the RTK dataset by collecting images from
suburbs of Brazil using low-cost cameras, so it contains more unpaved road than
previous ones. In terms of model design, the authors choose a simple 6-layer CNN for
classification. And the lower part of the image which potentially contains more road
information is used as RoI input. The model is trained on RTK, KITTI and CaRINA
datasets, and the final accuracy on the three datasets reaches 95.7%, 93.1%, and 98.3%,
respectively.

Road State Classification. Road surface state is another important factor that affects
road friction greatly. Unlike road material, road surface state tends to change more
easily with weather conditions. Common road state such as dry, wet, water, ice, and
snow can result in significantly different road friction and vehicle braking distance.
Therefore, predict road surface state correctly could lead to a precise road friction
estimation.

Qian et al. proposed a road state classification method [3] based on traditional
machine learning algorithm in 2016. This method first learns a distribution of road area
in the dataset, and then fix that area as the RoI input of the model. The model first uses
MR8 filter and K-means cluster to extract luminance-invariant features, and then
augment them with luminance-relative features based on pixel deviation histogram.
A naive Bayes classifier is used to complete the classification. This method achieves

Fig. 1. Overview of vision-based road friction estimation methods.
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80%, 68% and 46% accuracy in two/three/five-classes classification respectively. The
ablation experiment shows that manual selection of RoI can improve the accuracy by
nearly 20%.

In order to get higher accuracy, Almazan et al. improved this work [6]. With other
parts of the model basically remain unchanged, they mainly enhance the RoI prediction
module. Additional geometric constraint is introduced by calculating vanishing point
and horizontal line. Combined with the spatial priors learned from the dataset, a better
RoI prediction result is obtained. With the same hand-crafted features being used, a
simpler RBF SVM is chosen for classification, and a higher accuracy of 86%, 80% and
52% in two/three/five-classes classification respectively is achieved, which shows a
great overall improvement.

Zhao et al. proposed another road state classification algorithm based on traditional
machine learning models [7] in 2017. The feature extraction part of the model uses
hand-crafted features as well, with SVM being used as a classifier. What makes it
different is the parameter optimization algorithm and evaluation metric used here. Grid
Search and PSO are used to optimize SVM parameter. And model accuracy is eval-
uated by calculating the ratio of correctly classified image grids to total 5x9 image
grids. Finally, the single-state accuracy exceeds 90%, while the multi-state accuracy
exceeds 85%. The SVM model based on PSO optimization algorithm is significantly
better than grid search, which leads to an accuracy increase by more than 10%.

For winter road state with more snow, Pan et al. collected data on a highway in
Canada and constructed a new dataset to estimate the amount of snow [8]. The dataset
divides road state into 5 categories according to snow coverage condition. The model
uses VGG16 pre-trained on ImageNet as a baseline classifier with a full image input,
which is then compared to traditional machine learning models and a VGG16 model
without pre-training. The result shows that the pre-trained VGG16 achieves the highest
accuracy of 90.4%, 87.3% and 78.5% in two/three/five-classes classification respec-
tively. Pre-training on ImageNet brings a 2% accuracy improvement.

Mixed Classification. Since the material and the state of the road surface both sig-
nificantly affect road friction value, an intuitive idea is to construct a dataset containing
both of them to train a mixed classification model.

Nolte et al. proposed a CNN-based mixed road surface classification model [9] in
2018. Considering that there exist lots of reusable data in public traffic datasets, they
select and label images from multiple public datasets in a mixed way. After that,
appropriate RoI is manually selected and resized to 224x224 as the input of the model.
The paper compares performance of ResNet50 and InceptionV3 in road classification.
Experiment shows that ResNet50 achieves 92% accuracy, 2% higher than InceptionV3.
And selection of RoI is very important, which improves accuracy by 10% than simply
using the whole image as input.

Similarly, Busch et al. select road images from existing traffic datasets to form a
mixed dataset [10]. InceptionV3, GoogLeNet and SqueezeNet are used to compare the
influence of different architectures on classification accuracy. In addition, considering
the importance of RoI selection module in the previous work, this paper compares the
effect of different RoI shapes on accuracy. Unexpectedly, the SqueezeNet architecture
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with the whole image input reaches the highest F1 accuracy of 95.36%, while different
network architecture has little influence on accuracy.

2.2 Friction Parameter Prediction

Road Adhesion Coefficient Estimation. Road adhesion coefficient is defined as the
ratio between ground adhesion force and tire normal force, which approximately equals
to road friction coefficient when adhesion reaches the maximum. As it can directly
change a car’s braking distance, adhesion coefficient has been modelled in many
different ways. The traditional dynamics-based method estimates adhesion coefficient
with longitudinal response of the tire. Since no additional hardware is required and high
accuracy can be ensured, such methods have always been the mainstream of adhesion
coefficient estimation and have been widely studied. However, such methods also have
inherent shortcomings like lacking predictive ability. On the other hand, camera-based
adhesion coefficient estimation method is not as accurate as the former, but with more
predictive ability and better real-time performance. Therefore, an intuitive idea is to
combine both methods to solve the dilemma between speed and accuracy, improving
the reliability of road adhesion coefficient estimation. In camera-based methods,
dynamic models are always combined with vision predictions to achieve faster adhe-
sion coefficient estimation with higher accuracy.

Xiong et al. proposed a method for calculating adhesion coefficient with dynamics
and aided visual information [11] in 2019. This model uses color moment and GLCM
to extract features and then use SVM to classify it into dry or wet asphalt, which
achieves 92.47%/88.39% classification accuracy on dry/wet asphalt. Then, adhesion
coefficients of dry/wet asphalt are specified as 0.85 and 0.6 based on statistical data,
which are then used as approximate initial values of the dynamic model to calculate the
final adhesion coefficient. As a result, the convergence speed of the hybrid estimator is
obviously faster than pure dynamics model. And the prediction accuracy is also closer
to ground truth, especially on road where dynamics pattern is not obvious.

Sabanovic et al. propose a method to estimate adhesion coefficient with a similar
idea [12] in 2020. What makes the method different is that dynamic model is only
needed during training. Road surface is first classified into six categories with AlexNet.
After that, an adhesion coefficient-slip ratio curve is fitted for each road surface based
on data collected by the vehicle in real time. In this way, an end to end adhesion
coefficient estimation is achieved with only visual information. In addition, the paper
combines the system with the ABS model to reduce the braking distance of the vehicle
by predicting the adhesion coefficient in advance. Combined with the ABS model, the
vehicle braking distance is reduced by up to 18%.

Other Friction-Related Parameter Estimation. In addition to road adhesion coef-
ficient estimation, there are also some works manage to estimate other friction-related
parameters to achieve a similar prediction effect. Road friction estimate RFE, friction
level l and anti-skid level BPN all belong to this category. With only visual infor-
mation, prediction models can only roughly estimate their values in a coarse-grained
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manner. Therefore, this type of method has many similarities with previous road
surface classification methods in data collection and implementation details.

Roychowdhury et al. proposed a multi-stage RFE estimation method [1] in 2018.
First, the CNN-based method is used to classify roads into four categories: dry, wet,
slush, and snow. Among them, dry roads can be directly considered to have high RFE.
Then, manual segmentation is applied to other images to divide them into 15 trapezoid
blocks, which are then stretched into rectangular bird’s eye blocks according to per-
spective projection. Finally, the probability of each image block being dry/wet is
predicted separately by the model, and the average value is calculated to comprehen-
sively estimate the RFE. This method uses SqueezeNet to achieve the best accuracy of
97.36% in road classification, and 89.5% in RFE prediction.

The paper published by Jonnarth in 2018 explores the effect of network architec-
ture, data distribution, and the use of simulated data on estimation of friction level l
[13]. VGG, ResNet, and DenseNet are used to classify the road surface into high
friction (0.2 <=l < 0.6) or low friction (l < 0.2) level. The dataset used in this project
consists of 37,000 real images and 54,029 simulated images, which is quite sufficient
for a classification task. The trained model finally reached a prediction accuracy up to
90%. And the following conclusions are summarized: 1) the prediction accuracy
between different network architectures has little difference; 2) the span of dataset is
more important than its size, which significantly affects model performance; 3) there is
a certain gap between simulated image and real image, and the use of simulated image
does not lead to a noticeable performance improvement.

Du et al. published a paper on rapid estimation of road anti-skid level BPN from the
perspective of anti-skid performance of autonomous vehicles [14] in 2019. The author
combines CNN and hand-crafted features to propose a deep convolutional neural
network-TLDKNet based on domain knowledge. The domain knowledge mentioned
here refers to LBP (Local Binary Pattern), GMM (Gaussian Mixed Model) and GLCM
(Gray-Level Co-occurrence Matrix), three texture features that have been proven to be
strongly related to road anti-skid performance. The model combines the convolutional
layer of VGG16 with three texture features to form a 4-branch feature extraction
network. The features of different branches are merged together to classify the anti-skid
level BPN. As a result, this model divides BPN into three levels: high (BPN > 57),
medium (47 < BPN < 57), and low (BPN < 47), with a final accuracy of 90.67% and
80% in two/three-classes classification achieved respectively.

2.3 Existing Problems in Road Friction Estimation

Despite so many excellent works, there are still many problems in the current road
friction estimation method based on vision.

1. There are no unified public benchmarks for road surface classification and road
friction estimation. Many studies are based on the data collected by researchers
themselves for model training and accuracy evaluation, which makes comparison
between models very difficult. We need a unified and effective accuracy metric to
evaluate the performance of different models.
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2. An efficient image pre-processing method is needed to eliminate redundant back-
ground information and extract accurate road features. Although the context
information can help to identify the state of road surface, it has undoubtedly a
negative impact on the estimation of road material and friction parameters.

3. The road friction estimation based on vision is conduct in a coarse-grained manner,
which can only be roughly classified into several value levels. And most accurate
road friction estimation methods heavily rely on dynamic assistance, which greatly
limits the use of the model.

3 Road Curvature Estimation

Intelligent vehicles need to perceive and predict the surrounding environment infor-
mation in real time during autonomous driving, in which the curvature of the road can
assist in predicting the direction of the lane, thus providing important help to the
automatic control system of the vehicle. At present, the mainstream road curvature
prediction algorithms are road curvature estimates based on lane detection [15–19],
road curvature estimates based on GPS trajectories [20], and road curvature estimates
based on vehicle dynamics [21]. Since the purpose of this article is to introduce the
method of estimating road parameters based on visual sensors, in this section we
mainly introduce the method of road curvature estimation based on lane detection.

3.1 Road Curvature Estimation Based on Lane Detection

Tsai et al. first proposed the use of road image information to calculate the curvature of
the road [15], their proposed algorithm is divided into four steps: 1) use the vehicle
camera to obtain the road image in front of the vehicle, and get the road curve edge
through image processing, 2) convert the curve edge from the image coordinates to the
world coordinate system through the inverse projection transformation (IPM) [22], 3)
calibrate camera parameters, 4) calculate the radius and center point of the curve from
the curve point of the world coordinate system. The road curvature estimate proposed
by Seo et al. is also composed of four steps [17, 18], inspired by the prior of road is
parallel in the world coordinate system, they adjusted the image processing steps: 1)
convert the forward view of the road image from the image coordinate system to the
world coordinate system, 2) detect the lane line from the world coordinate system
bird’s eye view, 3)fit lane using a random sampling consistent (RANSAC) algorithm
[23], 4) calculate the lane curvature by sampling data points from the lane. Hu et al.
used the continuous characteristics of images collected by the vehicle camera to esti-
mate the error variance of the lane, and filter the data points with high variance, so as to
improve the accuracy and robustness of the road curvature. The main technical details
involved in road curvature estimation are described below [18].

Inverse Perspective Transformation. Because the camera’s optical axis intersects
with road surface, this causes distortion of the road surface information projected onto
the image plane, such as the two parallel lanes on the road surface intersect in the image
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plane. The inverse perspective transformation projects pixels on the image coordinate
system into the world coordinate system.

In fact, by collecting the coordinates of the four points on the road plane and the
corresponding image plane under the world coordinate system, the corresponding
single-entitlement matrix H can be calculated to transfer the image pixels from the
image coordinate system to the world coordinate system.

X Y 1½ �T¼ H�1 uv 1½ �T ð1Þ

Lane Detection. Because the color of lane is usually white or yellow, it can be used as
a priori to capture information about the location of the lane using a color threshold or
gradient threshold. Because the lane are concentrated in the x-axis within a certain
range, it is possible that the pixel distribution peak on the x-axis is likely to be the base
point of the lane line, so the peak point can be used as the base point of the lane line,
then the sliding windows are used to detect lane points, finally the straight lane line or
arc lane line is fitted by the Hough Transform or RANSAC algorithm. The effect is
shown in Fig. 2.

Road Curvature Calculation. The starting point, end point, and the center point are
collected from the lane line on the picture to fit the radius of the arc’s circle.

The curvature of the road j is defined as the inverse of the arc radius, so the
curvature of the road can be calculated directly.

j ¼ 1
R

ð2Þ

3.2 Problems of Current Visual-Based Road Curvature Method

The current vision-based road curvature study relies on robust lane detection, however,
the results of lane detection will be subject to many conditions, such as poor visual
images in bad weather conditions, road snow cover lane, lane wear or lane are severely
blocked by cars, the current lane detection method will get poor performance in the

Fig. 2. Lane detection [18].
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above environment, so establish a large-scale road data set covering the above-
mentioned situations will greatly promote the development of related methods.

4 Road Slope Estimation

As a key information to ensure driving safety and an important parameter of the electric
control system of power transmission and chassis, the road slope can significantly
improve the vehicle motion control performance if the road slope can be accurately
estimated in real time. Road slope can be divided into lateral road slope and longitu-
dinal road slope. Lateral road slope refers to the slope in the direction of the road
crossing, while longitudinal road slope refers to the slope in the direction of the road
moving forward. There are two types of longitudinal road slope: uphill and downhill.
For the problem of road slope estimation, most studies focus on the estimation of
longitudinal road slope [25, 26, 28, 29]. The methods of longitudinal road slope
estimation are mainly divided into sensor-based [25] and model-based [26]. The
sensor-based methods utilize additional sensors on the vehicle, such as inclination
displacement sensors, accelerometers, GPS, etc. These methods are limited by the
sensors used, which have good accuracy but have deficiencies. For example, the
inclination displacement sensor is susceptible to the impact of body longitudinal
acceleration and road bumps, GPS may have problems such as positioning error, signal
loss and so on. The model-based methods estimate the road slope by establishing a
dynamic model and obtaining the known data on the CAN bus. However, how to
decouple the vehicle status parameters and road resistance changes is a difficult
problem. Most of the lateral road slope estimation methods depend on the accuracy of
the tire model and the road adhesion coefficient [27].

Fig. 3. Uphill and downhill. (a) and (b) refer to the images taken by the forward and backward
cameras when going downhill. (c) and (d) refer to the images taken by the forward and backward
cameras when going uphill [28].
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4.1 Vision-Based Road Slope Estimation

Visual-based road slope estimation provides slope information before the vehicle enters
a road with different slopes, which gives the driver or intelligent control system enough
time to adopt the correct control strategy. However, the study of road slope estimation
based on visual sensors is still in its preliminary stage. In [28], researchers combine
forward and backward monocular cameras to classify longitudinal road slopes using
geometric clues of the image, and divide road slopes into uphill and downhill. Figure 3
shows the images taken by the forward and backward cameras when going uphill and
downhill. If /[w, the image represents an uphill. On the contrary, the image rep-
resents a downhill. If / ¼ w, it means flat. In [29], researchers present three methods to
estimate road slope from instant road images obtained from a front monocular camera.
In the geometry-based method, they estimate the road slope using 2D road line derived
from 3D road line and pin-hole camera model. In the local features-based method, they
adopt the SIFT (scale-invariant feature transform) local features between two consec-
utive images. In the covariance-based method, they use 2D road line as feature to train
multi-layer perceptron.

4.2 Limitation of Research on Vision-Based Road Slope Estimation

There are few studies on the estimation of road slope by using visual sensors. Relevant
works are mainly conducted in the environment with good weather and high visibility,
which cannot guarantee the robustness of the model in the snow and ice environment
with bad weather or at night. In addition, these studies use only road lines or local
features as inputs, and do not use whole images, resulting in that less information is
available. Currently, there is no publicly available road slope image dataset, which
hinders the development of road slope estimation using deep convolutional neural
networks. In conclusion, the road slope information provided by visual sensors is
insufficient to accurately estimate the road slope in real time, and its development is
limited due to the lack of relevant dataset.

5 Conclusion

This paper mainly combs recent literature of road parameter estimation based on visual
sensor, and classifies them into road friction estimation method, road curvature esti-
mation method and road slope estimation method. The method of road friction esti-
mation includes two part: road surface prediction and friction parameter estimation. In
addition, the relevant progress of the road slope estimation method and road curvature
estimation method are summarized in detail. This paper has reference value to the
design of intelligent vehicle planning module in various road surfaces and weather
conditions.

Human driver and intelligent vehicle are more prone to accident in snowy or icy
environment, so road parameter estimation is particularly important in this situation.
However, not much attention has been paid to this filed. Thus, future research can be
expanded in the following directions:
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1. Collect and label road parameter data sets for large-scale snow and ice roads. One
reason for the lack of road parameters research under snow and ice surface is the
lack of relevant open data sets, so collecting and labeling road parameter data sets in
snow and ice environment can promote scientific progress in this area.

2. Road parameter prediction method under multi-task constraint. Intelligent vehicle
usually requires simultaneous sensing of lane, coefficient of friction, travelable area
and road curvature, these tasks have a mutually constrained relationship, so mul-
titasking constraint road parameter prediction is worth studying.

3. Study how to estimate the vehicle’s motion status through the redundant sensor data
and the dynamic model, especially the current vehicle speed and corner speed, so as
to assist the robustness of road parameter prediction and assist to the online update
of prediction model is a very promising direction.
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Abstract. The The algorithm of Improved Principal Component Regression
(IPCR) judges whether there is a quality related fault in Tennessee Eastman
(TE) process with T2-statistics. Because the threshold value is never changed,
there will be the problem of false alarm and missing alarm. To solve this
problem, an adjustable threshold IPCR algorithm is proposed. Firstly, the IPCR
model is built with normal data and the threshold of traditional T2-statistics is
obtained. In the online detection, the new threshold is calculated according to
the fixed threshold and the exponentially weighted moving average of statistics,
and the new threshold is used for fault detection. Finally, the simulation results
in TE process show that this method can effectively enhance the detection
results in TE process.

Keywords: Fault detection � IPCR � TE � Adjustable threshold

1 Introduction

Because the process monitoring based on multivariate statistics does not need complex
mathematical model, it has been widely studied. In addition, the rapid development of
sensors in recent years also promotes the development of process monitoring based on
multivariate statistics. The basic theory of process monitoring method based on mul-
tivariate statistics involves principal component analysis (PCA), partial least squares
(PLS) [1–7]. Most of the algorithms based on PCA can’t determine whether the
monitoring results are related to the quality. For example, if the monitored variables
have been changed but the quality we care about doesn’t be changed, we can ignore
this kind of abnormality if it doesn’t bring any other loss. The theory based on PLS
usually links the monitoring results with quality, which can reduce some unnecessary
alarms, improve industrial production and reduce production costs.

Algorithms similar to pls theory include multiple linear regression (MLR) [8–11],
pls [12, 13], canonical variable analysis (CVA) [14], principal component regression
(PCR) [15], etc.

These monitoring techniques usually use square prediction error (SPE) (also known
as Q Statistics) and Hotelling’s T2 statistics draw control charts. The thresholds are
fixed. If the statistics exceed the thresholds, an alarm will occur. The fixed threshold is
defined based on a certain empirical distribution. It is also based on the balance of the
relationship between the false alarm rate and the missed alarm rate. Therefore, it can
not be better adjusted for the current situation, which will lead to the problem of false
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alarm and missed alarm, so the monitoring results are not very ideal. In order to solve
this problem, an IPCR algorithm with adjustable threshold is proposed, which can
establish a relationship with quality and adjust the threshold at the same time. The
adjustment of threshold value is based on the improved exponential weighted moving
average (EWMA). This method can reduce the noise pollution, and the adjustable
threshold can better measure the change of the system, which is more helpful to make a
more reasonable decision on whether the system is healthy. Finally, it is verified in TE
system that this method can obviously reduce the false alarm rate.

2 IPCR Algorithm

The IPCR algorithm is improved by PCA algorithm. As mentioned above, the tradi-
tional PCA algorithm can not establish a relationship between the monitoring results
and the quality we care about, which will lead to the false alarm rate. The improved
IPCR algorithm makes up for this disadvantage, and the results also show that IPCR
can distinguish whether quality related faults occur or not. Where X (n� m) is the
process variable and Y (n� l) is the quality variable. The specific IPCR algorithm is as
follows.

First, decompose X according to PCA

X ¼ X̂ þ ~X ¼ TPT þ ~X ð1Þ

where T is the score matrix, P is the load matrix, X̂ is the main element part, and ~X is
the residual part. Then make T and Y do least square regression to get the load matrix
W of Y .

WT ¼ TTT
� ��1

TTY ð2Þ

Get the coefficients M for Y and X

Ŷ ¼ TWT ¼ XPQT ¼ XM ð3Þ

In order to decompose X more thoroughly, the coefficient matrix MMT is
decomposed by SVD, and the following results are obtained.

MMT ¼ PM~PM
� � KM 0

0 0

� �
PT
M

~PM

� �
ð4Þ

PM ¼ PMP
T
M ð5Þ

Tre ¼ XPM ð6Þ

X̂ ¼ XPM ¼ TreP
T
M ð7Þ

where X̂ is extremely related to Y , Tre is the score matrix of X̂.
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On-line detection: tre is obtained from Eq. (4).

tre ¼ PT
Mx ð8Þ

x̂T x̂ ¼ xTPMP
T
Mx = tTretre ð9Þ

Thus, we can determine the T2 statistic of X̂

T ¼ tTre
TT
reTre

N � 1

� 	�1

tre ð10Þ

If the confidence limit is set to a, the threshold of T2
re is as follows

T2
a ¼ AðN2 � 1Þ

NðN � mÞ FA;N�A;a ð11Þ

where FA;M�A;a is F-distribution with A and M � A degrees of freedom, A is the number
of latent variables

Finally, according to the threshold to determine whether the quality related fault
occurs or not.

• T � T2
a

) A quality related failure has occurred;
• T\T2

a ,
) No quality related failure occurred;

3 Improved EWMA Algorithm to Adjust Threshold

In order to overcome the shortcomings of using fixed threshold method in process
monitoring, the paper [16] applies EWMAcontrol scheme to processmonitoring of PCA,
and achieves good monitoring effect. However, although PCA can monitor the situation
of the system, it is unable to distinguish whether quality related faults occur or not. This
paper combines the idea of adjusting threshold with IPCR to make up for it. The formula
of control line given in article [16] is as follows, T2

a is the traditional fixed threshold value,
k is the weight, and H is the window length. If there are alarm samples in the previous
time, this adaptive threshold can get very small value or even show negative value due to
the cumulative effect of fault samples in the previous time, which may lead to an increase

in false positives. Therefore, a minimum threshold value of T2
a
2 is set.

ti [max
T2
a

Ph
j¼1 k

j �Ph�1
j¼1 k jti�hþ j


 �
kh

;
T2
a

2

8<
:

9=
; ð12Þ
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If k is too small to be close to 1, although the false alarm can be reduced, the
detection delay time will be increased. If k is too large, it will increase the weight of the
nearest sample. Although it can achieve the purpose of fast detection, it can not reduce
the false alarm rate. The window length h can affect the calculation time. As time goes
on, the later the data weight coefficient is smaller and even can be ignored. Therefore, h
cannot and does not need to be too large. The specific values of h and k still need to be
determined in the specific environment.

4 IPCR with Adjustable Threshold

The EWMA method can be integrated into the IPCR algorithm, which can improve the
accuracy of monitoring. By adjusting the parameters, it can reduce the false alarm rate
and improve the detection rate. The specific algorithm steps are as follows.

The flow chart describes the detailed, shown in Fig. 1.

Healthy data 
preprocessing

IPCR model

Get ,λ,h

Fault data 
preprocessing

IPCR model

Get T

Get new threshold

If t > new threshold, then the 
system has a quality related 

failure

2Tα

Fig. 1. Flow chart
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Step 1 standardized processing of normal data
Step 2 processed data is brought into IPCR for modeling
Step 3 determines the confidence level a and get the threshold T2

a
Step 4 determines the weight coefficient k and window length h according to the
quality related fault of normal data in the algorithm without alarm.
Step 5 In the online test, the test sample is brought into the IPCR model to obtain
the statistic t
Step 6 The new threshold is determined according to T2

a in Step 3 and T in step 5.
Then the new threshold is used to judge whether the system has quality related
faults. When the statistic t exceeds the threshold value, it means that there is a
quality related fault; otherwise there is no quality related fault.

5 TE Process Monitoring Based on Adjustable Threshold
IPCR

TE system comes from real chemical process. It is a chemical model widely used to
develop research and evaluate process control technology and monitoring methods. The
large number of literatures cited its data to study algorithm optimization, process
monitoring and fault diagnosis. TE process includes 12 operation variables and 41
measurement variables. It is composed of 5 main operation units, including reactor,
condenser, vapor-liquid separator, circulation compressor and product desorption tower.
The TE chemical model is shown in Fig. 2. The reaction equation is as follows. The
products g and H and the by-product F are liquid, and the rest of the reactants are gas

AþCþD ! G
AþCþE ! H
AþE ! F
2D ! 2F

8>><
>>:

ð13Þ

There are 15 known faults in TE simulation, among which the quality related faults
are (1 2 6 8 10 12 13) and the undisputed quality independent faults are (3 4 9 11 14
15). The fault types are given in Table 1, and the specific TE process can be referred to
in reference [15], which will not be described here.

In this paper, 22 continuous variables and 11 manipulation variables are selected as
input variables X, and the concentration of G in pipeline 11 is selected as quality
variable Y. there are 500 samples in the training set and 960 samples in each test set.
The fault is added after the 160th sample, and the IPCR model is established under the
confidence level a = 99%. The values of h and k are determined with reference to [16]
and the current situation, h = 100, k = 1.02.
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Since the window length is set to 100, the threshold value of the first 100 t-statistics
is still a fixed threshold T2

a . FDR is the fault detection rate, FDR ¼ f
F, where f is the

detected fault sample and F is the total failure sample. In this simulation, PCA, IPCR
and the methods proposed in this paper to compare with it. Through Table 2 and
Table 3, it can get that the method proposed in this paper are better than IPCR in
quality related faults and quality independent faults, especially in unrelated fault
detection, the false alarm rate is very low. Almost no false alarm in faults 9, 11, 14.
The PCA algorithm will alarm whether the quality related fault or the quality inde-
pendent fault, which makes it impossible to distinguish whether the quality related fault
occurs or not.

Fig. 2. TE mode

Table 1. The type of fault

Fault Type Fault Type

1 step 8 Random
2 step 9 Random
3 step 10 Random
4 step 11 Random
5 step 12 Random
6 step 13 drift
7 step 14 sticking
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In order to let readers see the monitoring result, the monitoring diagrams of dif-
ferent types of faults are listed in Figs. 3, 4, 5 and 6, in which faults 1 and 13 are quality
related faults, while faults 9 and 14 are quality independent faults. During the moni-
toring, the quality related fault is alarmed, and the quality independent fault is not
alarmed, which conforms to the fault diagnosis logic.

Table 2. Detection Rate of TE quality related Faults

Fault number IPCR PCA Proposed method

3 13.63% 52.38% 1.50%
4 11.00% 70.13% 3.58%
9 7.50% 51.13% 0.00%
11 10.25% 74.38% 0.00%
14 10.00% 100.00% 0.00%
15 10.50% 44.00% 1.03%

Table 3. Detection Rate of TE quality unrelated Faults

Fault number IPCR PCA Proposed method

1 90.63% 99.25% 99.00%
2 88.38% 98.63% 85.55%
6 99.25% 99.88% 98.50%
8 68.88% 100.00% 73.25%
10 46.00% 73.75% 50.00%
12 84.13% 99.75% 87.63%
13 90.38% 97.88% 90.75%

Fig. 3. The process monitoring graphic of fault 1
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Fig. 4. The process monitoring graphic of fault 9

Fig. 5. The process monitoring graphic of fault 13

Fig. 6. The process monitoring graphic of fault 14
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6 Conclusion

Due to the problem of some false alarms and missing alarms in the fault monitoring of
TE chemical process by IPCR, an adjustable threshold IPCR algorithm is proposed,
which greatly reduces the false alarm rate of quality independent fault monitoring, and
ensuring the detection rate of quality related fault. Because this method considers the
statistical results before detection in the current detection, the detection results are more
accurate and stable. Besides, this method is simple, and does not need to change the
IPCR algorithm, and too many mathematical formulas to be pushed to work. Whether
the model is successful mainly depends on the adjustment parameter k. Therefore, in
future research, we can find a better k through theory and practice.
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Abstract. Since the supervisory control of fuzzy discrete event systems (fuzzy
DESs) was established in 2005, there have been meaningful development. The
main contributions of the paper include two points: First we establish another
supervisory control theorem of fuzzy DES. Here our purpose is to achieve the
objective set (specifications) ~K (instead of its prefix-closure language), and we
use two supervisors to control the fuzzy DES, and ~K can be between the
controlled languages generated by the two supervisors. Also, a test algorithm is
described to check whether or not the fuzzy controllability condition holds.
Second, we further show two fundamental properties of the largest fuzzy sub-
language and the s-mallest prefix-closed fuzzy controllable superlanguage of a
given fuzzy language, and two equivalence characterizations of the largest fuzzy
sublanguage and the smallest prefix-closed fuzzy controllable superlanguage are
given.

Keywords: Fuzzy discrete event systems � Supervisory control � Fuzzy finite
automata � Fuzzy controllability condition

1 Introduction

Discrete event systems (DESs) are formally dynamical systems whose states are dis-
crete and the evolutions of its states are driven by the occurrence of events [1]. DESs
have been applied to many real-world systems, such as traffic systems, manufacturing
systems, smart grids systems, and logistic (service) systems, etc.

Supervisory Control Theory (SCT) is a basic and important subject in DESs [1].
Briefly, a DES is modeled as the generator (an automaton) of a formal language, and
certain events (transitions) can be disabled by an external controller. The idea is to
construct this controller so that the events it currently disables depend on the past
behavior of the DES in a suitable way.

However, for some practical systems, the systems designers usually have not a
precise picture of these systems in the stage of system modeling, and thus it is difficult
to use the crisp DESs model to characterize the behaviors of such systems. For
example, in a biomedical system, it is hard to present an exact definition for the “poor”
state of one’s health. In order to efficiently handle the vagueness, subjectivity and
uncertainty in DESs, Lin and Ying [2] initialed the study of fuzzy DESs in 2002.
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In 2004, Qiu [3] and Cao etc. [4] studied the supervisory control of fuzzy DESs.
Then many scholars have developed fuzzy DESs concerning observability [5–11]
diagnosis [12–14], and predictability [15]. In particular, these theories have been
successfully applied to many practical applications, such as robot control [16–19],
decision supporting [20, 21], uncertainty handling [22], etc.

In [3], the supervisory control of fuzzy DESs with fuzzy states and fuzzy events
was established, and a test algorithm was designed for checking the fuzzy controlla-
bility condition that decides the existence of supervisor. This algorithm can also be
used to check the controllability condition in crisp DESs. In addition, some funda-
mental properties related to the controllable languages were presented [3].

In supervisory control of (fuzzy) DESs [1–15], for the given set (specifications), say
K, that belongs to the language generated (unnecessarily marked) by a finite automaton
modeling the DES, a supervisor is required to achieve the prefix-closure of K. Here, in
fuzzy DESs, our goal is to design two supervisors such that K is between the two
controlled languages. Therefore, we establish another supervisory control theorem of
fuzzy DESs, and also this result is new in crisp DESs. Furthermore, by using the
method in [3] we present a test algorithm to check whether or not the fuzzy control-
lability condition in the theorem holds. In addition, there are still important properties
regarding the largest fuzzy sublanguage and the smallest prefix-closed fuzzy control-
lable superlanguage to be studied. So, we give two equivalence characterization of the
largest fuzzy sublanguage and the smallest prefix-closed fuzzy controllable
superlanguage.

The remainder of the paper is organized as follows: In Sect. 2, we recall the
supervisory control theory of fuzzy DESs and related notations and results that will be
used in the paper. Then, in Sect. 3, we prove another supervisory control theorem of
fuzzy DESs, and by virtue of the method of [3], a test algorithm is described for
checking the fuzzy controllability condition. Sect. 4 is focused on the properties related
to the fuzzy controllability languages, and we demonstrate two equivalence charac-
terization of the largest fuzzy sublanguage and the smallest prefix-closed fuzzy con-
trollable superlanguage for a given fuzzy subset. Finally, we conclude the paper with a
short summary and mentioning some possible problems for further study.

2 Preliminaries

In this section, we recall the supervisory control of fuzzy DESs and relative properties,
and the details are referred to [2, 3].

A fuzzy state is represented as a vector a1; a2; � � � ; an½ � that stands for the possibility
distributions over crisp states, i.e., ai 2 0; 1½ � represents the possibility that the system
is in the ith crisp state, i ¼ 1; 2; � � � ; nð Þ. Similarly, a fuzzy event is denoted by a matrix
~r ¼ aij

� �
n�n, where aij 2 0; 1½ � means the possibility of system transferring from the ith

crisp state to the jth crisp state when event r occurs, and n is the number of all possible
crisp states.
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Definition 1. A fuzzy finite automaton is formally defined as a fuzzy system

~G ¼ ~Q; ~R; ed; ~q0; ~Qm

� �
;

where ~Q is the set of some state vectors (fuzzy states) over crisp state set; ~q0 � ~Q is the
initial fuzzy state; ~Qm � ~Q is also a set of fuzzy states over Q, standing for the marking
states; ~R is the set of matrices (fuzzy events); ~d : ~Q� ~R ! ~Q is a transition function

which is defined by ed ~q; ~rð Þ ¼ ~q� ~r for ~q 2 ~Q and ~r 2 ~R, where � denotes the max-
product [3] or max-min [3] operation in fuzzy set theory: for n � m matrix A = [aij]
and m � k matrix B = [bij], then A� B ¼ cij

� �
n�n, where cij ¼ maxml¼1 ail � blj after

max-product operation, or cij ¼ maxml¼1 min ail; blj
� �

after max-min operation.

Remark 1. The transition function ed can be naturally extended to ~Q� ~R� in the usual
manner:

~d ~q; kð Þ ¼ ~q; ~d ~q;~s~rð Þ ¼ ~d ~d ~q;~sð Þ; ~r
� �

;

where ~R� is the Kleene closure of ~R, � denotes the empty string, ~q 2 ~Q, ~r 2 ~R and
~s 2 ~R�. Moreover, ~d can be regarded as a partial transition function in practice.

~Rk is used to denote all string of fuzzy events with the length of k, i.e.,

~Rk ¼ f~r1~r2 � � � ~rk : ~ri 2 ~R; i ¼ 1; 2; � � � kg: ð1Þ

Especially, ~R0 ¼ f�g.
The fuzzy languages generated and marked by ~G, denoted by L~G and L~G;m,

respectively, are defined as a function from ~R� (~R� represents the set of all strings of
fuzzy events from ~R) to [0,1] as follows: For any ~r1~r2 � � � ~rk 2 ~R� where
~ri 2 ~R; i ¼ 1; 2; � � � ; k,

L~G ~r1~r2. . .~rkð Þ ¼ max
n

i¼1
~q0 � ~r1 � ~r2 � . . . � ~rk � �sTi ; ð2Þ

L~G;m ~r1~r2. . .~rkð Þ ¼ sup
~q2~Qm

~q0 � ~r1 � ~r2 � . . . � ~rk � ~qT ; ð3Þ

where �sTi is the transpose of �si, and �si is as indicated above, i.e., �si ¼ 0 � � � 1 � � � 0½ �
where 1 is in the ith place. From Eqs. (1) and (2) it follows that for any ~s 2 ~R� and any
~r 2 ~R,

L~G;m ~s~rð Þ	L~G ~s~rð Þ	L~G ~sð Þ: ð4Þ

Each event ~r 2 ~R is associated with a degree of controllability, so, the un- con-
trollable set ~Ruc and controllable set ~Rc are two fuzzy subsets of ~R, i.e., ~Ruc, ~Rc 2
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F ~R
� 	

(in this paper, F Xð Þ denotes the family of all fuzzy subsets of X), and satisfy:

For any ~r 2 ~R,

~Ruc ~rð Þþ ~Rc ~rð Þ ¼ 1: ð5Þ

A sublanguage of L~G is represented as ~K 2 F ~R�� 	
satisfying ~K�L~G. In this paper,

~A�~B stands for ~A ~rð Þ	 ~B ~rð Þ for any element ~r of domain. A supervisor S of fuzzy DES
~G is defined as a function:

~S : ~R� ! F ~R
� 	

;

where for each ~s 2 ~R� and each ~r 2 ~R, ~Sð~sÞð~rÞ represents the possibility of fuzzy event
~r being enabled after the occurrence of fuzzy event string ~s, and minf~Sð~sÞð~rÞ;L~Gð~s~rÞg
is interpreted to be the degree to which string ~s~r is physically possible and fuzzy event
~r is enabled after the occurrence of fuzzy event string ~s.

~S is usually required to satisfy that for any ~s 2 ~R� and ~r 2 ~R,

min ~Ruc ~rð Þ;L~G ~s~rð Þ� �	 ~S ~sð Þ ~rð Þ: ð6Þ

This condition is called the fuzzy admissibility condition for supervisor ~S of fuzzy
DES ~G.

The fuzzy controlled system by ~S, denoted by ~S=~G, is also a fuzzy DES and the
languages L~S=~G and L~S=~G;m generated and marked by ~S=~G respectively are defined as

follows: For any ~s 2 ~R� and each ~r 2 ~R,

L~S=~G �ð Þ ¼ 1; L~S=~G ~s~rð Þ ¼ minfL~S=~Gð~sÞ; L~Gð~s~rÞ; ~Sð~sÞð~rÞg;
L~S=~G;m ¼ L~S=~G

~\L~G;m;

where symbol ~\ is Zadeh fuzzy AND operator, i.e., ~A ~\ ~B
� 	

xð Þ ¼ min ~A xð Þ; ~B xð Þ� �
.

We give a notation concerning prefix-closed property in the sense of fuzzy DESs.
For any ~s 2 ~R�,

pr ~sð Þ ¼ ~t 2 ~R� : 9er 2 ~R�;~t~r ¼ ~s
� �

: ð7Þ

For any fuzzy language L over ~R�, its prefix-closure pr Lð Þ : ~R� ! 0; 1½ � is defined
as:

prðLÞð~sÞ ¼ sup
~s2prð~tÞ

Lð~tÞ: ð8Þ

So pr Lð Þð~sÞ denotes the possibility of string ~s belonging to the prefix-closure of L. The
two controllability theorems concerning fuzzy DESs is as follows.
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Theorem 1. Let a fuzzy DES be modeled by fuzzy finite automaton ~G ¼ ~Q; ~R; ~d; ~q0
� �

.

Suppose fuzzy uncontrollable subset ~Ruc 2 F ~R
� 	

, and fuzzy legal subset ~K 2 F ~R�� 	
that satisfies: ~K�L~G, and ~K �ð Þ ¼ 1: Then there exists supervisor ~S : ~R� ! F ~R

� 	
,

such that ~S satisfies the fuzzy admissibility condition Eq. (6) and L~S=~G ¼ pr ~K
� 	

if and

only if for any ~s 2 ~R� and any ~r 2 ~R,

min pr ~K
� 	

~sð Þ; ~Ruc ~rð Þ;L~G ~s~rð Þ� �	 pr ~K
� 	

~s~rð Þ; ð9Þ

where Eq. (9) is called fuzzy controllability condition of ~K with respect to ~G and ~Ruc.

Theorem 2. Let a fuzzy DES be modeled by fuzzy automaton ~G ¼ ~Q; ~R; ~d; ~q0; ~Qm

� �
,

and let ~Ruc 2 F ~R
� 	

be the fuzzy uncontrollable subset of ~R. Suppose fuzzy language
~K�L~G;m satisfying ~K �ð Þ ¼ 1 and pr ~K

� 	�L~G;m. Then there exists a nonblocking

supervisor ~S for ~G such that ~S satisfies the fuzzy admissibility condition Eq. (6), and

L~S=~G;m ¼ ~K andL~S=~G ¼ prð~KÞ

if and only if ~K ¼ prð~KÞ ~\L~G;m and the fuzzy controllability condition of ~K with

respect to ~G and ~Ruc holds, i.e., Equation (9) holds.

3 Supervisory Control of Fuzzy DESs with Two Supervisors

In this section, we first prove another supervisory control of fuzzy DESs, and then give
a test algorithm for checking the fuzzy controllability condition.

3.1 Supervisory Control Theorem of Fuzzy DESs

In Theorem 1, if we require that the fuzzy controlled system ~S=~G approaches to the
fuzzy legal subset ~K 2 F ~R�� 	

, instead of L~S=~G ¼ pr ~K
� 	

, then the fuzzy controllability
condition will be changed. Also, we can pose the problem that if the fuzzy control-
lability condition is changed to an extent, then what the fuzzy controlled system will
be. More exactly, we have the following result.

Theorem 3. Let a fuzzy DES be modeled by fuzzy finite automaton ~G ¼ ~Q; ~R; ~d; eq0� �
.

Suppose fuzzy uncontrollable subset ~Ruc 2 F ~R
� 	

, and fuzzy legal subset ~K 2 F ~R
�� 	

that satisfies: ~K �L~G, and eK �ð Þ ¼ 1: If for any ~s 2 ~R� and any ~r 2 ~R,

min ~K ~sð Þ; ~Ruc ~rð Þ;L~G ~s~rð Þ� �	 ~K ~s~rð Þ; ð10Þ
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then there exists two supervisors ~S : ~R� ! F ~R
� 	

(i = 1, 2), such that

L~S1=~G � ~K� prð~KÞ�L~S2=~G �L~G: ð11Þ

Proof. We define eS1: ~R� ! F ~R
� 	

as: For any es 2 ~R� and any ~r 2 ~R,

~S esð Þ ~rð Þ ¼ min ~Ruc ~rð Þ;L~G ~s~rð Þ� �
; if ~Ruc ~rð Þ
 ~K ~s~rð Þ;

~K ~s~rð Þ; otherwise:



ð12Þ

We define ~S2:~R� ! F ~R
� 	

as: For any ~s 2 ~R� and any ~r 2 ~R,

~S ~sð Þ ~rð Þ ¼ min ~Ruc ~rð Þ;L~G ~s~rð Þ� �
; if ~Ruc ~rð Þ
 pr ~K

� 	
~s~rð Þ;

pr ~K
� 	

~s~rð Þ; otherwise:



ð13Þ

Clearly, ~S1 and ~S2 satisfy the fuzzy admissibility condition. Next our purpose is to
show that for any ~s 2 ~R�,

L~S1=~Gð~sÞ	 ~Kð~sÞ	 prð~KÞð~sÞ	L~S2=~Gð~sÞ	L~Gð~sÞ: ð14Þ

We only prove L~S1=~G
~sð Þ	 ~K ~sð Þ and prð~KÞð~sÞ	L~S2=~Gð~sÞ since the other in-

equalities are immediate. First we prove the first one. Proceed by induction for the
length of ~s. If ~sj j ¼ 0, i.e., ~s ¼ �, then L~S=~G �ð Þ ¼ 1 ¼ ~K �ð Þ. Suppose that

L~S1=~G ~sð Þ 	 ~K ~sð Þ holds true for any ~s 2 ~R� with ~sj j 	 k � 1. Then our aim is to prove that

it holds for any ~t 2 ~R� with et�� �� ¼ k. Let ~t ¼ ~s~r where ~sj j ¼ k � 1. Then with the
assumption of induction, and the definition of L~S1=~G, we have

L~S1=~Gð~s~rÞ ¼ min L~S=~Gð~sÞ;L~Gð~s~rÞ; ~S ~sð Þ ~rð Þ
n o

	min ~K ~sð Þ;L~Gð~s~rÞ; ~S ~sð Þ ~rð Þ� �
:

By means of the definition ~S ~sð Þ ~rð Þ, if ~Ruc ~rð Þ
 ~K ~s~rð Þ, then

L~S=~Gð~s~rÞ	min ~Kð~sÞ;L~Gð~s~rÞ; ~Ruc ~rð Þ� �
	 ~Kð~s~rÞ;

if ~Ruc ~rð Þ\ ~Kð~s~rÞ, then

L~S=~Gð~s~rÞ	min ~Kð~sÞ;L~Gð~s~rÞ; ~Kð~s~rÞ
� �

	 ~Kð~s~rÞ;
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Therefore, we have shown L~S=~G ~s~rð Þ	 ~K ~s~rð Þ.
Now we prove the second inequality: pr ~K

� 	
~sð Þ	L~S2=~G

~sð Þ. Similarly, proceed by

induction for the length of ~s. If ~sj j ¼ 0, i.e., ~s ¼ �, then pr ~K
� 	

�ð Þ ¼ L~S2=~G �ð Þ ¼ 1.

Suppose that pr ~K
� 	

~sð Þ	L~S2=~G holds true for any ~s 2 ~R� with ~sj j 	 k � 1.

Then next we prove that it holds for any ~t 2 ~R� with ~tj j ¼ k.
Indeed, as [3] verifies that ~K�L~G implies pr ~K

� 	�L~G, i.e., for any ~s 2 ~R�,

pr ~K
� 	

~sð Þ ¼ sup
~t2~R�

~K ~s~tð Þ	 sup
~t2~R�

L~G ~s~tð Þ ¼ L~G ~sð Þ: ð15Þ

Due to pr ~K
� 	 es~rð Þ	 pr ~K

� 	 esð Þ and pr ~K
� 	 es~rð Þ	L~G es~rð Þ, we have

pr ~K
� 	

~s~rð Þ	min pr ~K
� 	

~sð Þ;L~G ~s~rð Þ� �
	min L~S2=~G ~sð Þ;L~G ~s~rð Þ

n o
:

ð16Þ

Furthermore, if ~Ruc ~rð Þ
 pr ~K
� 	

~s~rð Þ, then by combining the definition of ~S2 ~sð Þ, we
have

pr ~K
� 	

~s~rð Þ	min L~S2=~G ~sð Þ;L~G ~s~rð Þ; ~Ruc ~rð Þ
n o

¼ min L~S2=~G ~sð Þ;L~G ~s~rð Þ; ~S2 ~sð Þ ~rð Þ
n o

:

¼ L~S2=~G ~s~rð Þ;

if ~Ruc ~rð Þ\pr ~K
� 	

~s~rð Þ, then with the definition of ~S2 ~sð Þ we have
~S2 ~sð Þ rð Þ ¼ pr ~K

� 	
~s~rð Þ, and we can obtain that

pr ~K
� 	

~s~rð Þ	min L~S2=~G ~sð Þ;L~G ~s~rð Þ; ~S2 ~sð Þ ~rð Þ
n o

¼ L~S2=~G ~s~rð Þ:

Therefore we have verified that pr ~K
� 	

~s~rð Þ ¼ L~S2=~G
~s~rð Þ holds for any ~s 2 ~R� and

~r 2 ~R with ~sj j ¼ k � 1, and the proof is completed. h

Remark 2. As we are aware, the above result is also new in crisp DESs. In addition, an
appropriate limit to derive the fuzzy controllability condition is worth considering.

3.2 The Decidability of the Fuzzy Controllability Condition Eq. (10)

In crisp DESs, checking the controllability condition can be finished clearly in poly-
nomial time if the controlled specifications (usually represented by pr(K)) is generated
by a finite automaton [1]. However, in fuzzy DESs, it is much com- plicated due to the
infinity of the number of fuzzy states. However, if fuzzy DESs are modeled as max-min
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automata, then [3] presented a polynomial-time algorithm to test the fuzzy controlla-
bility condition. The method is new and different from the crisp case and also applies to
crisp case.

By means of the ideas in [3], now we describe a test algorithm to check the

controllability condition Eq. (10). We here use max-min automaton ~G ¼ ~Q; ~R; ed; ~q0� �
to model fuzzy DES, and suppose there is a max-min fuzzy automaton ~H ¼
~Q1; ~R;~c; ~p0

� 	
to generate ~K. For any ~s 2 ~R� and any ~r 2 ~R, denote

L ~G; ~G;~s; ~r
� 	 ¼ min ~K ~sð Þ; ~Ruc ~rð Þ;L~G ~s~rð Þ� �

; ð17Þ

~K ~sð Þ ¼ L~H ~sð Þ ¼ ~p0 � ~s½ �; ð18Þ

L~G ~s~r ¼ ~q0 � ~s� ~r½ �ð Þ ð19Þ

By virtue of the method in [3], with polynomial time we can search for the set of all
different fuzzy state pairs as:

~q0 � ~si; ~p0 � ~sið Þ : i ¼ 1; 2; . . .;m;~si 2 ~R�� �
: ð20Þ

The finiteness of the above set of all different fuzzy state pairs was proved in [3].
So, for each ~si 2 ~R� above (i = 1, 2, …, m), and for ~r 2 ~R, we check whether the
following inequality holds:

L ~G; ~G;~si; ~r
� 		L~G ~si~rð Þ: ð21Þ

The procedure is finite and we can finish with at most O m ~R
�� ��� 	

steps to decide
whether or not the fuzzy controllability condition (10) holds.

4 Properties of Controllability of Fuzzy DESs

In this section, we deal with the largest fuzzy sublanguage and the smallest prefix-
closed fuzzy controllable superlanguage of a given fuzzy subset in fuzzy DESs.

Definition 2. Let ~K and ~M be fuzzy languages over set ~R of fuzzy events, and
~K� ¼ ~M ¼ pr ~M

� 	
. Suppose that ~Ruc 2 F ~R

� 	
denotes a fuzzy subset of uncontrollable

events. Then ~K is said to be controllable with respect to ~M and ~Ruc if for any ~s 2 ~R�

and any ~r 2 ~R,

min pr ~K
� 	

~sð Þ; ~Ruc ~rð Þ; ~M ~s~rð Þ� �	 pr ~K
� 	

~s~rð Þ: ð22Þ

Denote by C ~M; ~Ruc
� 	

the set of all those being controllable respect to ~M and ~Ruc,
that is,

348 C. Lin and D. Qiu



C ~M; ~Ruc
� 	 ¼ ~L 2 F ~R�� 	

: ~L is controllable with respect to ~M and ~Ruc
� �

: ð23Þ

Denote

K ~K
� 	\ ¼ ~L� ~K : ~L 2 C ~M; ~Ruc

� 	� �
; ð24Þ

k ~K
� 	[ ¼ ~L 2 F ~R�� 	

: ~K � ~L� ~M and pr ~L
� 	 ¼ ~L and ~L 2 C ~M; ~Ruc

� 	� �
; ð25Þ

~K
\ ¼ ~[

~L2K ~Kð Þ\~L; and ~K
[ ¼ ~\

~L2K ~Kð Þ[ ~L: ð26Þ

First we give a characterization of the smallest prefix-closed fuzzy controllable
superlanguage ~K[ .

Proposition 1. Let ~K and ~M be fuzzy languages over set ~R of fuzzy events, and
~K� ¼ ~M ¼ pr ~M

� 	
. Suppose that ~Ruc 2 F ~R

� 	
denotes a fuzzy subset of uncontrol-

lable events. Then for any ~s 2 ~R�, we have

~K
[

~sð Þ ¼ min pr ~K
� 	

~R�
uc

� 	
~sð Þ; ~M ~sð Þ� �

; ð27Þ

where

pr ~K
� 	

~R�
uc

� 	
~sð Þ ¼ max

~s1~s2¼~s
min pr ~K

� 	
~s1ð Þ; ~R�

uc ~s2ð Þ� �
; ð28Þ

and ~R�
uc ~s2ð Þ ¼ min1	 i	 k ~Ruc ~rið Þ if ~s2 ¼ ~r1~r2 � � � ~rk, and it is 1 if ~s2 ¼ �.

Proof. Firstly we prove

~K
[

~sð Þ	min pr ~K
� 	

~R�
uc

� 	
~sð Þ; ~M ~sð Þ� �

: ð29Þ

We define a fuzzy language ~K 0� ~M over ~R: For any ~t 2 ~R�, we set

~K 0 ~tð Þ ¼ min pr ~K
� 	

~R�
uc

� 	
~tð Þ; ~M ~tð Þ� �

: ð30Þ

With the definition above, we have

~K ~tð Þ	 ~K 0 ~tð Þ	 ~M ~tð Þ; ð31Þ
~K 0 ~tð Þ ¼ pr ~K 0� 	

~tð Þ; ð32Þ

and for any ~r 2 ~R,
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min ~K 0 ~tð Þ; ~Ruc ~rð Þ; ~M ~t~rð Þ� �	 ~K 0 ~t~rð Þ: ð33Þ

Inequality (31) is immediate since ~K� ~M. For proving Inequality (32), we need a
property: for any two fuzzy languages ~K1, ~K2, if pr ~K1

� 	 ¼ ~K1 and pr ~K2
� 	 ¼ ~K2, then

pr ~K1 \ ~K2
� 	 ¼ pr ~K1

� 	\ pr ~K2
� 	

. Indeed, we note ~M ¼ pr ~M
� 	

and pr pr ~K
� 	

~R�
uc

� 	 ¼
pr ~K
� 	

~R�
uc. Indeed, for any ~t 2 ~R�,

pr pr ~K
� 	

~R�
uc

� 	
~tð Þ ¼ sup

~e2~R
pr ~K
� 	

~R�
uc

� 	
~t~eð Þ ð34Þ

	 pr ~K
� 	

~R�
uc

� 	
~tð Þ: ð35Þ

Next we prove Inequality (33).

min ~K 0 ~tð Þ; ~Ruc ~rð Þ; ~M ~t~rð Þ� � ð36Þ

¼ min min pr ~K
� 	

~R�
uc

� 	
~tð Þ; ~M ~tð Þ� �

; ~Ruc ~rð Þ; ~M ~t~rð Þ� � ð37Þ

	 ~K 0 ~t~rð Þ: ð38Þ

So, ~K 0 2 Kð~K[ Þ, and therefore Inequality (29) holds, due to the definition of ~K[ , i.e.,
~K[ ¼ ~T

~L2Kð~KÞ[ ~L.
Secondly, we prove

~K
[

~sð Þ
min pr ~K
� 	

~R�
uc

� 	
~sð Þ; ~M ~sð Þ� �

: ð39Þ

For any ~L 2 Kð~KÞ[ , then pr ~K
� 	\ ~M� ~M, and therefore we can further obtain

pr ~K
� 	

~R�
uc

� 	\ ~M� ~M: ð40Þ

So, for any ~s 2 ~R�, we have ~K
0
~sð Þ�~L ~sð Þ, and therefore, ~K

0
~sð Þ	 ~K[ ~sð Þ. The proof

is completed. h

Now we give a characterization of the largest fuzzy sublanguage in fuzzy DESs.

Proposition 2. Let a fuzzy DES be modeled by fuzzy automaton
~G ¼ ~Q; ~R; ~d; ~q0; ~Qm

� �
, and let ~Ruc 2 F ~R

� 	
be the fuzzy uncontrollable subset of ~R.

Suppose fuzzy language ~K �L~G;m satisfying

~K ¼ pr ~K
� 	\ L~G;m; ð41Þ

then

~K
\ ¼ pr ~K

\
� �

\ L~G;m: ð42Þ
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Proof. We set ~K 0 ¼ pr ~K\
� 	\L~G;m . First, it is clear that ~K\ � ~K 0 since

~K\ � pr ~K\
� 	

and ~K\ � ~K�L~G;m.

Next we prove ~K � ~K\. From ~K\ � ~K 0 it follows pr ~K\
� 	 � pr ~K 0� 	

.
Clearly, ~K ¼ pr ~K\

� 	 \ L~G;m �pr ~K\
� 	

. Hence pr ~K 0� 	� pr ~K\
� 	

. So, we have

pr ~K
� 	 ¼ pr ~K\� 	

: ð43Þ

Since pr ~K\
� 	 2 C ~G; ~Ruc

� 	
, we have pr ~K 0� 	 2 C ~G; ~Ruc

� 	
, as well. Therefore,

with pr ~K\
� 	� pr ~K

� 	
, we conclude that

~K 0 � pr ~K
� 	\L~G;m ¼ ~K: ð44Þ

The proof is completed. h

5 Conclusion

In this paper, we have tried to give another supervisory control theorem of fuzzy DESs
with two supervisors, and the given fuzzy specifications can be between two controlled
languages achieved by the two supervisors respectively. As we are aware, this result is
also new in crisp DESs. Also, we have presented a test algorithm to check the fuzzy
controllability condition. The largest fuzzy sublanguage and the smallest prefix-closed
fuzzy controllable superlanguage for a given fuzzy subset are two important control-
lable languages, so we have given two equivalence characterizations for the two
controllable languages.

The fuzzy supervisory control and related issues of networked fuzzy discrete event
systems (for the crisp case we can refer to, e.g., [23]) are worthy of further consider-
ation, and we would like to study it in future.
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Abstract. A multi-class classification algorithm based on geometric support
vector machine (SVM) is proposed. For each class of training samples, a convex
hull is constructed in the sample space using the Schlesinger-Kozinec (SK) al-
gorithm. For a sample to be classified, the class label is determined according to
the convex hull in which it is located. If this sample is in more than one convex
hull, or is not in any convex hull, the nearest neighbor rule is further employed.
Subsequently, its class label is identified by the class of centroid closest to the
sample. The experimental results show that compared with the existing multi-
class SVM methods, the proposed algorithm can improve the classification
accuracy.

Keywords: Multi-class classification � Support vector machine � Convex hull

1 Introduction

With the rapid development of computer technology, the sources of information to be
managed, such as WebPages, news and database, are increasing rapidly, the need for
multi-class classification is growing in real applications. Therefore, multi-class clas-
sification is one of the core issues in the field of machine learning [1–6]. Some research
results has been applied to pattern recognition [7], image processing [8], text classi-
fication [9], and etc.

Support vector machine (SVM) [10] is a well-known arning method based on
statistical learning theory. It exhibits many unique advantages when solving the
problem of pattern recognition with small-scaled samples, nonlinear and high dimen-
sion. But SVM was originally designed for binary classification. How to effectively
extend binary classification to multi-classification is an ongoing research issue.

The existing multi-class SVM mainly includes two kinds. One is to combine the
parameter solutions of multiple hyperplanes into one optimization problem, which can
be finally solved to achieve multi-class classification, such as qp-mc-sv and lp-mc-sv
methods [11]. However, due to the high computational complexity and the difficult
implementation, the training speed is very low, especially when the number of classes
is large. In addition, the classification accuracy is not expected [12], so it is not
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commonly used in practice. The second strategy is to decompose the multi-class
problem into multiple two-class problems, and the resulting two-class classifiers are
then combined to achieve multi-class classification, including one against rest(1-a-r)
[13, 14], one againet one(1-a-1) [15, 16], and directed acyclic graphs support vector
machine (DAGSVM) [17, 18] methods. All three methods have good performance and
have been applied in practice, but the 1-a-r and 1-a-1 methods have inseparable regions.
The 1-a-1 method requires a large number of sub-classifiers to be constructed and all
sub-classifiers must be calculated when classifying. If a sub-classifier is not normalized,
the entire classification system will tend to overlearning. The DAGSVM method solves
the problem of inseparable regions, and it does not necessarily calculate all sub-
classifiers. However, the position of each sub-classifier in the directed acyclic graph
also has a greater impact on the classification effect.

A kernel nearest neighbor convex hull (KNNCH) classifier is proposed in [19],
which first maps samples to high-dimensional feature space by kernel function. Then, it
calculates the distances from the testing sample to convex hulls of all classes. The
distances are used for classifying according to the nearest neighbor principle. Never-
theless, the computational complexity of this method is high, and it is not suitable for
large data sets.

The intuitive geometric meaning of SVM is to achieve the separation of the convex
hulls of the two-class training samples at the maximum margin. The optimal hyper-
plane is the hyperplane that maximizes the margin [20]. The literature [21] gives a soft
Schlesinger-Kozinec (SK) algorithm for calculating the optimal hyperplane, which has
the advantages of high calculation accuracy and easy application. Based on the geo-
metric interpretation of SVM and SK algorithm, this paper proposes a multi-class SVM
classification algorithm for large-scale data sets.

2 Geometric Interpretation of SVM and SK Algorithm

2.1 Geometric Interpretation of SVM

Given two finite sets X; Y � Rn, if they are linearly separable, a hyperplane can be
computed by the nearest point pair between their convex hulls. Actually it is the
vertical bisector connecting the two closest points. This hyperplane is called the hard-
margin SVM, as shown in Fig. 1.

2.2 SK Algorithm

The SK algorithm is a typical method for solving the nearest points between convex
hulls. The algorithm is described as follows:

Input: Two finite sets X; Y � Rn, precision parameter e.
Output: A linear discriminant function f ðxÞ ¼ w� � xþ b.
Step 1: Pick x� 2 X; y� 2 Y .
Step 2: Compute mx, my, and m according to Eq. (1), Eq. (2), and Eq. (3),

respectively. If x� � y�k k � m\e is satisfied, goto Step 4. Otherwise, goto Step 3.
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mx ¼ minfðxi � y�Þ � ðx� � y�Þ
x� � y�k k jxi 2 Xg ð1Þ

my ¼ minfðyj � x�Þ � ðy� � x�Þ
x� � y�k k jyj 2 Yg ð2Þ

m ¼ minfmx;myg ð3Þ

Step 3: If mx�my, calculate k by Eq. (4) and then update x� by Eq. (5). Otherwise,
calculate l by Eq. (6) and then update x� by Eq. (7). Goto Step 2.

k ¼ minf1; ðx
� � y�Þ � ðx� � xtÞ

x� � xtk k2 g ð4Þ

where xt�X is the sample with the smallest index satisfying the Eq. (1).

x� ¼ x�ð1� kÞþ kxt ð5Þ

l ¼ minf1; ðy
� � x�Þ � ðy� � ytÞ

y� � ytk k2 g ð6Þ

where yt�Y is the sample with the smallest index satisfying the Eq. (2).

y� ¼ y�ð1� lÞþ l yt ð7Þ

Step 4: Compute f ðxÞ ¼ w� � xþ b, where w� ¼ x� � y� and b ¼ ð y�k k2� x�k k2Þ=2.
The SK algorithm first picks the samples x� and y� from X and Y respectively, and

then it finds the nearest point xt or yt to the vector x� � y�. The nearest point is obtained
by calculating mx and my. Taking mx as an example, we suppose that xt is found to
meet the condition, namely:

mx ¼ ðxt � y�Þ � ðx� � y�Þ
x� � y�k k ð8Þ

Let h denote the angle of two vectors. According to the definition of inner product,
we can simplify Eq. (8) to get Eq. (9):

mx ¼ ðxt � y�Þ � ðx� � y�Þ
x� � y�k k ¼ xt � y�k k � x� � y�k k � cos h

x� � y�k k ¼ xt � y�k k � cos h ð9Þ

Furthermore, we can get the geometric meaning of mx by Eq. (9), as shown in
Fig. 2.

From Fig. 2, we can see that mx is the projection length of the vector xt � y� on the
vector x� � y�, where xt�X is the point with the smallest projection length. h is the
angle between the vectors xt � y� and x� � y�. In fact, xt�X is the sample that causes
x� � xi to be the largest project length on x� � y� (see the indicator p1 in Fig. 2). The
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purpose of Step 2 in the SK algorithm is to find a sample between xt and yt that makes
the projection length larger to verify the stop condition. If the stop condition is satis-
fied, the algorithm stops and the classification hyperplane f ðxÞ is obtained; Otherwise,
local adjustments and updates need to be performed. The updated rules are as follows:
If m ¼ mx, y� is fixed and x�ðx� ¼ ð1� kÞx� þ kxtÞ is updated. If m ¼ my, x� is fixed
and y�ðy� ¼ ð1� lÞy� þ l ytÞ is updated. The value of k (or l) is determined by
Eq. (4) (or Eq. (6)), which is to ensure that the updated distance between x� and y� is
the smallest.

3 Multi-class Classification Algorithm

3.1 Training Algorithm for Generating Convex Hulls

Assume that a given set of training samples X ¼ fxi; yigli¼1, where xi 2 Rn,
yi 2 f1; 2; � � � ;Ng. l is the number of samples, and N is the number of classes. We use
Xm ¼ fxmi ; ymi glmi¼1 to represent the samples of the m-th classes with the number lm.

The convex hull construction algorithm is as follows:

Step 1: Use the samples of the m-th classes xmð1�m�NÞ as the positive class, and
the rest samples X � Xm as the negative class.
Step 2: Compute the convex hull of Xm (denote as CHðXmÞ) by SK algorithm, and
find the samples of the negative class that are not in CHðXmÞ to form a sample set
Cm.
Step 3: Find the nearest point to CHðXmÞ from Cm, and construct a hyperplane,
which will cut off some of the points. Then, repeat this process in the remaining
samples of Cm until Cm is empty.
Step 4: Construct a convex classifier by using these resulting hyperplanes.
Step 5: Repeat Step 1 to Step 4 to obtain N convex classifiers.

H

c d

Fig. 1. Geometric interpretation of SVM

θ

x*

mx

p1

X 

y*

xt

Fig. 2. The geometric meaning of mx
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3.2 Multi-class Classification Algorithm

For a sample x to be classified, its class label is determined according to Eq. (10):

fHi
m
ðxÞ ¼ wi

m � xþ bim ði ¼ 1; 2; � � � ;NmÞ ð10Þ

where Nm is the number of hyperplanes in the m-th classifier, and Hi
mði� i�NmÞ is the

i-th hyperplane in the m-th classifier.
If fHi

m
ðxÞ� 0 for each hyperplane Hi

m, it is determined that x belongs to the m-th
class. The classification process is described as follows:

Step 1: Determine whether x is within the m-th ðm ¼ 1; 2; � � � ;NÞ convex classifier
according to Eq. (12);
Step 2: If x belongs only to the m-th classifier, determine its class label as the m-th
class, and go to step 5; Otherwise, go to step 3;
Step 3: If x is within more than one classifier, then determine its class label by
Eq. (13), and goto Step 5. dmðxÞ represents the distance from x to all centroids, and its
formula is Eq. (12). The centroid is calculated by Eq. (11). If x is not within any
classifier, goto Step 4.

am ¼ 1
l

Xlm
i¼1

uðximÞ ð11Þ

½dmðxÞ	2 ¼ uðxÞ � amk k2 ð12Þ

class ¼ argmin
m

dmðxÞ ð13Þ

Step 4: Calculate amðm ¼ 1; 2; � � � ;NÞ and dmðxÞ by Eq. (11) and Eq. (12) respec-
tively. Determine the class label of x by Eq. (13).
Step 5: Stop.

Table 1. Datasets used in the experiments

Name Abbr. #Class #Training #Testing #Dim

Iris Iri. 3 75 75 4
Wine Win. 3 88 90 13
Vehicle Veh. 4 422 424 18
Sub21578 Sub. 5 598 298 1000
Segment Seg. 7 1155 1155 19
Letter Let. 26 15000 5000 16
Sensorless Sen. 11 29249 29260 48
Mnist Mni. 10 60000 10000 780
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4 Experimental Results and Analysis

The experiment uses 8 standard datasets to evaluate the performance of the proposed
method. The datasets are shown in Table 1, where the four datasets including “iris”,
“wine”, “Sensorless”, and “Mnist” are from UCI [22], the three datasets including
“vehicle”, “segment”, and “letter” are from Statlog [23], and the dataset “sub21578” is
from Reuters-21578 [24].

We use accuracy (accu) and macro-averaging precision (P), recall (R), F1 value as
evaluation indicators.

accuðaccuracyÞ ¼ TPA þ TNA

TPA þ TNA þFPA þFNA
ð14Þ

PðprecisionÞ ¼ TPA

TpA þFPA
ð15Þ

RðrecallÞ ¼ TPA

TPA þFNA
ð16Þ

F1 ¼ 2
 P
 R
PþR

ð17Þ

where TPA, TNA, FPA, FNA denote true positives, true negatives, false positives, false
negatives for given class A, respectively.

We compare the proposed method with 1-a-1 SVM, 1-a-r SVM, and Kostin’s
decition tree (KDT for short) [25]. 1-a-1 SVM is implemented using the method

recommended in Ref. [12] with Radial Basis Function (RBF) Kðx; yÞ ¼ e�c x�yk k2 ,
where c ¼ 1/dimensionality. 1-a-r SVM is implemented by Liblinear [26] with linear
kernel function. The penalty parameter C of SVM is set to 1. KDT is an approximately
geometric method, which is based on the tree division of the subregion centroids. The
precision parameter e is set to 10−3. The machine environment is I5-6500 CPU
3.20 GHz, 8 GB RAM, and windows 8.1 operating system.

Table 2 provides the accuracies, precision, recall and F1 value. Table 3 shows the
training time and testing time.

From Table 2, we can get that the proposed method has higher accuracy, precision,
and F1 value than 1-a-1 SVM on 5 datasets (i.e., “Iris”, “Vehicle”, “Sub21578”,
“Segment”, “Letter”, and “Sensorless”), than 1-a-r SVM on 5 datasets (i.e., “Iris”,
“Segment”, “Letter”, “Sensorless”, and “Mnist”), and than KDT on 6 datasets (i.e.,
“Iris”, “Wine”, “Segment”, “Letter”, “Sensorless”, and “Mnist”). In terms of recall rate,
the proposed method performs better than 1-a-1 SVM, 1-a-r SVM, and KDT on 5
datasets (i.e., “Iris”, “Vehicle”, “Segment”, “Letter”, and “Sensorless”), 6 datasets (i.e.,
“Iris”, “Sub21578”, “Segment”, “Letter”, “Sensorless”, and “Mnist”), and 7 datasets
(i.e., “Iris”, “Wine”, “Sub21578”, “Segment”, “Letter”, “Sensorless”, and “Mnist”),
respectively. It can be seen that the larger the size of datasets and the more the number of
classes, the more obvious advantage this proposed method has. The reason for obtaining
higher accuracy is due to a tighter convex surrounding of the classification area.
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However, since the proposed method contains multiple hyperplanes, it is slower
than the other three methods. Involving the testing process, it also takes more time than
1-a-1 SVM, 1-a-r SVM, and KDT.

Next, we discuss the problem of determining the precision parameters e. e indicates
the stop condition for the proposed method. Figure 3 provides the accuracies varying
with the parameter e. Its value is taken from {1, 0.5, 0.1, 0.05, 0.01, …, 0.00005,
0.00001}. From Fig. 3, we can see a general trend in which the accuracies gradually

Table 2. Comparison of the proposed method with 1-a-1 SVM, 1-a-r SVM and KDT on
Accuracy (%), Precision (%), Recall Rate (%) and F1 Value (%).

Name Iri. Win. Veh. Sub. Seg. Let. Sen. Mni.

Proposed method Accu. 97.18 97.78 70.52 63.42 92.90 86.38 76.16 92.38
P 97.53 97.59 69.41 68.38 92.94 86.87 75.82 92.32
R 96.83 98.15 70.83 66.53 92.90 86.43 75.49 92.30
F1 97.05 97.82 69.77 67.21 92.79 86.43 75.65 92.31

1-a-1 SVM Accu. 94.37 100.00 70.28 60.85 90.82 82.28 75.14 94.46
P 94.54 100.00 68.52 62.91 90.80 83.28 74.70 94.39
R 93.90 100.00 70.70 68.27 90.82 82.31 74.71 94.40
F1 94.10 100.00 68.10 64.71 90.72 82.50 74.70 94.39

1-a-r SVM Accu. 85.92 98.89 74.76 64.77 91.26 66.44 68.52 91.64
P 85.40 98.92 73.75 69.10 91.26 66.39 68.20 91.59
R 85.40 99.07 75.03 66.38 91.26 66.73 67.65 91.60
F1 85.40 98.98 74.08 67.62 91.21 65.23 67.92 91.59

KDT Accu. 90.67 91.11 70.99 64.22 86.58 72.98 71.73 87.47
P 91.53 91.15 69.61 68.39 86.77 76.16 72.26 87.87
R 90.67 91.76 71.49 48.96 86.58 72.98 71.73 87.48
F1 91.10 91.45 70.54 57.07 86.67 74.54 71.99 87.67

Table 3. Comparison of the proposed method with 1-a-1 SVM,1-a-r SVM and KDT on the
training and testing time (seconds).

Name Iri. Win. Veh. Sub. Seg. Let. Sen. Mni.

Proposed method Training 0.004 0.019 0.872 4.789 4.593 64.250 342.617 2807.564
Testing 0.001 0.001 0.011 1.282 0.023 0.640 1.878 11.649

1-a-1 SVM Training 0.001 0.001 0.037 0.260 0.069 14.083 69.050 171.705
Testing 0.002 0.007 0.050 0.137 0.166 11.748 35.247 115.240

1-a-r SVM Training 0.004 0.003 0.005 0.007 0.007 0.103 9.835 24.893
Testing 0.001 0.004 0.004 0.005 0.004 0.007 0.027 0.025

KDT Training 0.001 0.004 0.009 0.021 0.020 2.922 4.468 19.210
Testing 0.001 0.002 0.013 0.008 0.007 0.010 0.127 1.854
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increase as e becomes smaller. Meanwhile, the training time also should be taken into
account. Therefore, the value of e is set to 10−3.

5 Conclusion

In this paper, we proposed a multi-class SVM classification algorithm. It is described in
two stages, the training stage and the test stage. We conducted a series of experiments
on 8 selected datasets. The experimental result shows that the proposed method

(a) Iris (b) Letter

(c) Segment  (d) Wine

(e) Vehicle (f) Sub21578

(g) Sensorless (h) Mnist

Fig. 3. Variation of classification accuracies with the parameter e
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generally has better accuracy, precision and recall rate than 1-a-1 SVM, 1-a-r SVM and
KDT. And the effect is more obvious on theses datasets with larger size and more
samples. To a certain extent, it solves the problem that the existing algorithm is not
suitable to large-scale classification scenes. As further research work, we will study
how to design a faster integration method of convex classifier and how to get fewer
hyperplanes with better performance.
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Abstract. MicroRNAs (miRNAs) play important roles in various human
complex diseases. Therefore, identifying miRNA-disease associations is deeply
significant for pathological progress, diagnosis, and treatment of complex dis-
eases. However, considering the expensive and time-consuming of traditional
biological experiments, more and more attentions have been paid on developing
computational methods for predicting miRNA-disease associations (MDAs). In
this paper, we propose a novel network embedding-based method for predicting
miRNA-disease associations by integrating multiple information. Firstly, we
constructed a multi-molecular associations network by integrating five known
molecules and the associations among them. Then, the behavior features of
miRNAs and diseases are extracted by the network embedding model Laplacian
Eigenmaps. Finally, Random Forest classifier is trained to predict associations
between miRNAs and diseases. As a result, the proposed method achieved
outstanding performance on the HMDD V3.0 dataset by using five-fold cross
validation, whose average AUC could be reached 0.9317. The promising results
demonstrate that the proposed model is a reliable model for the prediction of
potential miRNA-disease associations.

Keywords: miRNA-disease association � Network embedding � Random
forest � Laplacian eigenmaps � Complex disease

1 Introduction

MicroRNAs (miRNAs) are a train of small (20–25 nucleotides) non-coding RNAs,
which play a significant role in posttranscriptional negative regulation of target gene
expression [1–3]. Nevertheless, it has also recently been indicated that miRNAs also
could be positive regulators in many important biological progresses according to some
cases [4–6]. In previous years, as lin-4 and let-7 were firstly discovered [7–9], many
experimental methods and computational models started to investigate numerous of
miRNAs [10–12]. Which influence many critical biological processes, including cell
diffusion [13], growth [14], divergence [15], and death [16]. In addition, accumulating
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reports have demonstrated that miRNAs play major roles in the biological disease
research particularly in the pathology, diagnose and therapy [17]. Therefore, it is very
important for biological and pathology field to predict miRNA-disease associations
[18–20].

Nowadays, increasing computational methods have been put forward for identi-
fying the relationship among miRNAs and disease [21–31]. For instance, Xuan et al.
developed HDMP to predict miRNAs-diseases association by weighted k similar nodes
[32]. Chen et al. developed RWRMDA by combining known miRNAs–diseases
associations and feature similarity information of miRNAs–miRNAs to build miRNA
functional similarly network [33]. Xu et al. demonstrated that target miRNA disordered
with the change of special disease and based on this surmise presented the MTDN [34].
You et al. integrated biological network to propose PBMDA, which can fully utilize
topological information of heterogeneous network by path [35]. Wang et al. presented
a novel algorithm of LMTRDA combined with the NLP to obtain the feature infor-
mation of the miRNA sequence [36]. In recent years, these proposed computational
methods have largely compensated for the lack of time-consuming and costly in tra-
ditional biological experiment [37–39]. However, these methods may not be compre-
hensive enough to predict miRNA-disease associations [40–45]. Therefore, this paper
proposed a novel network embedding-based method for predicting miRNA-disease
associations by integrating multiple information.

2 Materials and Methods

2.1 Human miRNA-Disease Associations

HMDD v3.0 database (Human microRNA Disease Database) have collected 16427
verified miRNA-disease associations between 1023 miRNAs and 850 diseases [46].
The adjacency matrix G i; jð Þ was described the miRNA-disease associations. If miRNA
m ið Þ have been verified to related with disease d jð Þ, the G i; jð Þ would be equal to 1,
otherwise 0.

2.2 Molecular Association Network

In this work, a heterogeneous network was constructed by integrating various known
human molecules and relationship among them. The complex heterogeneous network
combined five type nodes (miRNA, disease, lncRNA, protein, drug). Compared with
the previous methods, the network contains three other molecules, which improves the
efficiency and accuracy of predicting miRNA-disease associations. After preprocessing
the data, the detail data source and the amount of the associations are shown in Table 1.
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2.3 MiRNA Sequence Information

Attribute of the node is represented by the sequences of miRNA integrated from
miRbase. MiRNA sequences are converted into numerical vectors by k-mers [56]. In
order to convenient, miRNA sequences in this paper is converted to 64 (4 � 4 � 4)
dimensional vector by using 3-mer to represent attribute of miRNA (e.g. AACUG to
AAC, ACU, CUG).

2.4 Disease Semantic Similarity

National Library of Medicine (NLM) proposed a comprehensive system, Medical Sub-
ject Headings (Mesh) [57], to classify disease. In this system, disease could be converted
into relevant Directed Acyclic Graph (DAG) [58] by MeSH of itself. The relationship
between two different disease could be represented by a directed edge pointing from a
parent node to a child node, such as DAG(D) = (D, N(D), E(D)), where N(D) is the
ancestor node set of D including D, and E(D) indicates the edge set of all relationships.
The contribution of disease term T to the semantic value of disease D is as the formula:

DD Tð Þ ¼ 1 if T ¼ D
DD Tð Þ ¼ max h � DD T 0ð ÞjT 0 2 children of Tf g if T 6¼ D

�
ð1Þ

Where h is the semantic contribution factor, the contribution value of D to itself is set
as 1. Therefore, we can obtain the sum DV(D) of D:

DV Dð Þ ¼
X

T2ND
DD Tð Þ ð2Þ

Based on the assumption that two diseases sharing more parts of their DAGs should
hold higher similarity, we can obtain the semantic similarity among the diseases a and
b by the following formula:

Table 1. The number of different types of associations in molecular associations network

Association Database Amount of relationships

miRNA-disease HMDD [47] 16427
miRNA-protein miRTarBase [48] 4944
drug-protein DrugBank [49] 11107
lncRNA-disease LncRNADisease [50]

LncRNASNP2 [51]
1264

miRNA-lncRNA lncRNASNP2 [51] 8374
lncRNA-protein LncRNA2Target [52] 690
drug-disease CTD [53] 18416
protein-protein STRING [54] 19237
protein-disease DisGeNET [55] 25087
Total #N/A 105546
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S a; bð Þ ¼
P

T2Na \Nb
Da Tð ÞþDb Tð Þð Þ

DV að ÞþDV bð Þ ð3Þ

For convenience, we set the disease semantic similarity feature to 64 dimensions.

2.5 Laplacian Eigenmaps

Considering the entire network is large and complexity, some previous network
methods need high time complexity or high space complexity, this work adopted
Laplacian Eigenmaps (LE) [59–61] to globally represent the behavior information of
nodes. LE could nonlinearly reduce dimensionality and has the characteristics of
preserving locality and natural connecting with clustering, which makes this method
has a good application in this paper.

A complex heterogeneous graph could be obtained from the constructed multi-
molecular network. Then, we extract the behavior feature of miRNA and disease from
the adjacency matrix of the graph through LE. In order to facilitate the calculation, we
set the behavior feature dimension to 64, which is consistent with the attribute feature
dimension.

LE regards dimensionality reduction as a high-dimensional to low-dimensional
mapping, which should make connected points closer. Constructing a graph with
adjacency matrixW to reconstruct the local structural features of the data manifold. If yi
is the point mapped from xi, the objective function of LE is as the formula:

min
X

ij
yi � yj
� �2

Wij ð4Þ

Based on the assumption of connected points closer, it is a matter to calculate the
weights of relationship among each point. Here we used the thermonuclear function to
evaluate the weights. When xi is connected with xj, we could define the weights of
them as:

xij ¼ e�
xi�xjk k2

t ð5Þ

According above all, we could obtain a simpler objective function through calculate as
following:

X
ij

yi � yj
� �2

Wij

¼
X

ij
y2i þ y2j � 2yiyj

� �
Wij

¼
X

i
y2i Dii þ

X
j
y2j Djj � 2

X
ij
yiyjWij

¼ 2trace YTDY
� �� 2trace YTWY

� �
¼ 2trace YTLY

� �

ð6Þ
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Here W is the adjacency matrix of graph, and D Dii ¼
P

j Wij

� �
is the measure matrix

of graph. L L ¼ D�Wð Þ is the Laplacian Matrix. Object function of Laplacian
Eigenmaps could be expressed as following:

min trace YT LY
� �

; s:t:YT DY ¼ 1 ð7Þ

2.6 Random Forest

As a newly emerging and highly flexible machine learning algorithm, Random Forest
(RF) has broad application prospects. Random forest is a tree-shaped classifier. It
constructs a classification regression decision tree without pruning. The input is a two-
dimensional matrix that determines the growth process of a single tree. The input of the
forest uses the majority voting method. We constructed the training set based the
random selected four fifths of HMDD database. And the test set was the another fifth.
In this paper, we set the number of trees = 99.

2.7 Extract the Feature Descriptor

In this work, every node is defined contain its attributes and behavior (decided by its
relationship with other nodes) information. According to the above, miRNA sequence
has been converted into 3-mers as 64 (4 � 4 � 4) dimensional vector. A complete
feature descriptor was formed by integrating the miRNA behavior information, disease
behavior information, disease semantic similarity information and miRNA sequence
information. Random Forest classifier is trained to classify association between miR-
NAs and disease. The algorithm is an effective classifier based on multiple CART
(Classification and Regression Tree) [62–64]. Each sample in the training set is rep-
resented by the previously combined 256-dimensional vector. For each tree, the
training set is sampled with replacement from the whole training set. In this work, we
set the n_estimators = 99. The flow chart of the model has shown in Fig. 1.
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3 Experimental Results

In this paper, we evaluate the predictive performance of the proposed model by
implementing the five-fold cross validation based on known database HMDD v3.0. We
divided all data into random five subsets of same size, and one of them is regarded as
test set, others by integrating as training sets. By five times of the above operation, five
sets of training and test data were generated and each pair of them has no intersection.
In particular, for avoids the leakage of test information, only training data would
construct the network and produce the behavior information at every validation.

Fig. 1. Flowchart of the proposed model to predict potential miRNA-disease associations
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For more comprehensive assessment the result of five-fold validation, we adopted a
set of evaluation criteria including accuracy (Acc.), specificity (Spec.), precision
(Prec.), Matthews Correlation Coefficient (MCC) and area under curve (AUC). The
result of average Acc, Spec, Prec, MCC and AUC are respectively 0.8659, 0.8806,
0.8770, 0.7320 and 0.9317. Their standard deviations are 0.0022, 0.0051, 0.0043,
0.0043 and 0.0027 respectively. The detail performance of model in different evalua-
tion criteria is shown in Table 2 and Fig. 2.

4 Conclusion

In this work, we presented a network embedding-based method for predicting miRNA-
disease associations by integrating multiple information. This model combined
miRNA, disease and other three related molecular (drug, protein, lncRNA) to construct
a complex heterogeneous network. As a result, the model obtained average AUC of
0.9317 in the five-fold cross validation based on the HMDD v3.0 dataset. The pre-
diction performance of our method is obviously better than that of existing methods.
There are some reasons why the proposed method achieved high and reliable perfor-
mance. Firstly, different from previous works, we constructed a more comprehensive
heterogeneous network of molecular association. It is worth noting that we used both
behavior and attribute features to form the feature descriptor of each node. In addition,
an effective and concise model, Laplacian Eigenmaps (LE), was adopted to extract the
behavior information from the complex molecular association network. The model is
suitable for processing large amounts of nonlinear high-dimensional data. The pre-
diction performance of MANMDA would improve with the increase of biological data
and more effective feature extraction methods in the future work.

Fig. 2. The ROC curves performed by the proposed model on HMDD V3.0

Table 2. Five-fold cross validation results performed by the proposed model on HMDD V3.0

Datasets Acc. Spec. Prec. MCC AUC

HMDD 0.8659 0.8806 0.8770 0.7320 0.9317
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Abstract. Deep non-negative matrix factorization (DNMF) is a promising
method for non-negativity multi-layer feature extraction. Most of DNMF
algorithms are repeatedly to run single-layer NMF to build the hierarchical
structure. They have to eliminate the accumulated error via fine-tuning strategy,
which is, however, too time-consuming. To deal with the drawbacks of existing
DNMF algorithms, this paper proposes a novel deep auto-encoder using back-
propagation neural network (BPNN). It can automatically yield a deep non-
negative matrix factorization, called BPNN based DNMF (BP-DNMF). The
proposed BP-DNMF algorithm is empirically shown to be convergent. Com-
pared with some state of the art DNMF algorithms, experimental results
demonstrate that our approach achieves superior clustering performance and has
high computing efficiency as well.

Keywords: Deep Non-negative Matrix Factorization (DNMF) �
Back-Propagation Neural Network (BPNN) � Image clustering

1 Introduction

Non-negative matrix factorization (NMF) [1] aims to find two factors W and H such
that X � WH, where X is an image data matrix, W and H are non-negative, called
basis-image matrix and feature matrix, respectively. NMF can learn parts-based image
data representation and has exhibited its ability to handle classification and clustering
tasks [2–5]. Nevertheless, NMF and its variants are merely single-layer decomposition
methods and thus cannot uncover the underlying hierarchical-feature structure of the
data. Empirical results in deep learning indicate that the multi-layer feature-based
approaches outperform the shallow-layer based learning methods. Therefore, some
researchers presented deep NMF models based on single-layer NMF algorithms.
Cichocki et al. [6] proposed a multi-layer NMF algorithm for blind source separation.
They adopted a single-layer sparse NMF to generate a deep NMF structure under the
iterative rules Hi�1 � WiHi; i ¼ 1; � � � ; L; where H0 ¼ X. The final decomposition is
obtained as X � W1W2 � � �WLHL. But this DNMF algorithm has a large error of
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reconstruction and its performance is negatively affected. Recently, there are some
improved DNMF schemes have been proposed by using the fine-tuning technique. For
instance, Lyu et al. [7] extended a single-level orthogonal NMF to a deep architecture.
Their update rules are Wi�1 � WiHi; i ¼ 1; � � � ; L; where W0 ¼ X. The final deep
decomposition is X � W1H1H2 � � �HL. This orthogonal DNMF uses a fine-tuning step
to reduce the total error of factorization and shows its effectiveness in facial image
clustering. Trigeorgis et al. [8] suggested a semi-DNMF model with deep decompo-
sition form X� � W�1 W

�
2 � � �W�L H�L , where ‘�’ means the matrix has no limitation on

the sign of entry, ‘þ ’ denotes the matrix is non-negative. Semi-DNMF model is also
solved via two stages, namely pre-training and fine-tuning, and can learn hidden rep-
resentation for clustering and classification on facial images. Similar deep NMF
models, such as [9, 10], have been proposed for hyperspectral unmixing, clustering of
human facial images. It can be seen that most DNMF approaches need to decrease the
entire reconstruction error of the models using the fine-tuning tactic. However, that
leads to high computational complexity. Moreover, none of the existing DNMF
algorithms acquire hierarchical-feature structure using deep neural networks
(DNN) and are unable to make use of the advantage of DNN for clustering.

To address the problems of singer-layer NMF based DNMF methods, this paper
proposes a novel BPNN based DNMF (BP-DNMF) approach. We exploit RBF on
labeled original image data to obtain a block diagonal similarity matrix which is used as
the input of BPNN. Meanwhile, the original data are set as the ground-truth target of
the network. Our model can be viewed as a deep auto-encoder. Especially, our auto-
encoder automatically yields a DNMF with a deep hierarchical structure for image-data
representation. The proposed BP-DNMF approach has high computing efficiency
because it directly avoids the fine-tuning step. The experiments on facial images reveal
that our BP-DNMF algorithm has fast convergence speed. Finally, evaluated results on
facial-image clustering indicate that our method achieves competitive performance.

The rest of this paper is organized as follows. In Sect. 2, we briefly introduce the
idea of the DNMF algorithm. The proposed BP-DNMF approach is given in Sect. 3.
Experimental results, involving convergence and clustering, are reported in Sect. 4.
The final section draws the conclusions.

2 The Framework of Deep NMF

This section will briefly introduce the framework of deep NMF model. Most of DNMF
algorithms generate hierarchical-feature structure by recursively utilizing certain single-
layer NMF and obtain the following deep factorization:

X � W1W2 � � �WLHL: ð1Þ

The initial decomposition (1) is called the pretraining stage, which however has a
large reconstruction error caused by the accumulated error. Hence, it is necessary to
reduce the entire error of the DNMF model using a fine-tuning strategy. In detail, all
matrices acquired at the previous stage are slightly adjusted to minimize the following
objective function:
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Cdeep ¼ 1
2

X �W1W2 � � �WLHLk k: ð2Þ

The update rules of the fine-tuning stage are derived using gradient descent method
and shown as below:

Wi  Wi �
WT

i�1XH
T
t�1

� �

WT
i�1Wi�1WiHiHT

i

� � ;Hi  Hi �
WT

i X
� �

WT
i WiHi

� � ; ð3Þ

where Wi�1 ¼ W1W2 � � �Wi; i ¼ 1; 2; � � � ; L; and W0 denotes the identity matrix.

3 Proposed BP-DNMF Approach

This section will present an auto-encoder based on BP neural network. The proposed
auto-encoder is capable of automatically creating a deep non-negative matrix factor-
ization on image data and thus avoids the high computational complexity of the fine-
tuning stage. The proposed BP-DNMF is finally applied to hierarchical feature
extraction and image clustering.

3.1 Auto-encoder

Let X ¼ X1;X2; � � � ;Xc½ � be a training data matrix, where Xi ¼ xi1; x
i
2; � � � ; xini

h i
is the

ith class data matrix, c is the number of class, and the total number of the data is
n ¼Pc

i¼1 ni: The proposed auto-encoder is composed of two parts: data to similarity
matrix and similarity matrix to data.

Data X to Similarity Matrix H: we exploit radial basis function (RBF) on training data
to generate a block diagonal similarity matrix H according to the criterion that if two
data belong to the same class, they have high similarity, otherwise their similarity is
low. In detail, the similarity matrix H ¼ diag H1;H2; � � � ;Hcð Þ 2 Rm�n and Hi ¼
Hi

sl

� � 2 Rni�ni ; i ¼ 1; � � � ; c; where Hi
sl ¼ k xis; x

l
s

� �
and k x; yð Þ ¼ exp x�yk k2

t

� �
with

t > 0. It can be seen that matrix H possesses good clustering feature of data X.

Similarity Matrix H to data X: we establish and optimize the structure of a multi-layer
BP neural network using input H and target X. The structure of BPNN is firstly
determined by setting the number of layer L and the number of neurons in each layer
etc. The weight matrices Wi i ¼ 1; � � � ; Lð Þ are initialized such that their entries obey
normal distribution N 0; 1ð Þ. The activation function and bias are respectively set to
f xð Þ ¼ p

1
L � xðp[ 0Þ and zero. Consequently, the loss function of the network can be

expressed as E ¼ 1
2 X � p �WL �WL�1 � � �W1Hk k2F . The weight matrices are updated

using gradient descent method. The optimal procedure of our BPNN is as follows.

380 Q. Zeng et al.



1. Forward pass

– Build the structure of a deep neural network, including the total number of layers L
and the number of neurons in each layer;

– Set the input and the output target of network a0 ¼ Hj and Xj j ¼ 1; 2; � � � ; nð Þ
respectively, where Hj and Xj are the jth column of H and X;

– Initialize the weight matrices Wi i ¼ 1; 2; � � � ; Lð Þ: such that their entries obey nor-
mal distribution N 0; 1ð Þ and set bias bi ¼ 0;

– For the ith layer, calculate its input zi ¼ Wi � ai�1 and output ai ¼ f zið Þ ¼ p
1
L�

zi; i ¼ 1; � � � ; L:
2. Back pass

– For input Hj and target Xj j ¼ 1; 2; � � � ; nð Þ; the loss energy Ej ¼ 1
2 Xj � aL
�� ��2

F ;

– dL ¼ @Ej

@zL
¼ p

1
L � aL � Xj

� �
;

– di ¼ @Ej

@zi
¼ p

1
L � WT

iþ 1diþ 1
� �

; i ¼ L� 1; � � � ; 2; 1;
– @E

@Wi
¼ diaTi�1; i ¼ 1; � � � ; L;

– Wi  P Wi � r � @E@Wi

h i
; i ¼ 1; � � � ; L; where p �½ � is a gradient projection operator

defined by P W½ � ¼ max W ; 0f g;
– Let dE

dp ¼ 0 and get p ¼ tr VTXð Þ
tr VTVð Þ to update parameter p, where V ¼ WL � � �W1H.

After training the network, we have that Xj � aL, where

aL ¼ f WLaL�1ð Þ ¼ p
1
LWLaL�1 ¼ p �WLWL�1 � � �W1Hj:

Hence, our BPNN based deep NMF (BP-DNMF) is acquired as follows:

X � aL ¼ p �WLWL�1 � � �W1H: ð4Þ

3.2 Hierarchical Feature Extraction

Assume y is a query sample and hi is its hidden feature on the ith layer, where
i ¼ 1; � � � ; L: Then we can calculate the feature hi via the following formula:

hL�iþ 1 ¼ WL � � �Wið Þþ y; i ¼ 1; � � � ; L; ð5Þ

where Aþ denotes the pseudo-inverse of matrix A.

3.3 Application to Image Clustering

The hierarchical feature extracted by our BP-DNMF algorithm will be applied to image
clustering. The algorithm is shown below:
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– Training Step

Step 1. Compute the similarity matrix H on training image-data matrix X using
radial basis function. Set up the structure of BPNN. Give the error bound e and the
number of maximum iteration Imax. Initialize parameter P and the weight matrices
Wi i ¼ 1; � � � ; Lð Þ:
Step 2. Update the matrices Wi and parameter p according to the rules mentioned in
Back Pass stage.
Step 3. If the total loss function E	 e or the iterative number attains Imax, then stop
the iteration and output the weight matricesWi; i ¼ 1; � � � ; L:Otherwise, go to Step 2.
– Clustering Step

Step 4. For the pending clustering data set Y ¼ y1; y2; � � � ; ymf g, calculate the ith
layer feature vectors hki of sample yk using formula (5), k ¼ 1; � � � ;m:
Step 5. For fixed i, cluster the ith layer feature vector set h1i ; � � � ; hmi

� �
i ¼ 1; � � � ; Lð Þ

using K-means algorithm.
Step 6. Compare clustering results with the actual label of data Y and evaluate the
experiment effects.

4 Experimental Results

In this section, we will evaluate the clustering performance of our BP-DNMF on two
facial image databases, namely Yale database and FERET database. The single-layer
and multi-layer NMF algorithms, such as NMF [1], Multi-NMF [6, 7], and Semi-DNMF
[8], are for comparisons. For the proposed BP-DNMF model, we set the number of
network layer L ¼ 3, the maximum number of iteration Imax ¼ 500; and the learning rate
r ¼ 1e�4. For all deep NMF approaches, we use K-means algorithm and choose the
highest layer feature H3 for clustering. The experiments on each database are run 10
times. The average clustering accuracy (AC) and normalized mutual information
(NMI) are recorded. The higher values of AC and NMI mean better clustering perfor-
mance. Finally, empirical convergence and computational efficiency are discussed.

4.1 Facial Image Databases

Yale database contains 15 people, each individual possesses 11 images which are taken
in different situation such as the lighting condition, with/without glasses and facial
expression. Figure 1 shows 11 images of one person from Yale face database.

Fig. 1. Images of one person from Yale database
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While for FERET database, it involves 720 face images from 120 people. This
database consists of four different sets, namely, Fa, Fb, Fc, and duplicate. The size of
each image is 112� 92 and six images of one person from FERET database are shown
in Fig. 2.

4.2 Results on Yale Database

We randomly select 6 images from each individual for training while the rest images
are for testing. Let k (ranges from 3 to 15) be the number of clusters. All of the
compared algorithms are conducted in the same experimental conditions. Two indices,
namely AC and NMI, are adopted for clustering evaluation. Their average results are
recorded and tabulated in Table 1 and Table 2, respectively. Figure 3 shows the line
chart of the results. It can be seen that our BP-DNMF achieves the best clustering
performance.

Fig. 2. Images of one person from FERET database

Table 1. Mean accuracy (%) versus Clustering Numbers (CN) on Yale database

CN 3 6 9 12 15

BP-DNMF 64.00 63.00 59.56 57.00 58.93
Multi-NMF [6] 50.67 44.33 36.22 33.83 32.00
ODNMF [7] 59.33 51.00 42.00 37.67 36.00
Semi-DNMF [8] 61.33 54.33 48.89 47.83 45.33
NMF [1] 51.33 41.33 34.44 33.17 33.20

Table 2. Mean NMI (%) versus Clustering Numbers (CN) on Yale database

CN 3 6 9 12 15

BP-DNMF 40.79 65.38 67.18 69.19 72.34
Multi-NMF [6] 19.66 38.14 39.87 43.29 46.28
ODNMF [7] 36.36 48.96 50.08 50.76 51.95
Semi-DNMF [8] 34.67 50.77 53.83 57.54 58.65
NMF [1] 20.82 33.15 38.18 42.74 47.10
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4.3 Results on FERET Database

The experimental settings on FERET database are similar to those of Yale data set.
Three images from each person are randomly selected for training and the remainder
images of each individual are used for testing. The number of clusters k increases from
20 to 120 with gap 20. The clustering results are respectively recorded in Table 3
(AC) and Table 4 (NMI), which are plotted in Fig. 4. We see that the proposed BP-
DNMF approach greatly surpasses all of the compared approaches.

Fig. 3. The clustering performance of feature H3 on Yale data set

Table 3. Mean accuracy (%) versus Clustering Numbers (CN) on FERET database

CN 20 40 60 80 100 120

BP-DNMF 56.67 54.75 54.33 53.12 52.47 51.32
Multi-NMF [6] 38.33 36.33 34.22 33.80 33.40 33.12
ODNMF [7] 40.17 37.25 34.67 34.32 34.00 33.56
Semi-DNMF [8] 51.67 49.67 45.94 43.32 42.00 41.14
NMF [1] 52.67 51.25 49.17 48.73 48.20 47.75

Table 4. Mean NMI (%) versus Clustering Numbers (CN) on FERET database

CN 20 40 60 80 100 120

BP-DNMF 77.20 80.47 81.94 82.36 83.72 84.59
Multi-NMF [6] 62.39 67.35 69.15 71.01 72.04 73.51
ODNMF [7] 64.78 69.39 71.13 73.23 74.41 75.21
Semi-DNMF [8] 71.67 74.93 74.81 74.51 74.72 75.21
NMF [1] 69.48 77.47 77.29 78.00 78.62 79.36
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4.4 Computational Efficiency

This subsection will compare the running time of each deep model, including Multi-
NMF [6], ODNMF [7], Semi-DNMF [8], and our BP-DNMF algorithms. For all
compared algorithms, the experimental settings are the same on the deep decomposi-
tion. We choose 6 images of each people from Yale data set and 3 images of each
individual from FERET data set to form the data matrix X respectively. The decom-
position times are tabulated in Table 5. It can be seen from Table 5 that the running
times of our BP-DNMF are 209.57 s and 289.92 s on Yale and FERET databases
respectively, while Multi-NMF, Semi- DNMF, ODNMF run for 291.94 s, 669.38 s and
763.40 s on Yale database, 298.04 s, 1056.94 s and 833.99 s on FERET database,
respectively. Due to lack of fine-tuning stage, Multi-NMF is faster than Semi-DNMF
and ODNMF. This implies that the fine-tuning stage is very time-consuming. We also
see that our method achieves the best computational efficiency among the compared
methods.

4.5 Convergence Analysis

We will give an empirical convergence of our BP-DNMF algorithm on Yale and
FERET databases. The total error against the iteration number is plotted in Fig. 5, from
which we can observe that the total loss monotonously decreases as the number of
iteration increases. It empirically verifies the convergence of the proposed BP-DNMF
algorithm.

Fig. 4. The clustering performance of feature H3 on FERET data set

Table 5. Running Time (seconds) on Yale and FERET Database

Method Yale FERET

BP-DNMF 209.57 289.92
Multi-NMF 291.94 298.04
Semi-DNMF 669.38 1056.94
ODNMF 763.40 833.99
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5 Conclusions

The existing deep non-negative matrix factorization methods generate their hierarchical
features by repeatedly implementing single-layer NMF. These DNMF methods have to
reduce the total error of reconstruction via the fine-tuning stage, which is, however,
very time-consuming. To solve the problem of existing DNMF algorithms, this paper
comes up with a novel deep non-negative matrix factorization approach based on an
auto-encoder, which is constructed using back-propagation neural network. Our
algorithm is evaluated on both image clustering and computational efficiency. Exper-
imental results have shown that our BP-DNMF approach surpasses the compared state
of the art DNMF methods.
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Abstract. Twin Support Vector Regression (TSVR), a novel regressor,
obtaining faster learning speed than classical support vector regression (SVR),
has attracted the attention of many scholars. Similar to SVR, TSVR is also
sensitive to its parameters. Therefore, how to select the suitable parameters has
become an urgent problem for TSVR. In this paper, a parameters selection
version for TSVR, termed parameters selections of twin support vector regres-
sion based on cloud particle swarm optimization (TSVR-CPSO), is proposed.
Using the characteristics of randomness and stable tendency of normal cloud
model, the inertia weight of PSO can be generated by the basic cloud generator
of cloud model. To do so, we can improve the diversity of population for PSO,
thus greatly improve the ability of diagnosis to avoid falling into local optimal.
Based on the above idea, the cloud particle swarm optimization (CPSO) model
is constructed. At last, CPSO is used to search the optimal combination of
TSVR parameters. Simulations show that the proposed algorithm is an effective
way to search the TSVR parameters and has good performance in nonlinear
function estimation.

Keywords: Twin Support Vector Regression � Cloud model � Particle swarm
optimization � Parameters selection

1 Introduction

Support Vector Machines (SVM) is known as a new generation learning system based
on statistical learning theory [1–3]. Because of its profound mathematical theory, SVM
has played excellent performance on many real-world predictive data mining appli-
cations such as text categorization, medical and biological information analysis [4–10].

As for support vector regression (SVR), similar to SVM, its training cost also is
expensive. In the spirit of TSVMs, in 2010, Peng [11] introduced a new nonparallel
plane regression, termed as the twin support vector regression (TSVR). TSVR also
aims at generating two nonparallel functions such that each function determines the e-
insensitive down- or up- bounds of the unknown regressor. Similar to TSVMs, TSVR
only need to solve a pair of smaller QPPs, instead of solving the large one in SVR.
Furthermore, the number of constraints of each QPP in STVR is only half of the
classical SVR, which makes TSVR work faster than SVR. In order to further improve
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D.-S. Huang and P. Premaratne (Eds.): ICIC 2020, LNAI 12465, pp. 388–399, 2020.
https://doi.org/10.1007/978-3-030-60796-8_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60796-8_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60796-8_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60796-8_33&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60796-8_33


the performance of TSVR, some improved algorithms have been proposed. For
example, in 2010, Peng [12] proposed a primal version for TSVR, termed primal
TSVR (PTSVR). PTSVR directly optimized the QPPs in the primal space based on a
series of sets of linear equations. Experimental results showed that PTSVR is effective.
In 2012, in order to address the shortcoming of TSVR, Chen et al. [13] developed a
novel SVR algorithm termed as smooth TSVR (STSVR) by introducing a smooth
technique. The effectiveness of STSVR had been demonstrated via experiments on
synthetic and real-word benchmark datasets. In the same year, Shao et al. [14] proposed
a new regressor called e-twin support vector regression (e-TSVR) based on TSVR. e-
TSVR determined a pair of e-insensitive proximal functions by solving two related
SVM-type problems. Experimental results showed that the proposed method had
remarkable improvement of generalization performance with short training time, etc.

As a new machine learning methods, there are still many places needing to be
perfect for TSVR Specially, the learning performance and generalization ability of
TSVR is very dependent on its parameters selection. If the choice is unreasonable, it
will be very difficult to approach superiorly. However, the current research on this
aspect is very little. At present, for the parameters selection, the grid search method is
commonly used. However, the search time of this method is too long, especially
dealing with the large dataset. In order to solve this problem, one solving algorithm
called twin support vector regression based on cloud particle swarm optimization
(TSVR-CPSO) is proposed in this paper. Firstly, in order to improve the performance
of Particle Swarm Optimization (PSO), we use clod model to generate the inertia
weight of PSO and then present the cloud PSO (CPSO) model. Because cloud model
has the characteristics of randomness and stable tendency, it can improve the diversity
of population for PSO, thus greatly improve the ability of diagnosis to avoid falling
into local optimal. Finally, we use CPSO model to select the TSVR parameters. The
experimental results show the effectiveness and stability of the proposed method.

The paper is organized as follows: In Sect. 2, we briefly introduce the basic theory
of TSVR and the analysis of its parameters. In Sect. 3, TSVR-CPSO algorithm is
introduced and analyzed. Computational comparisons are done in Sect. 4 and Sect. 5
gives concluding remarks.

2 Twin Support Vector Regression and Its Parameters

2.1 Twin Support Vector Regression

Let A 2 Rl�n denote the input sample matrix, whose row vectors
Ai ¼ ðAi1;Ai2; � � � ;AinÞ, i ¼ 1; 2; � � � ; l are the training samples. Also let Y ¼
ðy1; y2; � � � ; ylÞT denote the output vector, in which yi; i ¼ 1; 2; � � � ; l are the corre-
sponding response values. We will discuss the problem formulations and their dual
problems of SVR and TSVR respectively as follows.

Similar to TSVMs, TSVR would generate two nonparallel functions around the
data points.
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For the linear case, TSVR aims at finding a pair of nonparallel functions

f1ðxÞ ¼ wT
1 xþ b1 ð1Þ

f2ðxÞ ¼ wT
2 xþ b2; ð2Þ

such that each function determines the e-insensitive down- or up- bounds regressor.
The two functions are obtained by solving the following QPPs:

min
1
2

Y � ee1 � ðAw1 þ eb1Þk k2 þC1e
Tn

s:t: Y � ðAw1 þ eb1Þ� ee1 � n; n� 0
ð3Þ

min
1
2

Y þ ee2 � ðAw2 þ eb2Þk k2 þC2e
Tg

s:t: ðAw2 þ eb2Þ � Y � ee2 � g; g� 0
ð4Þ

where, C1;C2 [ 0; e1; e2 [ 0 are the parameters, n; g are the slack vectors and e is
the vector of ones of appropriate dimensions.

Introducing the lagrangian multiplier vectors a and c considering the KKT con-
ditions, the dual QPPs of (9) and (10) can be obtained as follows:

max � 1
2
aTGðGTGÞ�1GTaþ f TGðGTGÞ�1GTa� f Ta

s:t: 0� a�C1e
ð5Þ

max � 1
2
cTGðGTGÞ�1GTc� hTGðGTGÞ�1GTcþ hTc

s:t: 0� c�C2e
ð6Þ

where, G ¼ ½A e�, f ¼ Y � e1 and h ¼ Y þ e2e.
After optimizing (11) and (12), we can obtain the regression function of TSVR as

follows:

f ðxÞ ¼ 1
2
ðf1ðxÞþ f2ðxÞÞ ¼ 1

2
ðw1 þw2ÞTxþ 1

2
ðb1 þ b2Þ ð7Þ

where, ½w1 b1�T ¼ ðGTGÞ�1GTðf � aÞ , ½w2 b2�T ¼ ðGTGÞ�1GTðhþ cÞ.
For the nonlinear case, TSVR considers the following kernel-generated functions:

f1ðxÞ ¼ KðxT ;ATÞw1 þ b1; f2ðxÞ ¼ KðxT ;ATÞw2 þ b2 ð8Þ
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Similarly, solving (14) can be obtained by dealing with the following QPPs:

min
1
2

Y � ee1 � ðKðA;ATÞw1 þ eb1Þ
�� ��2 þC1e

Tn

s:t: Y � ðKðA;ATÞw1 þ eb1Þ� ee1 � n; n� 0
ð9Þ

min
1
2

Y þ ee2 � ðKðA;ATÞw2 þ eb2Þ
�� ��2 þC2e

Tg

s:t: ðKðA;ATÞw2 þ eb2Þ � Y � ee2 � g; g� 0
ð10Þ

According to the KKT conditions, the dual problems of (15) and (16) are as
follows:

max � 1
2
aTHðHTHÞ�1HTaþ f THðHTHÞ�1HTa� f Ta

s:t: 0� a�C1e
ð11Þ

max � 1
2
cTHðHTHÞ�1HTc� hTHðHTHÞ�1HTcþ hTc

s:t: 0� c�C2e
ð12Þ

where, H ¼ ½KðA;ATÞ e�. After optimizing (17) and (18), we can obtain the
augmented vectors for f1ðxÞ and f2ðxÞ, which are

½w1 b1�T ¼ ðHTHÞ�1HTðf � aÞ; ½w2 b2�T ¼ ðHTHÞ�1HTðhþ cÞ ð13Þ

Then the regression function of nonlinear TSVR is constructed as follows:

f ðxÞ ¼ 1
2
ðf1ðxÞþ f2ðxÞÞ ¼ 1

2
KðxT ;AÞðw1 þw2Þþ 1

2
ðb1 þ b2Þ ð14Þ

2.2 Analysis the Penalty Parameters of TSVR

The role of penalty parameters c1 and c2 is to adjust the ratio between the confidence
range with the experience risk in the defining feature, so that the generalization ability
of TSVR can achieve the best state. The values of c1 and c2 smaller expresses the
punishment on empirical error smaller. Do it this way, the complexity of TSVR is
smaller, but its fault tolerant ability is worse. The values of c1 and c2 are greater, the
data fitting degree is higher, but its generalization capacity will be reduced. From the
above analysis, we can know that the parameters selection is very important for TSVR.
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3 Cloud PSO Model

3.1 Cloud Theory

Li Deyi [15] proposed the cloud model which can be used to transform the qualitative
linguistic values to quantitative numerical value. It is based on the traditional fuzzy
mathematics and probability-statistics. Cloud model theory has been applied in the field
of data mining [16], intrusion detection [17], intelligent control [18], and reliability
evaluation [19] successfully. The basic theory of cloud model is introduced as follows.

Let U be a quantitative domain, C be a qualitative concept in U. If quantitative
value x ðx 2 UÞ is a stochastic implementation of concept C, the certainty degree
uðxÞ 2 ½0; 1� of x to qualitative concept C is a random number with stable tendency:

u : U ! ½0; 1� 8x 2 U; x ! uðxÞ

The distribution of x in domainU is called cloud. Each x is called a cloud droplet [20].
In the above definition, the mapping from U to the interval [0, 1] is a one-point to

multi-point transition, which shows the uncertainty by integrating fuzziness and ran-
domness of an element belonging to a term in U. So the degree of membership of u to
[0, 1] is a probability distribution rather than a fixed value, which is different from the
fuzzy logic.

The numerical characters of cloud are described by expected value, entropy and
hyper entropy, as C ¼ ðEx;En;HeÞ. The expected value denotes the expectation of
cloud droplet in domain distribution, which determines the center of the cloud. The
entropy reflects the uncertainty measure of qualitative concept, which determines the
range of the cloud. So a normal cloud is described as Fig. 1.

Fig. 1. Illustration of the three digital characteristics of a normal cloud
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3.2 Algorithm of the Basic Cloud Generator

If x0 is given, we would use the following algorithm, which is called X-conditional
cloud generator algorithm.

3.3 Cloud PSO Algorithm

3.3.1 The Basic Algorithm of Cloud PSO
In order to improve the diversity of population for PSO, thus greatly improve the ability
of diagnosis to avoid falling into local optimal, in this paper, we use cloud model to
generate the inertia weight of PSO. Based on this idea, we propose cloud PSO algo-
rithm (CPSO). The basic principle of CPSO is described as follows.

For PSO, set the size of the particles is N, the fitness value of the i particle denoted

Xi is fi, the average fitness value is favg ¼ 1
N

PN
i¼1

fi, the average of the fitness values whose

value is better than favg is denoted by f 0avg, the average of the fitness values whose value
is worse than favg is denoted by f 00avg and the fitness value of the best particle is denoted
as fmin.
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In our algorithm, the whole of particles is divided into three populations. Each
population uses different strategies to generate the inertia weight of PSO. Three dif-
ferent strategies for generating the inertia weight of PSO are shown as follows.

(1) When fi is better than f 0avg, we use this strategies:
The particles whose fitness values are worse than f 0avg, is considered the best par-

ticles. Because these particles have been closer to the global optimum position, so we
should use smaller value of inertia weight of PSO, which can speed up the convergence
rate. In this case, we set the value of inertia weight of PSO is 0.2.

(2) When fi is better than f 00avg, but is worse than f 0avg, we use this strategies:
These particles are the general group in the whole. The inertia weight values of

these particles are generated by X-conditional cloud generator as follows.

(3) When fi is worse than f 00avg, we use this strategies:
These particles are the worst group in the whole. So we set w ¼ 0:9.

3.3.2 The Parameters Selection of CPSO
As we know, the value of En affects the steep degree of the normal cloud model.
According to the principle of “3 En” [15], for the language value of the domain U, the
quantitative contribution to the linguistic value of 99.74% drops in c1. A larger En, the
horizontal width of cloud cover is more. Combination of speed and precision of the
algorithm, we set c1 ¼ 2:9.

He determines the discrete degree of the cloud droplet. He is too small, which will
lose the “random” to a certain extent. He is too large, which will lose “stable tendency”.
So in this paper, we set c2 ¼ 10.
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3.3.3 The Algorithm Process of CPSO

4 Experiment Results and Analysis

In order to verify the efficiency of TSVR-CPSO, compared with three algorithms, that
is, SVR, TSVR and TSVR-PSO, we conduct two experiments on one nonlinear
function and five benchmark datasets from the UCI machine learning repository, where
TSVR-PSO means that parameters of TSVR based on PSO. In all algorithms in this
paper, we only consider their nonlinear case and we use the gauss kernel function

Kðx; xiÞ ¼ expð� x�xik k2
2r2 Þ as their kernel function. For these datasets, the regression

results are obtained by using 10-fold cross-validation. For SVR and TSVR, their
parameters are selected over the range f2iji ¼ �7; � � � ; 7g using cross validation
method. The environments of all experiments are in Intel (R) Core (TM) 2Duo CUP
E4500, 2G memory and MATLAB 7.11.0. The parameter values of PSO are as fol-
lows: The number of particles N ¼ 50, are the positive constants c1 ¼ c2 ¼ 1:5.

4.1 The First Experiment

The nonlinear function z ¼ ðsin x�1Þ2
8 þ ðsin y�2Þ2

9 , where x 2 ½0; 3�, y 2 ½0; 3�,is usually
used to test the performance of the regression method. In this section, we use this
function to test the fitness ability of TSVR-CPSO. In the interval, we randomly select
40 ðxi; yiÞ as the training samples and 200 ðxi; yiÞ as the testing samples. We can obtain
the parameters of TSVR using TSVR-CPSO as follows. We get the penalty parameters
of TSVR c1 ¼ c2 ¼ 270:56 and the kernel parameter r ¼ 2:7845. The comparison
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results are shown as Table 1. Figure 2 is the practical model of this nonlinear function
and Fig. 3 is the approximation model of TSVR-CPSO.

From Table 1, we can see that TSVR-CPSO can obtain the smallest SSE, SSE/SST
and the largest SSR/SST than other algorithms. This results show that TSVR-CPSO
owns better regression performance than other three algorithms. Figure 3 indicates that
the fitting capacity of TSVR-CPSO is perfect.

4.2 The Second Experiment

For further evaluation, five benchmark datasets are tested in this section, which include
Diabetes, Boston Housing, Auto-Mpg, Machine CPU, Servo. These datasets are usu-
ally used to validate the performances of regression methods. Table 2 shows the
average results of SVR, TSVR, TSVR-PSO and TSVR-CPSO with 15 independent
runs on five benchmark datasets. Figure 4 and Fig. 5 are the fitness curves of PSO and
CPSO searching the optimal parameters for dealing with the Diabetes dataset respec-
tively. Figure 6 and Fig. 7 are the fitness curves of PSO and CPSO searching the
optimal parameters for dealing with the Boston Housing dataset respectively. In our
experiments, the fitness function is expressed as follows.

Fitness function =
Pn
i¼1

ðyðiÞ � y0ðiÞÞ2, where n is the number of samples, is the real

value and is predictive value.

Table 1. The comparison results of SVR, TSVR, TSVR-PSO and TSVR-CPSO

Algorithm SSE SSE/SST SSR/SST

SVR 0.0524 ± 0.00226 0.0061 ± 0.00024 0.9526 ± 0.0327
TSVR 0.0489 ± 0.00124 0.0049 ± 0.00021 0.9528 ± 0.0315
TSVR-PSO 0.0481 ± 0.00156 0.0041 ± 0.00038 0.9528 ± 0.0321
TSVR-CPSO 0.0325 ± 0.00135 0.0021 ± 0.00029 0.9657 ± 0.0346

Fig. 2. The actual function model Fig. 3. The fitting function model of TSVR-
CPSO
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Table 2. The comparison results of SVR, TSVR, TSVR-PSO and TSVR-CPSO on UCI dataset

Dataset Algorithm SSE SSE/SST SSR/SST

Diabetes (433) SVR 0.45090.0526 0.51920.5673 0.60140.0174
TSVR 0.40060.1573 0.47780.5954 0.64960.1147
TSVR-PSO 0.32840.1984 0.42620.5806 0.71040.0415
TSVR-CPSO 0.30690.0027 0.39340.2016 0.78240.0246

Boston Housing (50614) SVR 0.40560.0174 0.12870.0352 0.90560.1547
TSVR 0.40520.1523 0.12780.0348 0.97890.1276
TSVR-PSO 0.39780.2544 0.12360.0364 1.00570.1026
TSVR-CPSO 0.36630.4523 0.12320.0357 1.00680.0359

Auto-Mpg (3928) SVR 0.12470.1578 0.11410.0314 0.98750.0145
TSVR 0.12470.1413 0.10640.0528 0.98740.0074
TSVR-PSO 0.09650.1238 0.10250.0424 0.98980.0012
TSVR-CPSO 0.08260.0173 0.10230.0407 0.99890.0019

Machine CPU (2099) SVR 0.10240.1742 0.10490.0741 0.96780.0052
TSVR 0.10850.1643 0.10190.0121 0.96980.0048
TSVR-PSO 0.08280.1215 0.11120.0741 0.97090.0044
TSVR-CPSO 0.07840.1357 0.10270.0754 0.97650.0048

Servo (1674) SVR 0.25420.0547 0.14150.0089 0.95420.0085
TSVR 0.24840.1209 0.14120.0076 0.95750.0049
TSVR-PSO 0.22460.0145 0.13640.0068 0.97490.0012
TSVR-CPSO 0.20540.0143 0.11550.0028 0.98450.0019

Fig. 4. The fitness curves of PSO searching the
optimal parameters for dealing with diabetes

Fig. 5. The fitness curves of CPSO searching
the optimal parameters for dealing with diabetes
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From Table 2, we can see that the regression performance of TSVR-CPSO is
relatively better than other algorithms. It indicates the optimization ability of CPSO is
better than PSO. From Fig. 5 and Fig. 7, we can visually see that the optimization
ability of CPSO is very strong.

5 Conclusion

Similar to SVR, the performance of TSVR is very dependent on its parameters. How to
choose the reasonable parameters has become an urgent problem for TSVR. In this
paper, we propose a parameters selection method for TSVR based on cloud particle
swarm optimization, termed as TSVR-CPSO. Using the characteristics of randomness
and stable tendency of normal cloud model, the inertia weight of PSO can be generated
by the basic cloud generator of cloud model. To do so, we can improve the diversity of
population for PSO, thus greatly improve the ability of diagnosis to avoid falling into
local optimal. Based on this idea, cloud PSO model, which is called CPSO, is con-
structed. Finally, CPSO model is used to optimize the parameters of TSVR. Experi-
mental results show that the effectiveness and stability of the proposed method. How to
further improve the performance of TSVR is the next work.
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Fig. 6. The fitness curves of PSO searching the
optimal parameters for dealing with Boston
Housing

Fig. 7. The fitness curves of CPSO searching
the optimal parameters for dealing with Boston
Housing
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Abstract. The protein-protein interactions (PPIs) play an important part in
understanding cellular mechanisms. Recently, a number of computational
approaches for predicting PPIs have been proposed. However, most of the
existing methods are only suitable for relatively small-scale PPIs prediction. In
this study, we propose a MapReduce-based parallel Random Forest model for
predicting large-scale PPIs using only proteins sequence information. More
specifically, the Moran autocorrelation descriptor is firstly used to extract the
local features from protein sequence. Then, the MapReduce-based parallel
Random Forest model is utilized to perform PPIs prediction. In the experiment,
the proposed method greatly reduces the required time to train the model, while
maintaining the high accuracy in the prediction of potential PPIs. The promising
results demonstrate that our method can be used as an efficient tool in the field of
large-scale PPIs prediction, which greatly reduces the required training time and
has high prediction accuracy.

Keywords: Protein-protein interactions � MapReduce � Random forest �
Protein sequence

1 Introduction

The protein-protein interactions (PPIs) are critical for the growth, development, dif-
ferentiation, and apoptosis of biological cells. In recent years, the high-throughput
proteomics technology opens up new prospects for PPIs system identification [1–3].
However, these methods always face problems such as long training time, high cost,
and low accuracy. In addition, most of the current calculation methods also required
prior knowledge about proteins for PPI prediction [4, 5]. In recent years, there have
been many researches to solve these limitations [6–21]. Today’s high-throughput
sequencing technology can sequence millions of protein molecules at a time, so
sequence data is now growing very fast, which motivated researchers to develop new
efficient parallel training methods for large-scale protein sequence data [18, 22–35]. For
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example, Collobert et al. [36] proposed a novel parallelization method. They firstly
used different subsets of the training set to train different SVM classifiers and then
integrated the different classifiers into the final classifier. Zanghirati et al. [37]
advanced a parallel decomposition technique, which uses Message Passing Interface
(MPI) decomposition technology to improve training efficiency by decomposing a
large problem into multiple small quadratic programming problems. Besides, the
MapReduce is a programming framework for distributed computing programs. It
integrates user-written business logic code and native default components into a
complete distributed computing program. Mahout is an open-source project of the
Apache Software Foundation (ASF), which provides a parallel implementation of
classic machine learning algorithms. Thence, in this work, we put forward a
MapReduce-based parallel Random Forest model for predicting large-scale protein-
protein interactions only utilizing the proteins sequence information.

2 Methods and Materials

2.1 Dataset

For the positive training dataset, we downloaded the human PPI datasets in the article
of Pan et al. [38]. After removing the duplicate interactions and self-interactions, the
final positive datasets were obtained with a total of 36,630 pairs of PPI data from 9630
different human proteins. For the negative training dataset, we combined the negative
data from the 57.3 version of the Swiss-Prot database [39] and the article of Smal-
lowski et al. [40]. Moreover, we removed some sequences according to the following
four principles when selecting the negative dataset in the Swiss-Prot database: (1) the
protein sequence annotated with uncertain sub-cell location terms. (2) the protein
sequence annotated with multi-locations. (3) the protein sequence annotated with
“fragment”. (4) sequences with fewer than 50 amino acid residues. Finally, the final
negative dataset contains 36,480 pairs of non-interacting protein pairs. The final
training data set is obtained by integrating the positive and negative datasets, which
contains a total of 73110 pairs of protein-protein interactions. Then we randomly divide
it into a training data set and a test data set, in which the training data set occupies 4/5,
and the other 1/5 is the test data set.

2.2 Extraction of Physicochemical Properties of Proteins

In this work, we utilize six physicochemical properties of amino acids to encode
protein sequences, which are respectively polarity (P1), solvent-accessible surface area
(SASA), hydrophobicity (H), volumes of side chains of amino acids (VSC), net charge
index of side chains (NCISC) and polarizability (P2). In this way, each amino acid
residue can be converted into the numerical value based on its physicochemical
properties. After that, we normalized them to unit standard deviation (SD) and zero
mean according to the Equations:

A MapReduce-Based Parallel Random Forest Approach 401



P
0
ij ¼

Pij � �PJ

Sj
; i ¼ 1; 2; . . .; 6; j ¼ 1; 2; . . .20ð Þ ð1Þ

�PJ ¼
P20

i¼1 Pij
20

ð2Þ

Sj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P20

i¼1 Pij � �PJ
� �2

20

s

ð3Þ

where �PJ is the mean of jth descriptor over the 20 amino acids, Pij is the jth descriptor
value for ith amino acid and Sj is the corresponding SD.

2.3 Convert Protein Feature Vectors into Uniform Matrices

In this article, the Moran autocorrelation (MA) descriptor tool was used to convert the
protein feature vectors into uniform matrices. It converts the protein feature vectors
while taking into account the distribution of amino acid properties and the effect of
residue proximity in the amino acid sequence, and describes the level of correlation
between two protein sequences based on the specific physicochemical properties of
amino acids. In detail, the Moran autocorrelation descriptor (MA) can be defined as
follows:

MA dð Þ ¼ 1
N� d

XN�d
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where Pj is the property value of the jth amino acid, N is the length of protein sequence,
Pjþ d is the property value of the jþ dð Þth amino acid, d = 1, 2,…, 30 is the distance
between the residual and its neighbor, �P is the average of the considered property P
along the protein sequence as follows:

�P ¼
XN

j¼1

Pj
N

ð5Þ

2.4 The Random Forest Algorithm in Mahout

The Random Forest [41] is a supervised learning algorithm, which is an integrated
learning algorithm based on Decision Trees. This algorithm is easy to implement and
has a low computational cost while showing amazing performance in classification and
regression. Mahout [42] is an open-source project of the Apache Software Foundation
(ASF) that provides a parallel implementation of classic machine learning algorithms to
help developers create smart applications faster and easier. The Random Forest algo-
rithm in Mahout has been parallelized based on MapReduce.
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2.5 MapReduce Model

MapReduce is a software architecture for parallel processing of large data sets proposed
by Google to solve the problem of massive data calculation. It is inspired by functional
languages and targets various practical tasks accompanying large data sets. It is written
and maintained by experts in parallel programming to ensure the robustness and
optimization of the system. The user only needs to pay attention to the data processing
function without paying attention to the details of parallelism. Figure 1 below shows
the overview of the MapReduce model:

2.6 Hadoop Overview

Hadoop [43] is a distributed system infrastructure developed by the Apache Founda-
tion. It enables users to develop distributed programs without knowing the details of the
distributed foundation, to use the cluster function for high-speed calculation and
storage. This distributed cluster platform includes the Hadoop Distributed File System
(HDFS) and MapReduce. HDFS is designed to reliably store large data sets and
transfer them to applications with high bandwidth. It uses a master-slave structure
model composed of one NameNode (master node) and several DataNodes (slave
nodes). NameNode is mainly used to manage the file system and client access to files.
DataNode is mainly used to manage stored data. MapReduce is designed to distribute
storage and compute tasks among different servers, allowing resources to be expanded
as needed.

3 Experimental Results

We prepared 20000 PPI pairs as training data for comparative experiments. More
specifically, we firstly utilized the Random Forest algorithm to train and predict
training samples in the single-machine state (without using MapReduce) and recorded
the training time and accuracy parameters. Secondly, we uploaded the large-scale PPI
training set to HDFS on the Hadoop platform and then used the Random Forest
algorithm in Mahout for training and prediction. Thirdly, we divided the training
samples into 80, 160, 320, 640 parts by changing the largest block of data that can be

Fig. 1. Overview of the MapReduce framework
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processed in each map node of MapReduce. Figure 2 and 3 respectively shows the
training time and accuracy of 20000 training pairs in two different modes. As can be
seen from Fig. 2 and 3, our method can greatly reduce the training time required to
process large-scale PPI datasets and has no significant loss in training accuracy.

Fig. 2. Comparison of training times with single-machine Random Forest and MapReduce-
based distributed Random Forest for PPIs prediction

Fig. 3. Comparison of accuracy with single-machine Random Forest and MapReduce-based
distributed Random Forest for PPIs prediction

404 B.-Y. Ji et al.



4 Conclusions

Since the development of genome sequencing projects in recent years has provided
large-scale protein sequence information, there is an increasing need to develop
advanced methods that utilize the large-scale sequence information of proteins to
predict potential PPIs. In this paper, we developed a MapReduce-based parallel Ran-
dom Forest model to predict potential PPIs only using proteins sequence information.
The experimental results prove that the proposed model can greatly accelerate the
training speed of large-scale PPIs prediction and has high prediction accuracy.
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Abstract. Sensor technologies play an essential part in the agricultural com-
munity and many other scientific and commercial communities. Accelerometer
signals and Machine Learning techniques can be used to identify and observe
behaviours of animals without the need for an exhaustive human observation
which is labour intensive and time consuming. This study employed random
forest algorithm to identify grazing, walking, scratching, and inactivity (stand-
ing, resting) of 8 Hebridean ewes located in Cheshire, Shotwick in the UK. We
gathered accelerometer data from a sensor device which was fitted on the collar
of the animals. The selection of the algorithm was based on previous research by
which random forest achieved the best results among other benchmark tech-
niques. Therefore, in this study, more focus was given to feature engineering to
improve prediction performance. Seventeen features from time and frequency
domain were calculated from the accelerometer measurements and the magni-
tude of the acceleration. Feature elimination was utilised in which highly cor-
related ones were removed, and only nine out of seventeen features were
selected. The algorithm achieved an overall accuracy of 99.43% and a kappa
value of 98.66%. The accuracy for grazing, walking, scratching, and inactive
was 99.08%, 99.13%, 99.90%, and 99.85%, respectively. The overall results
showed that there is a significant improvement over previous methods and
studies for all mutually exclusive behaviours. Those results are promising, and
the technique could be further tested for future real-time activity recognition.

Keywords: Accelerometer data � Animal activity recognition � Feature
extraction � Machine learning � Random forest � Sheep behaviour � Signal
processing
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1 Introduction

Sheep play an essential role in our society as they are kept for meat, wool, as well as
pasture management. According to research conducted, sheep are shown to be as
effective as herbicides in controlling winter weed, as well as insecticides [1, 2]. In order
to manage the land they graze, human observation is the traditional mean of monitoring
the distribution of the animals, which is a time consuming and labour intensive process.
Thus, development of smart devices is essential for efficient monitoring and controlling
of the animals’ distribution on the pasture.

Automated monitoring of animals also allows early detection of illness, particularly
lameness; present in an estimated 80% of UK flocks [3–6]. Furthermore, evidence
showed that the reduced activity or decreased food intake of the animal might be an
indicator of disease. Therefore, computerized monitoring of animals in real-time has
become a pressing requirement in sheep production systems. Using insight from
automatic monitoring capability can offer sufficient knowledge of the animal’s welfare
and food intake, and the decision making of the land and animal managers can be made
more efficiently.

Accelerometers are widely used with machine learning techniques to identify
animal behaviour such as cattle [7–14], horses [15], sharks [16], goats [17, 18] and
other domesticated or wild animals. However, in this study, we focused only on pre-
vious research that involves sheep behaviour in order to identify challenges concerned
with this type of animal and be able to compare between previous studies. Additionally,
we aim to improve prediction performance of the activities of the animals.

The reminder of this paper is organized as follows. Section 2 consists of back-
ground information. Section 3 provides information about the materials and method-
ology, while Sect. 4 demonstrates results and discussions. Section 5 includes the
conclusion and the future work.

2 Background

Marais et al. [19] developed a device capable of collecting accelerometer signals at
100 Hz from a collar. The authors extracted features using 5.12 s windows and applied
linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA) using 10
features to classify five common behaviours of the animals (lying, standing, walking,
running and grazing). LDA and QDA achieved an overall accuracy of 87.1% and
89.7%, respectively. Discriminant analysis was tested by Giovanetti et al. to classify
grazing, ruminating, and resting of sheep using a 60 s window and accelerometer data.
The algorithm yielded an overall accuracy of 93.0% and k coefficient of 89.0% [20].

Nadimi et al. [21] classified five mutually exclusive behaviours (grazing, lying,
walking, standing, and others) with 76.2% success rate. Additionally, they classified
two behaviours (grazing and lying) with a success rate of 83.5% using the Nguyen–
Widrow method and the Levenberg– Marquardt back-propagation algorithm. Com-
pared to similar studies, the authors showed significant improvement of the designed
system.
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Kamminga et al. compared several machine learning algorithms to detect five
mutually exclusive behaviours using data gathered from goats and sheep using
accelerometer, gyroscope, and magnetometer signals. The best results were obtained
using a 1 s window and Deep neural networks with a 94% accuracy [22]. The same
dataset were used by Kleanthous et al. that tested multilayer perceptron, random for-
ests, extreme gradient boosting, and k-Nearest neighbors to classify sheep and goat
behaviour [23]. The best results achieved using random forest algorithm and classified
grazing, lying, scratching or biting, standing, and walking with an overall accuracy of
96.47% and kappa value of 95.41%. The authors conducted another experiment and
they gathered accelerometer and gyroscope data from more sheep using smartphones to
test the performance of random forest and their previous method using a smaller sample
rate; 10 Hz [24]. The technique proved successful and they achieved accuracy and
kappa value of 96.43%, and 95.02%, respectively by using only accelerometer features.

Mansbridge et al. collected accelerometer and gyroscope signals from sensors
attached to the ear and collar of sheep at 16 Hz [25]. Various machine learning
algorithms were tested using multiple features from the signals. Random forest yielded
the highest results using 39 feature characteristics and a 7 s window, achieving
accuracy of 92% and 91% for collar and ear data, respectively.

Barwick et al. were also interested in applying machine learning to describe sheep
behaviour using accelerometers to evaluate the effectiveness by placing accelerometers
on different parts of the body; ear, collar, leg [26]. The authors applied QDA and best
results obtained from the ear acceleration data, at 94%, 96% and 99% for grazing,
standing, and walking, respectively.

Walton et al. evaluated sampling frequency (8, 16, and 32 Hz), window size (3, 5,
and 7 s) and sensor position (ear and collar) to classify sheep behaviour using random
forests [27]. Their results suggested that the 16 Hz sampling frequency and a 7 s
window offer benefits concerning battery energy and it has the potential to be used for
real-time monitoring system. The authors achieved results of 91%–93% accuracy and
F-score of 88%–95%.

Alvarenga et al. [28] evaluated the performance of decision trees for accelerometer
data obtained from sheep. The algorithm was validated for 3, 5 and 10 s epochs. The
best results in terms of accuracy were achieved for the 5 s epoch having accuracy of
85.5%.

The sheep activity was also evaluated from Le Roux et al. [29] The authors
developed an energy-aware feature and classifier selection technique for low-power
sensor applications to minimize the energy consumed and also minimizing the accuracy
loss of the classifier. The sheep data that they used included accelerometer signals and
the authors were able to achieve a reduction in energy consumption while achieving an
accuracy of 88.4% for classification of five behaviours. The authors, in a previous
study, also evaluated sheep behaviour based on accelerometer data [30]. The classifi-
cation algorithm achieved an accuracy of 82.4% for standing, walking, grazing, run-
ning and lying behavioural classes.

Guo et al. gathered signals from an IMU (Inertial Measurement Unit) sensors at a
20 Hz sampling rate and compared the grazing behaviour results according to different
sward surface heights [31]. The authors applied Linear discriminant analysis on several
datasets which they consisted of three sward surface heights. Overall, they achieved
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accuracy over 95% with the best results achieved using a 10 s window having accuracy
of 98.2%. The authors showed that the IMU sensors are capable of providing robust
information on the grazing behaviour of the animal despite the sward surface heights.

Decandia et al. [32] evaluated the performance of canonical discriminant analysis
(CDA), and discriminant analysis (DA) to distinguish between three behaviours of
sheep; grazing, ruminating, and others. The authors aimed to identify the window
which provides the best algorithm performance and they evaluated windows of 5, 10,
30, 60, 120, 180 and 300 s from accelerometer signals sampled at 62.5 Hz. Best results
were achieved with the 30 s epoch having accuracy and kappa value of 89.7% and
80%, respectively. Vazquez et al. [33] aimed to develop a combined online (k-means)
and offline (k nearest neighbors) algorithm, which deals with concept drift to deal with
three behaviours of sheep. The combined algorithm produced results with average
accuracies of 85.18%, average specificities of 82.84%, and an average recall of
57.82%.

All of the abovementioned studies involve the use of Machine Learning techniques
to identify sheep behaviour at pasture, however there is still a need for improvement of
the prediction accuracy. The aim of our study is to significantly improve our previously
tested method [24] by expanding the feature set and decreasing the sliding window to
5 s. In our experiment, we focused on four behaviours; grazing, walking, scratching,
and inactive. For the experiment, we used only accelerometer data sampled at 12.5 Hz,
which was previously demonstrated adequate and did not compromise the battery life
of the device [27].

3 Materials and Methods

This section describes the materials and methods used to examine the performance of
Random Forest algorithm regarding the classification of four mutually exclusive
behaviours of sheep; grazing, walking, scratching, and inactive. Figure 1, shows the
process followed to conduct the study.

Fig. 1. Methodology
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3.1 Animals, Location, and Sensor Device

This study was conducted in July-August 2019 in Cheshire Shotwick (OS location
333781,371970), UK. Eight Hebridean ewes between the ages of 5–12 years were
fitted with a sensor device collar. The animals were free to use a paddock of 1500 m2

area size and had access to grass and water all the time. The Senior Research Officer
and LSSU Manager of Liverpool John Moores University approved the protocol of the
experiment (approval AH_NKO/2018-13).

The MetamorionR® [34] wearable device was used for the current experiment. The
sensor device collects motion and environmental data, however for this experiment we
only used accelerometer measurements. The device weights 0.3 oz and its dimensions
are of 36 mm � 27 mm � 10 mm with the case. Additionally, a 60 mAH MicroUSB
rechargeable li-po battery powers it. For this study, we used only accelerometer
measurements at a sample rate of 12.5 Hz. The device logged and saved the data on its
offboard memory as a CSV file.

3.2 Data Collection and Annotation

The animals were fitted with collars, which had the device attached in a nonfixed
position to have a more generalised algorithm performance independent of the sensor
orientation and position. The animals were video recorded during the morning, after-
noon or night, and one observer was present each time. At the end of each day, the
CSV file was saved for later use. Once all the recordings were completed with a total of
40 h of recorded behaviours, the accelerometer readings were time synchronised with
the video recordings for behavioural annotation. For animal behaviour annotation, we
used ELAN_5.7_AVFX Freeware tool [35] and manually labeled the behaviours as
grazing, walking, scratching, and inactive.

3.3 Data Preprocessing

After the data annotation, all the CSV files were merged and imported in Rstudio® for
visualization and analysis. The behaviours of interest for this study were: grazing,
walking, scratching, resting, and standing. Behaviours such as fighting, shaking, and
rubbing were not considered for this study. This resulted in utilising 28 out of 40 h for
analysis. Missing values were present in the data and therefore they were eliminated.
The behavioural data comprised of a set A = {ti, axi, ayi, azi, yi} for i = 1, .., n, where n
is the number of observations. The t is the timestamp, (ax, ay, az) are the accelerometer
measurements, and y is the target vector where y2 {grazing, walking, scratching,
inactive}. The following Eqs. (1), (2), and (3) define the acceleration vector:

ax ¼ 1g � sin h ð1Þ

ay ¼ �1g � sin h � sin/ ð2Þ
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az ¼ 1g � cos h ð3Þ

Where h is the angle between az relative to gravity, / is the angle of ax relative to
ground, and g is the gravitational constant where 1 g = 9.81 m/s2.In this step we
extracted the magnitude of the acceleration (4):

Magnitude ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ax2 þ ay2 þ az2

p
ð4Þ

3.4 Feature Extraction, Feature Importance, and Dimensionality
Reduction

A total of 17 features were calculated from the x, y, z, and magnitude of the accel-
eration signals for each activity resulting in a total of 68 newly created features (i.e.
17 features � 4 activities). Those features include the mean, standard deviation, root
mean square, root mean square velocity, energy, sum of changes, mean of changes,
absolute and squared integrals, madogram [36], peak frequency, peak to peak value,
kurtosis and skewness, zero crossing, crest factor, and signal entropy. The features
were extracted using a 5 s sliding window. Having a greater window in a real-time
classification could provoke mislabeling because the animal might exhibit more than
one behaviour in a short time interval; therefore, a 5 s window is considered sufficient.

The distributions for first four principal components (PCs) with respect to target
class, original attributes and corresponding impacts of the target classes within the
dataset are represented in Fig. 2(a) and (b). These figures also indicate the non-linearity
of the problem specifically in terms of first four PCs covering the highest variances
(*65%) within the overall principal components. Though, there is a small degree of
overlap between all activities. However, this was expected since the head movements
of the animal might exhibit similar patterns in some instances. Furthermore, the plots
help to understand the corresponding influence of the features within the datasets on the
classification of animal behaviours (i.e. 4 target classes). For instance, in Fig. 2(a) the
madogram of the magnitude & the madogram of ay measurement have a clear impact
on class ‘inactive’ as compared to root mean square velocity which influence the
‘scratching and grazing’ classes.

We used the most commonly used dimensionality reduction technique PCA [37] to
identify the most significant attributes/features within the dataset set and eliminating
the unnecessary features. In other words, PCA can be used to transform a large dataset
containing large number of features/variables to a lower dimension which still holds
most of the information contained in the original high dimensional dataset. One of the
important properties of PCA is the attribute loadings on the principal components that
can also be used for the identification of attribute importance within the original
dataset.

The correlation coefficient between the dataset attributes is represented by the
principal components’ loadings (i.e. obtained through PCA). The component rotations
provide the maximized sum of variances of the squared loadings. The absolute sum of
component rotations gives the degree of importance for the corresponding attributes in
dataset. Figure 3 shows the feature significance score within the original dataset which
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is calculated through the PCs loadings. There are variations in the importance measure
of features which can be used to identify and hence remove the unnecessary features
from the dataset. For instance, ‘madogram’ of z, and x axis are indicated the top-ranked

variables compared to magnitude ‘integrals’ and ‘rms’ of the ay axis which are indi-
cated the least important variables within the original dataset.

To further investigate the features/attributes within the dataset, we used the cor-
relation coefficients. The correlated features with correlation above 80% were removed
and the remaining features are in agreement with the feature importance ranking
indicated by the PCA. Therefore, we eliminated our features from 17 to 9. The

Fig. 2. (a) First two PCA components’ distributions; (b) 3rd and 4th components’ distributions
within the PCA components

Fig. 3. Measure of feature importance within the dataset using principal components loading
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remaining features are the mean, crest factor, root mean square velocity, skewness,
kurtosis, madogram, zero crossing rate, squared integrals, and signal entropy.

3.5 Classification

The classification algorithm selected to evaluate our dataset and test the activity pre-
diction performance of the animals was the Random Forest as it was proved successful
in our previous studies, as well as other studies concerned with animal behaviour [9–
11, 14, 24]. Random forest [38] is an ensemble method which consists of a combi-
nation of decision trees which are dependent on random values. All trees are sampled
independently with the same distribution. The classification decision is then made
based on the majority of votes from each tree.

To estimate the performance of the algorithm, we evaluated the model with the Out
of bag (OOB) accuracy. The idea behind OOB was since the decision trees are learning
from a subset of the dataset (63%), then we have unseen data (37%) to be used for
evaluation. This method is a good estimate of the ability of the model to generalize on
unseen data [39]. We then recursively evaluated the performance using sensitivity,
specificity, accuracy, and kappa value quality measures by means of 10-fold cross
validation. The results are presented in the next section.

4 Results and Discussion

The performance of random forest is presented in Table 1. The four behaviours are
classified correctly at a high rate. The overall accuracy of the algorithm is 99.43% with
kappa value of 98.66%. Additionally, the f1-score is between 91.53%-99.90%. The
lowest F1-score is resulted from scratching, and the highest from inactive behaviour.

The sensitivities of all behaviours are between 98.26% to 99.87%. Also, the speci-
ficities are between 99.60% to 99.92%. Scratching was misclassified only once with
grazing, while grazing was misclassified with scratching and walking in some cases.
The same is valid with walking as it was misclassified with grazing and scratching.

Table 1. Random forest performance on unseen data

Activities
Grazing Walking Scratching Inactive

Sensitivity 98.26% 98.66% 99.87% 99.86%
Specificity 99.91% 99.60% 99.92% 99.84%
F1-score 98.97% 94.64% 91.53% 99.90%
Balanced accuracy 99.08%% 99.13% 99.90% 99.85%
Overall accuracy: 99.43%, Kohen’s Kappa value: 98.66%
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Only limited cases misclassified inactive behaviour with the other behaviours
However, the misclassification is limited, and consequently, the results showed high
accuracy, sensitivity, and specificity in all 4 cases.

In this study, we noted that the movements the animals are conducting while they
graze can sometimes have similarities with the walking and scratching behaviour.
Additionally, resting and standing provide a similar pattern of the acceleration signals,
because of the animals’ inactive state and this was also noted by Barwick et al. [26]. On
the other hand, while the animals scratch or bite, the activity is detected easily as the
magnitude changes markedly. While the animals are ruminating, the head movements
are relatively small, and stationary compared with grazing and it does not interfere with
the correct classification of the activity they perform. From the results, we noted that
5 s windows can provide a very good activity pattern representation and therefore
could be suggested that this size is adequate. However, Decandia et al. [32], conducted
experiments with various window sizes, such as 5, 10, 30, 60, 120, 180 and 300 s, and
they identified that the best performance was obtained from a 30 s window having
sensitivity 94.8% for grazing, 80.4% for ruminating, and 92.3% for other behaviours.
Though, the two studies cannot be compared because the ML model applied, the
selection of features, and the position of the sensor is different. On the other hand, a 5 s
window achieved best performance in a study of Alvarenga et al. [28] when they
compared 3, 5, and 10 s windows. The authors achieved an overall accuracy of 85.50%
with Decision Trees and 5 s windows which exhibited higher accuracy in comparison
with 3 and 10 s windows. However, the variety of feature combinations, ML tech-
niques, sample rate, and window size used in previous and the current study show that
there is still need for further investigation and there is no clear indication yet on the
technique that is more suitable to be used for sheep activity recognition.

5 Conclusion and Future Work

This study was focused on detecting four mutually exclusive behaviours of interest to
the animal health and production industry. Data was collected from eight Hebridean
ewes located in Cheshire Shotwick, UK. Accelerometer signals were collected from a
sensor which was attached on the collar of each animal. A total of 28 h was used to test
the performance of random forest to detect each behaviour. The behaviours of interest
were the grazing, walking, scratching, and inactive. To test the algorithm, 17 features
were extracted from the x, y, z, and magnitude of the acceleration signal resulting in 68
newly created variables. We then removed features with higher than 80% correlation
and eliminated the features to 9. The evaluation of the random forest algorithm was
then assessed using out-of-bag (OBB) estimate which is empirically proven that is as
accurate as using a test set of the same size as the training set [39].

The results were very high for all the activities having accuracies of 99.08% for
grazing, 99.13% for walking, 99.90% for scratching, and 99.85% for inactive. The
overall accuracy and kappa value were 99.43% and 98.66%. The results showed that
there is an important improvement over previous methods. The technique can be
further tested and used for online activity recognition system and be part of a multi-
functional smart device for monitoring and controlling animal behaviour and position.
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In future work, we will use GPS coordinates to track the position of the animals and
monitor the land they mostly graze. The implementation of such a device can be used
as an intelligent assistant to provide valuable information regarding the food intake of
the animals and their activities during the day, which can improve the decision making
of the land managers. Such information can contribute to the animal’s welfare, pasture
utilisation and overall farm and animal decision management approach.

Acknowledgement. We would like to thank the Douglas Bomford Trust [40] for the funding
support of this study.
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Abstract. How to select the suitable parameters and kernel model is a very
important problem for Twin Support vector Machines (TWSVM). In order to
solve this problem, one solving algorithm called binary PSO for optimizing the
parameters of multi-core Twin Support Vector Machines (BPSO-MTWSVM) is
proposed in this paper. Firstly, introducing multiple kernel functions, the twin
support vector machines based on multi-core is constructed. This strategy is a
good way to solve the kernel model selection. However, it has added three
adjustable parameters. In order to solve the parameters selection problem which
contain TWSVM parameters and multi-core model parameters, binary PSO
(BPSO) is introduced. BPSO is an optimization algorithm who has strong
robustness and good global searching ability. Finally, compared with the clas-
sical TWSVM the experimental results show that BPSO-MTWSVM has higher
classification accuracy.

Keywords: Multi-core � Binary PSO � Twin support vector machines �
Parameter optimization

1 Introduction

Support Vector Machines (SVM) is known as a new generation learning system based
on statistical learning theory [1]. Because of its profound mathematical theory, SVM
has played excellent performance on many real-world predictive data mining appli-
cations such as text categorization, medical and biological information analysis [2–4],
etc.

One of the main challenges for the traditional SVM is the high computational
complexity. The training cost of Oðn3Þ, where n is the total size of the training data, is
too expensive. In order to improve the computational speed, Jayadeva et al. [5] pro-
posed a new machine learning method called Twin Support Vector Machines
(TWSVM) for the binary classification in the spirit of proximal SVM [6, 7] in 2007.
TWSVM would generate two non-parallel planes, such that each plane is closer to one
of the two classes and is as far as possible from the other. In TWSVM, a pair of smaller
sized quadratic programming problems (QPP) are solved, whereas SVM solves a single
QPP problem. Furthermore, in SVM, the QPP problem has all data points in the
constraints, but in TWSVM they are distributed in the sense that patterns of class −1
give the constraints of the QP used to determine the hyperplane for class 1, and vice-
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versa. This strategy of solving two smaller sized QP problems, rather than one larger
QP problem, makes the computational speed of TWSVM approximately 4 times faster
than the traditional SVM. Because of its excellent performance, TWSVM has been
applied to many areas such as speaker recognition [8], medical detection [9–11], etc. At
present, many improved TWSVM algorithms have been proposed. For example, in
2010, Kumar et al. [12] brought the prior knowledge into TWSVM and least square
TWSVM and then got two improved algorithms. Experimental results showed the
proposed algorithms were effective. In 2011, Yu et al. [13] adding the regularization
method into the TWSVM model, proposed the TWSVM model based on regularization
method. This method ensured that the proposed model was the strongly convex pro-
gramming problem. In 2012, Xu et al. [14] proposed a twin multi-class classification
support vector machine. Experimental results demonstrated the proposed algorithm was
stable and effective.

As a new machine learning method, there are still many places needing to be
perfect for TWSVM. Specially, the learning performance and generalization ability of
TWSVM is very dependent on its parameters and kernel model selection. If the choice
is reasonable, it will be very difficult to approach superiorly. However, the current
research on this aspect is very little. At present, the kernel model selection adopts the
random or experimental method. These methods are blindness and time consuming.
For the parameters selection, the grid search method is commonly used. However, the
search time of this method is too long, especially in dealing with the large dataset. In
order to solve this problem, one solving algorithm called binary PSO for optimizing the
parameters of multi-core Twin Support Vector Machines (BPSO-MTWSVM) is pro-
posed in this paper. Firstly, in view of the blindness of the kernel model selection for
TWSVM, one kernel function with good generalization ability and the other kernel
function with good learning ability is combined, formed a mixed kernel model with the
more excellent performance. Secondly, because of the limitation of the traditional
selection method for TWSVM, we use binary PSO algorithm which has fast global
searching ability to select the TWSVM parameters and the mixed kernel parameters, so
that we would obtain the optimal parameters combination. Finally, the experimental
results show the effectiveness and stability of the proposed method.

The paper is organized as follows: In Sect. 2, we briefly introduce the basic theory
of TWSVM and the analysis of its parameters. In Sect. 3, BPSO-MTWSVM algorithm
is introduced and analyzed in detail. Computational comparisons on UCI datasets are
done in Sect. 4 and Sect. 5 gives concluding remarks.

2 Background

2.1 Twin Support Vector Machines

Consider a binary classification problem of classifying m1 data points belonging to
class +1 and m2 data points belonging to class −1. Then let matrix A in Rm1�n represent
the data points of class +1 while matrix B in Rm2�n represent the data points of class −1.
Two nonparallel hyper-planes of the linear TWSVM can be expressed as follows.
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xTw1 þ b1 ¼ 0 and xTw2 þ b2 ¼ 0 ð1Þ

The target of TWSVM is to generate the above two nonparallel hyper-planes in the
n-dimensional real space Rn, such that each plane is closer to one of the two classes and
is as far as possible from the other. A new sample point is assigned to class +1 or −1
depending upon its proximity to the two nonparallel hyper-planes. The linear classifiers
are obtained by solving the following optimization problems.

min
wð1Þ;bð1Þ;nð2Þ

1
2 Awð1Þ þ e1bð1Þ
�� ��2 þ c1eT2n

ð2Þ

s:t: � ðBwð1Þ þ e2bð1ÞÞ � e2 � nð2Þ;
nð2Þ � 0:

ð2Þ

min
wð2Þ;bð2Þ;nð1Þ

1
2 Bwð2Þ þ e2bð2Þ
�� ��2 þ c2eT1n

ð1Þ

s:t: ðAwð2Þ þ e1bð2ÞÞ � e1 � nð1Þ;
nð1Þ � 0:

ð3Þ

where c1 and c2 are penalty parameters, nð1Þ and nð2Þ are slack vectors,

A ¼ ½xð1Þ1 ; xð1Þ2 ; . . .; xð1Þm1 �T , B ¼ ½xð1Þ1 ; xð1Þ2 ; . . .; xð1Þm1 �T , e1 and e2 are the vectors of ones of

appropriate dimensions. xðiÞj represents the jth sample of the ith class. Introducing the
Lagrange variables a and b, the dual problems of (2) and (3) can be expressed as
follows:

max
a

eT2a� 1
2 a

TGðHTHÞ�1GTa

s:t: 0� a� c1e2
ð4Þ

max
b

eT1b� 1
2 b

THðGTGÞ�1HTb

s:t: 0� b� c2e1
ð5Þ

where, H ¼ ½A e1�, G ¼ ½B e2�. Defining ui ¼ ½ðwðiÞÞT bðiÞ�T , i ¼ 1; 2, the solution
becomes:

u1 ¼ �ðHTHÞ�1GTa; u2 ¼ ðGTGÞ�1HTb ð6Þ

To judge a new sample belonging to which class, we should find this sample is
closer to which class. We can calculate the distance of a sample from a class by (7).

f ðxÞ ¼ arg min
i
ðdiðxÞÞ ð7Þ
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where,

diðxÞ ¼
xTwðiÞ þ bðiÞ
�� ��

wðiÞk k2
; i ¼ 1; 2: ð8Þ

For the nonlinear case, the two nonparallel hyper-planes of TWSVM based on
kernel can be expressed as follows:

KðxT ;CTÞwð1Þ þ bð1Þ ¼ 0; KðxT ;CTÞwð2Þ þ bð2Þ ¼ 0 ð9Þ

where, C ¼ ½AT ;BT �T . So the optimization problem of nonlinear TWSVM can be
expressed as follows.

min
wð1Þ;bð1Þ;nð2Þ

1
2 KðA;CTÞwð1Þ þ e1bð1Þ
�� ��2 þ c1eT2n

ð2Þ

s:t: � ðKðB;CTÞwð1Þ þ e2bð1ÞÞ � e2 � nð2Þ;
nð2Þ � 0:

ð10Þ

min
wð1Þ;bð1Þ;nð2Þ

1
2 KðB;CTÞwð2Þ þ e2bð1Þ
�� ��2 þ c2eT1n

ð1Þ

s:t: ðKðA;CTÞwð2Þ þ e1bð2ÞÞ � e1 � nð1Þ;
nð1Þ � 0:

ð11Þ

According to the Lagrange theorem, the dual problems of (10) and (11) can be
expressed by (12) and (13).

max
a

eTa� 1
2 a

TRðSTSÞ�1RTa

s:t: 0� a� c1e2
ð12Þ

max
a

eTb� 1
2 b

TSðRTRÞ�1STb

s:t: 0� b� c2e1
ð13Þ

where, S ¼ ½KðA;CÞ e1�, R ¼ ½KðB;CÞ e2�. Defining vi ¼ ½ðwðiÞÞT bðiÞ�T , i ¼ 1; 2,
the solution becomes:

v1 ¼ �ðSTSÞ�1RTa; v2 ¼ ðRTRÞ�1STb ð14Þ

2.2 Analysis the Penalty Parameters of TWSVM

The role of penalty parameters c1 and c2 is to adjust the ratio between the confidence
range with the experience risk in the defining feature, so that the generalization ability of
TWSVM can achieve the best state. The values of c1 and c2 smaller express the pun-
ishment on empirical error smaller. Do it this way, the complexity of TWSVM is
smaller, but its fault tolerant ability is worse. The values of c1 and c2 are greater, the data
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fitting degree is higher, but its generalization capacity will be reduced. From the above
analysis, we can know that the parameters selection are very important for TWSVM.

2.3 Construction Multiple Kernel Functions

The mercer theorem is the theory of the traditional kernel function construction, which
is showed as follows:

Theorem 1: When gðxÞ 2 L2ðRNÞ and kðx; x0 Þ 2 L2ðRN � RNÞ, if
ZZ

kðx; x0ÞgðxÞgðx0Þdxdy� 0 ð15Þ

There is kðx; x0Þ ¼ ðUðxÞ � Uðx0ÞÞ.
According to the Theorem 1, the properties of the kernel function can be easily

proved as follows:

Theorem 2: Let k1 and k2 is the kernel function defined in the X � X. At the same
time, a 2 Rþ , f is a real function on X, / : X ! RN , k3 is a kernel function defined in
the RN � RN , B is a semi positive definite symmetric matrix of n� n. The following
functions are kernel functions.

(1) kðx; zÞ ¼ k1ðx; zÞþ k2ðx; zÞ
(2) kðx; zÞ ¼ ak1ðx; zÞ

After selecting a kernel function, the learning model also has been identified. As we
know, the performance of a learning model is decided by the learning ability and the
generalization ability. Generally, the kernel functions can be classified into two types:
global kernel function and local kernel function. However, for the global kernel
function, its generalization ability is strong when the learning ability is weak. On the
contrary, for the local kernel function, it has strong learning ability but its general-
ization ability is weak. In view of the respective characteristic of the global and local
kernel function, if the two type of kernel functions are mixed into a hybrid kernel
function, which will be able to achieve the good classification performance. Based on
the above ideas, we will construct a multiple kernel functions as follows.

As we know, the Sigmoid function is the one of the commonly used global kernel
function in TWSVM.

k x; xið Þ ¼ tanh p1 x � xið Þþ p2ð Þ ð16Þ

For the Sigmoid function, the sketch map of the testing point 0.1 when p1 ¼ 100,
p2 taking different values is shown as Fig. 1. From Fig. 1 we can see that the Sigmoid
function has good generalization ability in the appropriate parameters because of
having a role for the near test point and far across the data points. But the learning
ability in the test point is not obvious, which means it’s learning ability is not only
strong. After several experiments, we find that it is appropriate when p1 ¼ 100, p2 � 3.
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Gauss Radial Basis Function is the one of the commonly used local kernel function
in TWSVM.

Kðx; xiÞ ¼ expð� x� xik k2
2r2

Þ ð17Þ

For Gauss Radial Basis Function, the sketch map of the testing point 0.1 when r
taking different values is shown as Fig. 2 (d replaced by r in Fig. 2). From Fig. 2 we
can see that the Gauss Radial Basis Function has good learning ability because of only
having a role for the near test point, but its generalization ability is weak. Therefore, if
the Sigmoid function and the Gauss Radial Basis function is mixed to generate a new
multiple kernel functions, which can have better learning ability and better general-
ization ability. From Fig. 2 we can also see that the value of r smaller, the performance
of Gauss Radial Basis Function better. Generally, the range of the r value is 0:1	 1.

Based on the above idea, a new mixed function is proposed:

kðx; xiÞ ¼ a tanhðp1ðxgxiÞþ p2Þþ b expð� x� xik k2
2r2

Þ ð18Þ

Theorem 3: The Eq. (13) is a kernel function.

Therefore, kðx; xiÞ ¼ k5ðx; xiÞ ¼ a tanhðp1ðx; xiÞþ p2Þþ b expð� x�xik k2
2r2 Þ is a kernel

function.
Where, a and b is the proportion coefficient of the two kernel function in multiple

kernel functions. Generally, let 0� a; b� 1, aþ b ¼ 1.
For the multiple kernel functions, the sketch map of the testing point 0.1 when a, b

taking different values is shown as Fig. 3.

Fig. 1. The curve of sigmoid kernel function
in function in test point 0.1

Fig. 2. The curve of Gaussian kernel test
point 0.1
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2.4 Analysis the Parameters of Multiple Kernel Functions

After introducing the mixed kernel, TWSVM have added three adjustable parameters
which contain the weight of multiple kernel functions a, the Gauss kernel function
parameter r and the polynomial kernel parameter q. According to the properties of
kernel function, the value of a is between 0	 1. The multiple kernel functions is closer
to the polynomial kernel function when a ! 0. On the contrary, The multiple kernel
functions is closer to the Gauss kernel function when a ! 1. Therefore, it is very
important to select a. If the choice is not appropriate, it may make the performance of
multiple kernel functions below the single one, thus losing the advantage of multiple
kernel functions. r and q is the kernel parameters, which also take important role in the
performance of multiple kernel functions. At present, there are two selection methods
of kernel parameters. One is the random method and the other is cross validation
method. The random method is that the kernel parameters are randomly given and then
the value of kernel parameters are constantly adjusted until getting a satisfactory
precision. In view of lack of adequate theoretical basis, the random method has certain
blindness. The cross validation method tests a range of kernel parameters individually
to find the optimal value using traversal approach. Generally, this method can find the
best values, but its time complexity is relatively high.

After the above analysis, in this paper, binary PSO algorithm which has fast global
searching ability is used to select the TWSVM parameters and the mixed kernel
parameters.

2.5 Binary PSO Algorithm

Particle swarm optimization (PSO) [15] is in principle a much simpler algorithm. It
operates on the principle that each solution can be represented as a particle denoted by
xi in a swarm. A population of particles is randomly generated initially. Then a swarm
of particles moves through the problem space, with the moving velocity of each particle
represented by a velocity vector vi. Each particle keeps track of its own best position,
which is associated with the best fitness it has achieved so far in a vector pi.

Fig. 3. The curve of multiple kernel functions in test point 0.1
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Furthermore, the best position among all the particles obtained so far in the population
is kept track of as pg. In addition to this global version, another local version of PSO
keeps track of the best position among all the topological neighbors of a particle.

At each time step t, by using the individual best position, piðtÞ, and global best
position, pgðtÞ, a new velocity for particle i is updated by

viðtþ 1Þ ¼ viðtÞþ c1/1ðpiðtÞ � xiðtÞÞþ c2/2ðpgðtÞ � xiðtÞÞ; ð19Þ

where c1 and c2 are positive constants, /1 and /2 are uniformly distributed random
numbers in [0, 1]. Based on the updated velocities, each particle changes its position
according to the following:

xiðtþ 1Þ ¼ xiðtÞþ viðtþ 1Þ ð20Þ

Based on (19) and (20), the population of particles tends to cluster together with
each particle moving in a random direction. PSO is considered as the simplest swarm
intelligence optimization algorithm [17]. In order to adapt to the application of PSO in
discrete problems, Kennedy [18] proposed a binary PSO (BPSO) algorithm in 1997.
In BPSO, each particle is encoded as a binary vector.

According to the above procedures, we conduct our BPSO-based model selection
for multi-core TWSVM.

2.6 The Algorithm Steps of BPSO-MTWSVM

The algorithm steps of BPSO-MTWSVM is as follows:

Step1: Select the training dataset and the testing dataset.
Step2: Preprocessing the dataset.
Step3: Constructe the mixed kernel function.
Step4: Select the optimal parameters using BPSO algorithm.
Step5: Train the multi-core TWSVM using the optimal parameters.
Step6: Predict the testing dataset.
Step7: Output the classification accuracy.

3 Experimental Results and Analysis

In order to verify the efficiency of BPSO-MTWSVM,meanwhile, in order to compare the
performance of three algorithms, that is, SVM, TWSVM and BPSO-MTWSVM, we
conduct experiments on seven benchmark datasets from the UCI machine learning
repository. The environments of all experiments are in Intel (R) Core (TM) 2Duo CUP
E4500, 2Gmemory andMATLAB 7.11.0. The parameter values of BPSO are as follows:
D ¼ 5, itermax ¼ 30, N0 ¼ 10, smax ¼ 5, smin ¼ 1, n ¼ 3, rinit ¼ ½1; 0:1; 1; 1; 0:5�,
rfinal ¼ ½0:1; 0:1; 0:1; 0:1; 0:1�. In BPSO algorithm, the accuracy in the sense of CV is
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used for the fitness of BPSO. Therefore, the fitness value closer to 100, the obtained
parameters closer to the optimal value. The experiment results of BPSO-MTWSVM are
shown as Table 1. Furthermore, the comparisons of BPSO-MTWSVM and other algo-
rithms are shown as Table 2. In order to more objectively test the performance of each
algorithm, we test each dataset 20 times independently. And the values of Table 1 and
Table 2 are the average values. Figure 4 and Fig. 5 are the fitness curves of BPSO
searching the optimal parameters for dealing with the Australian dataset and Breast-
cancer dataset respectively. Figure 6 represents the classification results on seven UCI
dataset by three algorithms.

Table 1. The classification results of BPSO-MTWSVM

Dataset The optimal parameter
values

Training
accuracy (%)

Testing
accuracy (%)

c1 c2 a

Australian 1.4 5.2 0.8 12.0 36.4 98.71.2 87.74.1
Breast-cancer 2.9 15.7 0.5 85.8 12.0 83.25.3 69.14.4
Heart 45.9 54.3 0.6 92.8 52.0 91.56.5 84.67.3
Pima 54.7 1.5 0.8 4.2 12.8 94.74.2 82.02.4
Votes 83.1 2.5 0.4 17.1 3.7 99.30.2 96.62.6
Sonar 6.2 8.7 0.8 2.2 60.1 94.61.3 90.14.9
CMC 62.5 69.2 0.9 36.7 96.0 88.84.5 77.27.0

Fig. 4. The fitness curves of BPSO searching the optimal parameters for dealing with the
Australian dataset
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From Table 1, we can see that the training accuracy and testing accuracy of BPSO-
MTWSVM is relatively high. Meanwhile, Table 1 lists the optimal parameters using
BPSO for searching. Table 2 is the testing accuracy comparisons of BPSO-MTWSVM,

Fig. 5. The fitness curves of BPSO searching the optimal parameters for dealing with the
Breast-cancer dataset

Table 2. Testing accuracy comparisons of BPSO-MTWSVM and other algorithms

Dataset BPSO-MTWSVM TWSVM SVM

Australian 87.7 ± 4.1 84.8 ± 2.1 85.9 ± 2.2
Breast-cancer 69.1 ± 4.4 64.4 ± 3.9 65.4 ± 4.5
Heart 84.6 ± 7.3 81.9 ± 4.3 82.2 ± 6.7
Pima 82.0 ± 2.4 73.8 ± 6.0 76.6 ± 2.4
Votes 96.6 ± 2.6 95.0 ± 4.2 95.9 ± 2.2
Sonar 90.1 ± 4.9 89.5 ± 3.4 88.1 ± 9.7
CMC 77.2 ± 7.0 73.6 ± 9.9 68.0 ± 2.2

Fig. 6. The classification results on seven UCI dataset by three algorithms
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TWSVM and SVM. From Table 2, we know that the classification results of BPSO-
MTWSVM are better than the other algorithms. Figure 4 and Fig. 5 shows that the
optimization ability of BPSO is very strong.

4 Conclusions

In order to solve the problems of selecting the parameters and kernel model for
TWSVM, one solving algorithm called binary PSO for optimizing the parameters of
multi-core Twin Support Vector Machines (BPSO-MTWSVM) is proposed in this
paper. Firstly, by introducing the multi-core functions, we obtain a kind of kernel
function with good performance, which can solve the problem of selecting kernel
function in TWSVM. Secondly, in view of the good optimization ability of binary PSO
(BPSO) algorithm, it is used to optimize the parameters containing the TWSVM
parameters and the multi-core parameters. Finally, the experimental results show the
effectiveness and stability of the proposed method. How to further improve the per-
formance of BPSO is the next work.
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Abstract. Clustering analysis is a data analysis technique, it groups a set of
data points into multiple clusters with similar data points. However, clustering of
high dimensional data is still a difficult task. In order to facilitate this task,
people usually use hypergraphs to represent the complex relationships between
high dimensional data. In this paper, the hypergraph is used to improve the
representation of the complex high dimensional data, and a multi-stage hierar-
chical clustering method based on hypergraph partition and Chameleon algo-
rithm is proposed. The proposed method constructs a hypergraph in the shared-
nearest-neighbor (SNN) graph from the dataset and then employs a hypergraph
partitioning method hMETIS to obtain a series of subgraphs, finally those
subgraphs are merged to get the final clusters. Experiments show that the pro-
posed method is better than Chameleon algorithm and the other four clustering
methods when applied on four UCI datasets.

Keywords: Clustering � Hypergraph � Chameleon algorithm � UCI datasets

1 Introduction

Clustering analysis is one of the most frequently used data analysis methods in data
mining. According to the attribute information of data or the relationships between data
points, it groups data into multiple clusters, so that the data points are similar in the
same cluster and are different between different clusters [1]. There are two kinds of
traditional clustering methods: partitioning based clustering and hierarchical clustering
[2]. For a given k, a partitioning based clustering algorithm first gives the initial
k partitions and then changes the partitioning of data points through repeated iterations,
so that the new partitioning scheme is better than the previous partitioning scheme,
moves data points between different partitions until meeting certain criteria. A hierar-
chical clustering method constructs a hierarchical tree of clusters according to the
similarity between data points. According to the way of a hierarchical tree formation,
the hierarchical clustering method can be classified as being either Agglomerative
methods or Divisive methods. The agglomerative hierarchical clustering methods treat
each point as a single cluster and iteratively merge small clusters to larger clusters, until
all data points are in one cluster or some conditions are satisfied. On the contrary, the
divisive hierarchical clustering methods set all data points in one cluster. Then they
divide the initial cluster into several smaller sub-clusters, and recursively partition those
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D.-S. Huang and P. Premaratne (Eds.): ICIC 2020, LNAI 12465, pp. 432–443, 2020.
https://doi.org/10.1007/978-3-030-60796-8_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60796-8_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60796-8_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60796-8_37&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60796-8_37


sub-clusters into smaller ones until each cluster contains only one point or data points
within a cluster are similar enough. The commonly used partitioning methods are k-
means [3] and k-medoids [2], and the commonly used hierarchical clustering methods
are DIANA algorithm and AGNES algorithm [2]. In addition, Chameleon [4], a
dynamic multi-stage hierarchical clustering method, is also extensively used in the
clustering.

In order to facilitate clustering, people usually use graphs to represent the rela-
tionships between data points. Spectral clustering is a kind of clustering method defined
on the graph. It constructs the eigenvector space by calculating the first k eigenvalues
and eigenvectors of the similarity matrix or Laplace matrix of the data, and clusters the
eigenvectors in the eigenvector space by using k-means to get the clustering results [5].
Chameleon [4] is a multi-stage hierarchical clustering algorithm. In the first stage, a k-
Nearest-Neighbor (kNN) graph constructed from data points is divided into a series of
subgraphs by the graph partition algorithm. Each subgraph represents an initial sub-
cluster. In the second stage, Chameleon method employs an agglomerative hierarchical
clustering algorithm to merge sub-clusters again and again until the real cluster is
found. And a dynamic modeling framework is used to determine the similarity between
sub-clusters. Zhao and Karypis employed in document clustering (high dimensional
data), and the method is similar to Chameleon algorithm [6]. Cao proposed an opti-
mized Chameleon algorithm based on local features and grid structure [7]. Dong
described a new improved method by introducing the recursive dichotomy, flood fill,
the quotient of cluster density c, and the first jump cutoff [8]. Barton and Bruna
improved the internal cluster quality measure and put forward an improved graph-
based method (Chameleon 2) [9].

In addition to graphs, hypergraphs are also used for clustering. Because the graphs
can only represent the data points with pairwise relationships. In real-world problems,
data are usually in the high dimensional space, and the relationships between data
points are quite complex, using graphs to squeeze the complex relationships to pairwise
ones will lead to the loss of information. However, in a hypergraph, a hyperedge can
connect more than two vertices, which can be used to represent high order relationships
between data. Zhou generalized spectral clustering, which transfers the original oper-
ations based on graphs to hypergraphs [10]. HMETIS [11] is a hypergraph partitioning
algorithm that can be used to partition large-scale hypergraphs. Its advantages are high
quality of hypergraph partition results and high speed. Wang proposed a dense sub-
graph merge method based on hypergraph partition and verified the effectiveness of the
method on the handwritten digital datasets [12]. Kumar introduced a hypergraph null
model that used to define a modularity function, proposed a refinement over clustering
by iteratively reweighting cut hyperedges [13]. Veldt proposed a framework for local
clustering in hypergraphs based on minimum cuts and maximum flows [14].

Most of the existing Chameleon method and its improved methods are based on the
graph, which have a good performance on low dimensional data but cannot handle high
dimensional data well. This may be because the normal graphs can only represent the
pairwise relationships in the data and inevitably lead to the loss of information.
However, hypergraphs can be used to represent high order relationships between data.
Thus, in this paper, we improve the traditional hierarchical clustering method Cha-
meleon by introducing the hypergraph and propose a multi-stage hierarchical clustering
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method based on hypergraph (MHCH), which discovers the clusters in the dataset
through three stages: constructing the hypergraph, partitioning the hypergraph and
merging subgraphs. Experiments on four UCI datasets show the effectiveness of the
proposed method.

The rest of this paper is organized as follows. In Sect. 2, the multilevel graph
partitioning methods and Chameleon algorithm are introduced. In Sect. 3, our method
is proposed. Section 4 provides experimental results and Sect. 5 gives the conclusion.

2 Related Work

2.1 Graph Partition Method: METIS and HMETIS

METIS [15] is a software package for partitioning graphs developed in Karypis Lab.
The algorithms in METIS are based on the multilevel graph partitioning. It consists of
three phases: graph coarsening phase, initial partition phase, and the multilevel
refinement (or uncoarsening) phase. In the coarsening phase, a series of small con-
secutive graphs are obtained by collapsing vertices and edges. In the initial partitioning
phase, a bisection (k-way partitioning) scheme of the smallest graph is derived. In the
uncoarsening phase, the partitioning scheme of the smallest graph is projected to the
larger graphs successively, until the original graph is projected. The multilevel graph
partitioning algorithm is illustrated in Fig. 1.

Then, Karypis Lab proposed a multilevel hypergraph partitioning algorithm
hMETIS [11] based on METIS. And hMETIS can be directly applied to hypergraphs.
In hMETIS, a lot of consecutive hypergraphs are constructed. A partitioning scheme of

Fig. 1. The three phases of multilevel k-way graph partitioning.
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the smallest hypergraph is derived and it is used to obtain the partitioning scheme of the
original hypergraph by projecting and refining the partitioning scheme to the larger
hypergraph. The algorithm can provide high-quality partition and fast operation in
hypergraph partition. In view of the information characteristics of the massive data era
and the characteristics of the data studied in this paper, we use this algorithm to study
hypergraphs.

2.2 A Hierarchical Clustering: Chameleon

Chameleon [4] is a multi-stage hierarchical clustering algorithm. Chameleon first
constructs a kNN graph from the dataset and then uses graph partitioning method to
partition the kNN graph into a series of subgraphs, each subgraph can be regarded as a
sub-cluster, and finally merges the subgraph. When merging sub-clusters, the similarity
between a pair of sub-clusters is determined by observing the Relative Interconnectivity
(RI) and Relative Closeness (RC) between a pair of sub-clusters. It selects cluster pairs
with high RC and RI values to merge.

The RI (Ci, Cj) of two clusters Ci and Cj is the normalized absolute interconnec-
tivity between Ci and Cj of its internal interconnectivity:

RI Ci;Cj
� � ¼ EC Ci;Cj

� ��� ��
1
2 EC Cið Þj j þ EC Cj

� ��� ��� � ð1Þ

where |EC (Ci, Cj)| is the sum of the weights of the edges that are cut off when cluster
C is divided into Ci and Cj, it is used to evaluate the absolute interconnectivity between
Ci and Cj Similarly, |EC (Ci)| (or |EC (Cj)|) is the minimum weight sum of the cut edges
that divide Ci (or Cj) into two roughly equal parts.

The RC (Ci, Cj) of two clusters Ci and Cj is the normalized absolute closeness
between Ci and Cj of its internal closeness:

RC Ci;Cj
� � ¼

�SEC Ci;Cj
� ��� ��

Cij j
Cij j þ Cjj j �SEC Cið Þj j þ Cjj j

Cij j þ Cjj j �SEC Cj
� ��� ��

ð2Þ

where �SEC Ci;Cj
� ��� �� is the average weight of the edges that connect the Ci and Cj,

Similarly, �SEC Cið Þj j (or �SEC Cj
� ��� ��) is the average weight of the cut edge that divides

Ci (or Cj) into two roughly equal parts.
The formula of similarity function is:

S Ci;Cj
� � ¼ RI Ci;Cj

� �� RC Ci;Cj
� �a ð3Þ

where a is an user-specified parameter, if a[ 1, RC is more important, and when
a < 1,RI is more important.
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3 Method

In this section, a multi-stage hierarchical clustering method based on hypergraph
(MHCH) is proposed, which is an improved one based on Chameleon algorithm. The
main idea of the proposed MHCH method is to construct a hypergraph from the shared-
nearest-neighbor (SNN) graph of the dataset firstly, and then use a hypergraph parti-
tioning method hMETIS [11] to partition the hypergraph into a series of relatively
small subgraphs, finally the method of similarity in Chameleon algorithm is used to
merge the subgraphs to get the final clusters. Figure 2 shows the flowchart of our
algorithm. Compared with the traditional Chameleon algorithm, the hypergraph model
of the dataset is employed in this paper, and hMETIS is used to partition hypergraph to
get subgraphs. In Chameleon algorithm, a kNN graph is constructed from data, but it
only uses local information between data points and inevitably leads to the loss of
information. However, in the proposed method, substituting the hypergraphs for the
graphs will avoid the disadvantages caused by using graphs in Chameleon algorithm.

3.1 Construct the Hypergraph

Data preprocessing is an indispensable part of the algorithm. The main purpose of this
process is to better represent the data and improve the accuracy of the algorithm
clustering. T-Distributed Stochastic Neighbor Embedding (t-SNE) [16] is used to pre-
process the data, which is a method to reduce the high dimensional space to low-
dimensional space. T-SNE models the distribution of the nearest neighbors of each data
point in the original high dimensional space and transforms the distance between the
data points in the high dimensional space into a conditional probability to express the
similarity. It can catch the local structural features of a lot of high dimensional data, and
also can reveal the global structure of clusters of different sizes.

Fig. 2. Flowchart of the proposed MHCH algorithm.
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A hypergraph G can be composed of a triple, G = (V, E, w), V is a set of vertices,
E is a set of hyperedges, and each hyperedge can be understood as an extension of an
ordinary graph, which can connect more than two vertices, and w is the weight of the
hyperedge. In this paper, a method of finding the maximum clique [17] is used to
construct a hypergraph. This method first constructs a shared-nearest-neighbor
(SNN) graph from the dataset and then finds the maximum clique in the SNN graph
as a hyperedge [18].

First, finding the kNN of the data. And then the similarity between two data points
is redefined according to how many kNNs are shared between the two data points. For
dataset D, the number of SNN between any two data points, d1 and d2, is defined as:

SNN d1; d2ð Þ ¼ kNN d1ð Þ \ kNN d2ð Þj j ð4Þ

When the number of SNN of d1 and d2 is greater than the threshold Sc, in the SNN
graph, the vertex d1 and the vertex d2 are connected by an edge.

Then the hypergraph is constructed by searching for the maximum clique from the
SNN graph. The maximum clique is the maximal connected subgraph of a graph. In
[18], the method found maximum cliques by association mining. If the dataset is larger,
the running time of the method will be very slow. Therefore, in our method, an
improved Bron-Kerbosch [17] method is used to search for the maximum cliques,
which runs O(d(n − d)3d/3) times to find the maximum cliques, where n is the number
of data points and d is the maximal degree of the data points in the graph.

Then, the all maximum cliques are regarded as the hyperedges of the hypergraph.
The weight of a hyperedge E is defined as:

W Eð Þ ¼ Ej j Ej j � 1ð Þ
2

ð5Þ

Where |E| is the number of data points in a hyperedge E.

3.2 Partition the Hypergraph

In the clustering algorithms based on the hypergraph model, the relationship between
data points are mapped to a hypergraph. And in the hypergraphs, the clustering
problem is considered as a hypergraph partition problem.

In the proposed method, hMETIS [11] is used to partition hypergraph into a series
of subgraphs, each subgraph can be regarded as a sub-cluster. It consists of three
phases: coarsening phase, initial partitioning phase, and uncoarsening and refinement
phase.

Coarsening Phase. During the coarsening phase, a series of smaller successive
hypergraphs is generated from the original hypergraph. Each hypergraph is constructed
from the previous hypergraph by merging the vertices in the hyperedges.

Initial Partitioning Phase. In the initial partitioning phase, a bisection (or a k-way
partitioning) scheme of the smallest hypergraph is obtained, so that it gets a little cut,
and satisfies a balance constraint.
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Uncoarsening and Refinement Phase. In the uncoarsening and refinement phase, the
partition scheme of the smallest hypergraph is projected to the larger hypergraphs
successively. A partitioning refinement algorithm [19] is utilized to reduce the cut set,
and the partitioning quality is improved.

3.3 Merge Subgraphs

After obtaining subgraphs, the method of similarity in Chameleon algorithm is used to
merge the subgraphs. The pseudocode for this phase is shown in Algorithm 1.

4 Experimental Results

4.1 Datasets

Four UCI datasets [20] are employed in the experiment. The MNIST dataset contains
60000 grayscale images of handwritten digits, each of which has 28 � 28 = 784
pixels. The Semeion dataset contains 1593 handwritten digits from around 80 persons,
which stretches in a rectangular box 16 � 16 in a grayscale of 256 values. The USPS
dataset contains 11000 grayscale images, each image contains 16 � 16 = 256 pixels.
The Statlog (Landsat Satellite) dataset includes 6435 multispectral instances of satellite
images, each with 36 attributes. All these data are high dimensional datasets.
1000 images are randomly selected from MNIST, USPS, and Statlog datasets as the
samples in this experiment.

4.2 Parameters Selection

The Selection of the Number of Subgraphs NS. The number of subgraphs obtained
by the graph partition method, NS, has a direct impact on the clustering results.
Therefore, to evaluate the effect of different Ns on clustering results, some NS are used
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in the experiments, such as NS = 2c, 3c, 4c, …, where c is the number of real clusters.
Then the proposed MHCH method is compared with the original Chameleon method
on the four datasets. The results of this experiment are given in Fig. 3.

(a) MNIST dataset (c = 10)

(b) Semeion dataset (c = 10)

(c) Statlog dataset (c = 6)

(d) USPS dataset (c = 10)
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Fig. 3. Clustering results of the MHCH method and Chameleon method on the four datasets.
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As shown in Fig. 3, the MHCH method performs well on both MNIST dataset and
USPS dataset. In the experiments on these two datasets, for each NS, the clustering
result of the MHCH method is preferable to that of the Chameleon algorithm. More-
over, the MHCH method also has good clustering results on the other two datasets. For
the vast majority of NS, the clustering result of the MHCH method on the Semeion
dataset and Statlog dataset is better than that of the Chameleon algorithm, and for the
remaining NS, the clustering results of MHCH method and Chameleon algorithm on the
two datasets are almost similar.

It can be seen in Fig. 3, the clustering results of the MHCH method are mostly
better than that of Chameleon algorithm for the vast majority of NS. It is also found that
when Ns = 10c both methods can produce good results. So, in our experiments, the
parameter Ns is set to 10 times of the number of clusters in both the MHCH method
and the Chameleon method.

Selection of Other Parameters. In [12], it can be seen that t-SNE can get better
clustering results regardless of the dimension from dimension reduction, and the
clustering results of high dimensions are better than that of dimension 2. When the
dimension is close to 2, the result will be worse. Therefore, the dimensions of the
MNIST dataset, Semeion dataset, USPS dataset, and Statlog dataset are reduced to 70,
50, 20, and 50, respectively. And the maximum iteration of t-SNE is set to 1000. In the
phase of constructing a hypergraph, the parameter k = 15. The clustering results of
other k values, such as 10, 20, 25, etc., are similar to those of k = 15. If Sc is small, the
SNN graph will be sparse, and when Sc is big, the graph will be dense, so
Sc = k=2 = 7.

4.3 Methods for Comparison and Cluster Validation Measure

To evaluate the performance of the proposed MHCH method, it is compared with the
following methods in the experiments:

(a) The original Chameleon method [4].
(b) Chameleon-Like method [6]: The method first constructs a graph with the kNN,

then the graph is split into k clusters using a min-cut graph partitioning algorithm,
finally a hierarchical clustering is produced using a single-link algorithm for
partitioned subclusters from the previous phase. The method is referred as
Chameleon-Like method.

(c) Chameleon 2 method [9]: An improved Chameleon method, which first con-
structs a kNN graph, then employs a partitioning method based on the recursive
Fiduccia–Mattheyses [19] bisection to partition the graph and uses a flood fill
algorithm [8] to adjust partitioning, finally merges the subgraphs using a similarity
measure method.

(d) HMETIS method [11]: A software package for partitioning hypergraphs, which
uses new methods to successively reduce the size of the hypergraph, and further
refines partition in the uncoarsening phase.

(e) MDSG method [12]: A partitioning clustering method of high dimensional data
based on hypergraph, which proposed an improved method to partition the
hypergraph into the specified number of clusters.
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The clustering results are evaluated using the Fowlkes–Mallows index [21] (FM-
index), which ranges from 0 to 1. The larger the FM index, the better the clustering
result.

4.4 Comparing the Proposed MHCH Method with Other Methods

Five clustering methods are used to compare with the proposed MHCH method on the
four UCI datasets, which are the original Chameleon, Chameleon-Like, Chameleon 2,
hMETIS, and MDSG. The results are given in Table 1.

It can be seen from Table 1 that the FM-indices of the MHCH method is greater
than that of other methods on all datasets except Statlog dataset. For Statlog dataset, the
FM-index of the MHCH method is the second best one.

From the FM-indices of Chameleon and its improved methods, it can be seen that
the MHCH method is superior to other Chameleon methods, it may because the MHCH
method is based on hypergraph, which can be used to represent high order relationships
between data. The result of Chameleon 2 is the second-best, maybe that is due to this
method uses a flood fill algorithm [8] to adjust partitions after partitioning graphs. And
the result of Chameleon-Like method is the worst, this may be because the method uses
a single-link algorithm to replace the complex merging phase in Chameleon algorithm.

From the FM-indices of hypergraph methods, it can be seen that the clustering
result of the MHCH method is almost the best. For MNIST datasets, the FM-index of
the MHCH and MDSG method is approximately similar. For Statlog dataset, the FM-
index of MDSG method is preferable to that of the MHCH method and hMETIS. For
all datasets, hMETIS method performs poorly compared to the other two clustering
methods.

5 Conclusion

In this paper, a MHCH method is proposed by introducing hypergraphs in Chameleon
algorithm, and it discovers the clusters in the dataset through three steps: constructing
hypergraph, partitioning hypergraph, and merging subgraph. Experimental results
show that the proposed MHCH method is superior to Chameleon algorithm and other

Table 1. The FM-index of different clustering algorithms on four UCI datasets.

MNIST Semeion Statlog USPS

Chameleon 0.4662 0.5953 0.5933 0.5435
Chameleon-Like 0.4573 0.5248 0.6312 0.4256
Chameleon 2 0.6267 0.6591 0.6309 0.5672
HMETIS 0.5282 0.4228 0.4531 0.4423
MDSG 0.6703 0.6884 0.7260 0.5300
MHCH 0.6829 0.7835 0.6875 0.7085
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clustering methods. From our experiments, it can be seen that the introduction of
hypergraphs is helpful for the hierarchical clustering on the high dimensional datasets.
In future work, we will study the improvement of the hypergraph partition algorithm
and apply it to the proposed method.
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Abstract. The discovery of cancer subtypes has become one of the research
hotspots in bioinformatics. Clustering can be used to divide the same cancer into
different subtypes, which can provide a basis and guidance for precision med-
icine and personalized medicine, so as to improve the treatment effect. It was
found that multi-omics clustering had better effect than single cluster of omics
data. However, omics data is usually of high dimensionality and noisy, and there
are some challenges in multi-omics clustering. In this paper, we first use a
stacked autoencoder neural network to reduce the dimensionality of multi-omics
data and obtain the feature representation of low dimension. Then the similarity
matrix is constructed by scaled exponential similarity kernel. Finally, we use
spectral clustering method to calculate the clustering results. The experimental
results on three datasets show that our method is more effective than the tra-
ditional dimensionality reduction method.

Keywords: Cancer subtypes � Clustering � Stacked autoencoder � High
dimensionality

1 Introduction

The development of deep sequencing and high-throughput technology enables people
to get a lot of omics data, for instance, DNA expression, RNA expression, DNA
methylation and so on [1, 2]. With lower costs and advances in science and technology,
larger and more diverse sets of genomic data are available. The use of these omics data
to identify cancer subtypes has become one of the hotspots in bioinformatics.

Human cancer is a heterogeneous disease driven by random somatic mutations and
multiple mutations [2]. The discovery of cancer subtypes is an important direction in
oncology. The same cancer is divided into different molecular subtypes, and patients
with the same molecular subtypes have the same therapeutic response to a large extent.
The discovery of cancer subtypes can provide a basis and guidance for accurate
medicine and personalized treatment, thus improving the curative effect of cancer.

Clustering algorithms are often used for cancer clustering in single or multiple
omics data. However, there may be a lot of noise in a single omics data that is not
suitable for directly discovering new subtypes. For multi-omics data (miRNA
expression, mRNA expression, DNA methylation), these data are both correlated and
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mutually focused [3]. The similarity and complementarity of omics data can be used to
cluster cancer patients.

In recent years, many integrated frameworks for cancer clustering using multi-
omics data have been published [4]. These methods can be divided into several cate-
gories. The first categorie is early integration: in the early integration method, the main
omics feature matrices are simply connected in series to form a matrix with multiple
omics features, and then the resulting single matrix is clustered. LRACluster used four
different omics data to analyze 11 types of cancer and further identify subtypes of those
types [5]. The second categorie is intermediate integration, which mainly includes the
integration of sample similarity, statistical modeling, and joint dimensionality reduc-
tion. iCluster is a multi-omics data integration probabilistic model derived from the
gaussian latent variable model, which mainly applies integration and dimensionality
reduction [6]. By applying k-means algorithm to joint latent variables, disease subtypes
can be calculated [10, 11]. In iCluster, PCA is often used to decrease the dimensionality
of high-dimensional statistical data. However, PCA method also has some shortcom-
ings, for example, PCA is a linear subspace model, but in practical application, many
data do not conform to the linear subspace model. Similarity network fusion (SNF) [7]
is a method based on sample similarity network which is the fusion of multiple net-
works in an iterative method. The main innovation of stratification via subspace
merging (VSM) [8] is the application of Grassmann manifold to merge the low-
dimensional subspace of each omics data. The third categorie is late integration. This
method mainly clusters each group of data. And then the unique clustering results are
obtained by integrating the obtained clustering results.

In this paper, we propose a new method for cancer clustering using multi-omics
data. This method is mainly composed of three steps. Firstly, we input the raw data into
the stacked autoencoder to obtain the low dimensional features representation of the
raw data [9]. Then, the low dimensional features of different omics were splicing
together to form the patient-patient similarity network using scaled exponential simi-
larity kernel function [4]. Finally, spectral clustering method is used to cluster the
obtained similar networks. Compared with the previous methods of dimensionality
reduction, our method uses stacked autoencoder to obtain a more meaningful potential
representation of lower dimensionality. Compared with combining multi-omics of
genome directly, our method is easier to mitigate the bias of measurement differences
from multi-omics of genome during integration.

2 Methods

2.1 Methods Overview

The proposed model uses three groups of different omics data, including DNA
methylation, mRNA expression and miRNA expression. We reduced the dimension of
the data and then integrated the low-dimensional subspace data to verify the cancer
subtypes. As shown in Fig. 1, firstly, the raw data(miRNA expression, mRNA
expression, DNA methylation) were separately inputted into the stacked autoencoder to
obtain their lower dimensional subspace representation matrixs (H1, H2, H3). Then, the
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low-dimensional features are integrated into a joint latent matrix H,and we can get the
network similarity matrix U using scaled exponential similarity kernel. Finally, we used
spectral clustering to identify candidate cancer subtypes.

2.2 Stacked Autoencoder

Stacked autoencoder is composed of several sparse autoencoder. As shown in Fig. 2(a),
autoencoder is mainly separated into three layer which consists of input layer, hidden
layer and output layer. For stacked autoencoder, the output of each hidden layer of the
sparse autoencoder is the input of the next autoencoder [15]. Figure 2(b) shows stacked
autoencoder with three hidden layers. The loss function for sparse autoencoder can be
defined as:

JSAEðW ; bÞ ¼ 1
N

XN
r¼1

1
2
jjx0r � xrjj2 þ b

Xs2
j¼1

KLðhjjĥjÞþ k
Xml

l¼1

Xsl
i¼1

Xsl�1

j¼1

ðW ðlÞ
ij Þ2 ð1Þ

The first term is the average sum-of-squares error of the discrepancy in dataset. The
second term is the sparse constraint. The third term is L2 regularization term to prevent
our network from overfitting. Here N means the amount of samples, x0 means the output
sample features after reconstruction, x represents the original sample features, W,
b represents the parameters to be learned, which mean the weight matrix and bias
parameter. b controls the weight of the sparsity penalty factor. s2 is the number of
hidden layer nodes. KL is Kullback-Leibler Divergence. h is Sparsity parameter. ml is

the number of sparse autoencoder layers, sl is the number of nodes in lth layer, and wðlÞ
ij

Fig. 1. Workflow for integrating multi-omics data based stacked autuencoder.
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is the weight from the ith nodes in layer l to the jth nodes in layer l − 1. The activation
function we use in this paper is sigmoid logistic function.

2.3 Data Integration

In order to be able to integrate multiple data types to obtain clinically significant cancer
subtypes. The low-dimensional features of different omics were splicing together to
obtain a feature matrix. In order to generate similarity clustering with strong similarity,
we use a scaled exponential similarity kernel to calculate the similarity network:

Uði; jÞ ¼ expð� d2ðxi;xjÞ
ltij

Þ ð2Þ

Uði; jÞ represents the similarity in patients. Where dðxi; xjÞ means the Euclidean
distance between xi and xj. l is a superparameter between [0.3, 0.8]. It is generally
believed that our local similarity is more representative than the remote similarity. tij is
used to eliminate scaling problems that cause local affinity. tij is defined as:

ti;j ¼ avgðdðxi;NiÞÞþ avgðdðxj;NjÞÞþ dði; jÞ
3

ð3Þ

Where avgðdðxi;NiÞÞ is the average from xi to its neighbor Ni.
Finally, we do spectral clustering of the obtained similarity matrix Uði; jÞ to obtain

the clustering results.

3 Results

3.1 Comparison with Results of VSM and SNF

To verify the validity of this method, we applied our method on three cancer data sets
from wang et al. and compared our method with SNF and VSM [7, 8]. We used three

Fig. 2. The frame of autoencoder. (a) The frame of basic autoencoder. (b) The frame of stacked
autoencoder.
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omics datasets (mRNA expression, DNA methylation and miRNA expression) for each
cancer type. Types of cancer included glioblastoma multiforme (GBM) with 215
patients, lung squamous cell carcinoma (LSCC) with 106 patients and breast invasive
carcinoma (BIC) with 105 patients. The details of data are showed in the Table 1. The
Components represent the dimensions of each data type. In our method, the omics data
for each cancer were fed separately into our stacked autoencoder. It is significant to pay
attention to that since the dimension of each data type is different, we need to adjust the
number of nodes in the hidden layer. For example, for the 12,042 mRNAs in GBM, we
set the number of nodes as 1,000, 100, 50 in the hidden layer.

Cox log-rank p value of survival analysis is used as the evaluation criterion [12,
13]. When p < 0.05 is showed statistically significant difference between different
groups of survival. The smaller the p value, the more significant the difference between
the different groups. And the clustering results are better.

In our method, the loss function parameter is set to b ¼ 0:05 and k ¼ 0:1. First, we
input the original data into the stacked autoencoder to obtain the low dimensional
features subspace of the raw data. Then, the low-dimensional features of different
omics were splicing together to solve the patient-patient similarity network using scaled
exponential similarity kernel. Finally, spectral clustering was used to cluster cancer
patients. The experimental results are listed in Table 2. To ensure the comparability of
results, we select the same number of clusters for each cancer type as SNF and VSM.
As shown in the table, although our results performed slightly worse in BIC than VSM,
they were superior in GBM and LSCC. Overall, our method provides a better survival
significance than the other two methods.

3.2 A Case Study: Subtype Analysis in Breast Cancer (BRCA)

We further analyzed BRCA, and we obtained DNA methylation (22,533), mRNA
expression (gene 20,100) and miRNA expression (gene 718) of 172 patients with
primary breast Cancer from TCGA (Cancer Genome Atlas Research Network et al.
2012). For DNA methylation and mRNA expression we set number of hidden nodes to

Table 1. The number of nodes in the hidden layer in different omic data.

Dataset Data type #Components #Layers(3)

GBM mRNA 12,042 1,000-100-50
Methylation 1,491 500-200-50
miRNA 534 256-128-50

LSCC mRNA 12,042 1,000-100-50
Methylation 23,074 2,000-200-50
miRNA 354 256-128-50

BIC mRNA 16,818 1,000-100-50
Methylation 23,094 2,000-200-50
miRNA 354 256-128-50
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be 2,000, 200, and 50 from the bottom to the top in stacked autoencoder. For miRNA
expression, we set 256, 128 and 50.

We applied the proposed method to this dataset and divided the patient population
into seven comprehensive subtypes. The choice of quantity depends on the survival p
value. Figure 3 shows the overall survival curve obtained by integration clustering. The
estimated p value < 0.001 (log-rank test). At the same time, we performed cluster
analysis on the single omics data. The results of DNA methylation (p = 0.2279),
mRNA expression (p = 0.8434), and miRNA expression (p = 0.0911) show that the
clustering results had no significant prognosis. Which shows that the clusters can be
more clearly separated by synthetic clustering. As shown in Fig. 3, subtype 4 and
subtype 1 were negative in estrogen receptors. However, there were significant dif-
ferences in survival. It is consistent with the clinical diagnosis that estrogen receptor
negative includes at least two biologically distinct tumor subtypes. The two subtypes

Table 2. Comparison of Cox survival P-values with those from SNF and VSM.

Dataset SNF VSM Our method

GBM (k = 3) 2.0 � 10−4 4.3 � 10−3 5.6 � 10−5

LSCC (k = 4) 2.0 � 10−2 1.6 � 10−2 1.6 � 10−3

BIC (k = 5) 1.1 � 10−3 2.0 � 10−4 1.4 � 10−3

Fig. 3. Survival analysis of breast tumors and clinical features (PR, ER, HER-2) distribution of
TCGA subtype of breast cancer.
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may need to be treated as separate diseases. The ER, PR and HER-2 states of subtype 6
and subtype 7 are similar, but the prognosis is different [14]. These differences may
represent useful outcomes and, more importantly, therapeutic opportunities.

4 Discussion

With the development of deep sequencing and high-throughput technology, a huge
range of omics data can be measured to cluster cancer subtypes. The effect of multi-
omics clustering is better than that of a single-omics data to find the subtypes in the
cluster. We propose a stacked autoencoder for dimensionality reduction of omics data
in this paper. The resulting low-dimensional subspace is integrated into a patient-to-
patient similarity matrix. Finally, we use spectral clustering to cluster the similarity
matrix. Compared with the other two methods, the experimental results show that our
method is better than the other two methods. Our approach can separate the clusters
more clearly. The results also confirmed that estrogen receptor negative includes at
least two biologically distinct tumor subtypes. In addition, although our method is able
to identify biologically significant cancer subtypes, the analysis of the biological sig-
nificance needs further study.
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Abstract. Studies have demonstrated that real-world data can be modeled as a
heterogeneous information network (HIN) composed of multiple types of
entities and relationships. Similarity search is a basic operation requiring many
problems in HINs. Similarity measures can be used in various applications,
including friend recommendation, link prediction, and online advertising.
However, most existing similarity measures only consider meta path. Complex
semantic meaning cannot be expressed through meta path. In this paper, we
study the similarity search problem of complex semantics meaning between two
HIN objects. In order to solve the problem, we use meta graphs to express the
semantic meaning between objects. The advantage of meta graphs is that it can
describe the complex semantic meaning between two HIN objects. And we first
define a new meta graph-based relation similarity measure, GraphSim, which is
to measure the similarity between objects in HINs, then we propose a similarity
search framework based on GraphSim. The experiments with real-world datasets
from DBLP demonstrated the effectiveness of our approach.

Keywords: Heterogeneous information network � Similarity search � Meta
graph

1 Introduction

A heterogeneous information network is a type of logical network that typically con-
sists of a large number of multiple types and interconnected entities. Interconnections
in heterogeneous networks often represent different types of relationships, such as
bibliographic networks [7], disease information network, and social media network [2].
In recent years, data mining communities [10, 11, 15, 16] have become increasingly
interested in the study of heterogeneous information networks. Many interesting and
practically important research questions can be performed on heterogeneous informa-
tion networks, where the similarity measure is a basic work. It is very important to
provide effective search functions in heterogeneous information networks. Links play a
vital role, and it is difficult to fully express the latent semantic relationships of links in
the network. In particular, we are interested in providing similarity search functions for
objects that are from the same type and multiple semantics. For example, in a
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bibliographic network, in a given multiple semantic meaning of relation (e.g., two
authors have published papers in the same venue and have also mentioned the same
topic), a user may be interested in the (top-k) most similar authors for a given author, or
the most similar venues for a given venue, and so on.

In order to calculate the similarity between two objects in a heterogeneous infor-
mation network, neighborhood-based measures such as Jaccards coefficient and com-
mon neighborhoods are proposed [8]. Other theoretical measures based on randomwalks
between objects include Personalized PageRank [1], SimRank [5], and SCAN [18].
These measures do not take into account object and edge type information in the HIN. In
order to process this information, the concept of the meta-path [12] was proposed.
Ameta-path is a series of object types that define a composite relationship between a start
type and an end type. Considering that the bibliographic network extracted from DBLP
which includes author (A), paper (P), term (T) and conference (C) and other types of
objects and the different semantics behind the meta-path, we can list two different the
meta-path: (a) CPAPC, because the different papers published by the same author at two
different conferences indicated two conferences are related, and (b) CPTPC, indicating
that the papers published at the two conferences contain the same subject (T). Based on
the meta-path, several similarity measures have been proposed, such as PathSim,
RelSim, and JoinSim [12, 14, 17]. These similarity measures have proven to be better
than similarity measures that do not consider object and edge type information. How-
ever, a meta path fails to capture complex semantic relation, We know that connecting
two objects has different meta paths, which contain different semantics, which can lead to
different similarities. Meta-paths can not express more than two kinds of complex
semantics. For the above two meta-paths, we can use meta-graphs to express two
complex semantics. Meta-graph CP {A, T} PC, describes that if two meetings are
similar, the paper at the conference is written by the same author and the paper has the
same terminology, in order to capture complex semantic relationships, we introduce a
based meta graph similarity framework for objects of the same type in a heterogeneous
network. Our experiments also show that meta graph are more effective than meta paths.

Under the proposed meta graph based similarity framework, based on the specific
instances in the given meta graph, a new method is proposed to define the similarity
measure between two objects. We propose a new similarity measure, GraphSim, which
captures the more subtle semantics of similarity between peer entities in heterogeneous
information networks. Given a meta graph, GraphSim computes the similarity between
objects using the adjacency matrix of a given meta graph.

Compared to PathSim [12] and JoinSim [17], the similarity calculated by GraphSim
is more accurate because it captures complex semantic relationships. However, it still
involves complex matrix multiplication of Top-k search function and more complex
matrix multiplication for the reason that the meta graph in GraphSim contains a
directed acyclic graph. Besides, in order to support processing the fast online query of
large-scale networks, we propose a method that initially implements the directed
acyclic graph matrix multiplication in the meta graph, and next implements the adja-
cency matrix multiplication according to the given meta graph, and then connects them
online to obtain longer meta graph similarity. We proposed a baseline method
GraphSim which calculates the similarity between the query object x and all candidate
objects y of the same type.
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The contributions of this paper are summarized below.

1. It studies the similarity search in heterogeneous information networks, which is an
increasingly important issue because of the proliferation of linked data and its broad
application.

2. It proposes a new framework based on the similarity of meta graphs and a new
definition of similarity measures, GraphSim, which captures more potential simi-
larity semantics between peers in the network.

3. Our experiments demonstrate GraphSim achived higher validity in terms of simi-
larity measurements than PathSim and JoinSim.

This paper mainly focuses on the similarity search based on meta-graph in
heterogeneous information networks. There are a total of five chapters in the paper,
which are arranged as follows:

The first chapter introduces the basic theoretical knowledge and related concepts of
heterogeneous information network, and then expounds the similarity algorithm and its
literature review, which is analyzed by the methods of feature-based and link-based
measurement. Finally, the similarity algorithms based on meta-path are analyzed, and
the characteristics of these methods are briefly analyzed.

In the second chapter, the definitions of heterogeneous information network, network
pattern, meta-path, meta-graph and relational matrix are given, and a similarity search
algorithm GraphSim based on meta-graph is proposed. The basic concepts related to
GraphSim and the relationmatrix ofmeta-graph are given. This algorithmmainly aims at the
problem that the existing similarity search algorithms do not consider complex semantics.

The third chapter describes the first k similarity search algorithm GraphSim for
online query objects.

The fourth chapter describes the experimental scheme, the experimental results and
analysis, and the analysis of the time complexity of the algorithm.

The fifth chapter is the summary and prospect. The main work of this paper is
summarized, and the future research and future plans are prospected.

Fig. 1. (a) is a document network schema. (b) p1: the relevant meaning is the relationship between
the two authors who published the paper at the same meeting. p2: The relevant meaning is that two
authors use the same term to write a paper. G: The relevant meaning is that the two authors published
papers at the same conference, and the papers were written in the same terminology.
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2 Problem Definition

2.1 Heterogeneous Information Network

The heterogeneous information network can be abstracted into a directed graph
G = (V, E), which contains the entity type mapping function u : V ! A and the link
type mapping function / : E ! L, where each entity v 2 V belongs to a specific entity
type (v) A, each link e E belongs to a specific relationship type / (e) 2 L, and both
entities and links have the characteristics of attributes. If the number of entity types |
A| > 1 or the number of relationship types |L| > 1, the information network is a
heterogeneous information network [12].

Definition 1 HIN Schema [12]. The network mode is a template of the heterogeneous
information network G = (V, E), denoted as TG = (A, L), where the directed graph
vertex represents the entity A, and the edge type represents the relationship L. Figure 1
(a) shows an example of a bibliography network schema. It expresses all possible link
types between objects.

Meta path [12] is defined on the mode TG = (A, L). It can be represented by the
object type as P = (A1, A2, ��� , An) and the path instance of P is p = (a1, a2, ��� , an),
where we use lower-case letters to represent the object type. For example, Fig. 1(b) p1:
the physical meaning of the meta-path APCPA is the relationship between two authors
who wrote papers published at the same conference. Figure 1(b) p2: the relevance
meaning of APTPA is that two authors use the same term to write papers.

The meta graph designed to capture complex relationship between two HIN
objects, is defined as follows.

Definition 2 Meta Graph [3]. A meta graph MGP is a directed acyclic graph, with a
single source object vs and a single target object vt, defined on a schema TG = (A, L). It
can be denoted as MGP = (V, E, vs, vt), where V is a set of objects and E is a set of
edges. For example, the physical meaning of Fig. 1(b) meta graph G is that two authors
published papers at the same meeting and the papers were written in the same terms.
Fig. 2 illustrates instances of meta graph G in Fig. 1(b), where vs = vt = a.

Definition 3 Layer of Meta Graph. [3]. Given a meta graph MGP = (V, E ,vs, vt), we
can partition its nodes with respect to their topological order in MGP. We denote that
the layers of MGP are MGP[1], MGP[2], ���, MGP [total-layer] where total-layer is the
number of layers of MGP. However, the i-th layer of the meta graph may contains two
node types. For example, the third layer in the meta graph G in Fig. 1(b) contains two
node types C and T, and the i-th layer of the meta graph does not contain two when it is
a node, it is an meta path.

For example, the instance of meta graph MGP in Fig. 2 has total-layer = 5 layers.
That is, MGP[i] for are {a}, {p},{v, t},{p} and {a}, respectively.
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We use the meta graph MGP = MGP[1] MGP[2] ��� {MGP[i], MGP[i′]} ��� MGP[l]
to find similar pairs of objects in MGP[i] based on the similarity of their meta graph in
MGP[l].

2.2 GraphSim: Graph-Based Similarity Measure

Similarity measures PathSim and JoinSim have been proposed in [12, 17] to capture
semantics, but they are unable to capture complex semantics in the network. For
example, PathSim can only compute the similarity of a given path, indicating that it can
only capture one semantic. JoinSim can integrate various semantics behind the path
into the similarity measure, but it can only capture one semantic. Therefore, we need to
define a new measure of similarity. To integrate the complex semantics of the meta
graph into our similarity measure, we further use the matrix form to describe the
composite relationship between the start type and the end type of the meta graph, as
shown below.

Definition 4 Relation Matrix. Given an information network G = (V, E), and its net-
work schema TG, a relation matrix M for a meta graph MGP is defined as M =
UMGP1MGP2UMGP2MGP3���(UMGPi−1MGPiUMGPiMGPi+1)⊙ (UMGPi′−1MGPi′UMGPi′MGPi′+1)���
UMGPl−1MGPl, where UMGPiMGPj is the adjacency matrix between type MGPi and type
MGPj. M (i, j) represents the number of graph instances between node xi 2 MGP1 and
node yj 2 MGPl under meta graph MGP, where M (i, j) 2 N.

For a meta graph, it can be a bit complicated because it can contain multiple nodes
in the meta layer. For example, for G in Fig. 1(b), there are two ways to implement a
meta graph, namely (A, P, C, P, A) and (A, P, T, P, A), the third layer contains two
nodes in the meta graph. Note that P represents the entity type paper in the HIN. The
path here (A, P, C, P, A), (P, C, P) means that if both papers are published in the same
C (Conference), then they have some similarities. Similarly, in (A, P, T, P, A), (P, T, P)
means that if two papers contain the same T (term), they also have some similarities.
When there are multiple ways to flow from the source node to the target node, we
should define the logic. When there are two paths, we can allow the process to pass
either path, or we can constrain the process to satisfy both. By analyzing the former
strategy, we found that it is similar to simply splitting the meta graph into multiple
meta-paths. Therefore, we choose the latter, which requires more matrix operations
than simple matrix multiplication, i.e. Hadamard product or element product. Algo-
rithm 1 describes an algorithm for calculating the similarity based on the meta graph G
in Fig. 1(b), where is the Hadamard product. After obtaining Csr, the entire relation
matrix M is more easily obtained by multiplication of matrix sequences. In fact, not

Fig. 2. Intance of meta graph for Fig. 1(b)
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limited to M in Fig. 1(b), the meta graph defined here can pass two operations on the
corresponding matrix (Hadamard product and Matrix Multiplication) to calculate.

Algorithm 1 Computing commuting matrix for M 
1: Compute M1: M1 = UPC ·UCP. 
2: Compute M2: M2 = UPT ·UTP. 
3: Compute Csr: Csr = M1 M2. 
4: Compute M: M = UAP ·Csr·UPA. 

Definition 5 GraphSim: A Meta Graph-Based Similarity Measure. Given a meta
graph MGP, the definition of GraphSim between objects x and y is as follows:

sðx; yÞ ¼ jgx!y : gx!y 2 MGPjffiffiffiffiffiffiffiffiffi
gx!x

p � ffiffiffiffiffiffiffiffiffi
gy!y

p
: gx!x; gy!y 2 MGP

ð1Þ

where gx!y represents the instance of meta graph between x and y. Besides, gx!x

and gy!y represent similar meanings to gx!y.

To understand how this new measure works, Fig. 3 is a toy HIN, We use this toy
HIN for GraphSim calculations, and use the meta graph G in Fig. 1(b) to calculate the
correlation between a1 and a2. GraphSim generates similarity scores: s(a1, a2) = 1/
(√2 � √2) = 0.5

Calculating the GraphSim value between two objects in a meta graph involves
matrix multiplication, and we have defined the relationship matrix in Definition 4.
Given the meta graph MGP = MGP[1] MGP[2] ��� {MGP[i], MGP[i′]} ��� MGP[l],
object xi 2 MGP[1] and yj 2 MGP[l] under meta graph MGP. GraphSim between
computing object xi and object yj is available s(x, y) = M(i, j)/(√M(i, i) � √M(j, j)) to
calculate, where M is the relation matrix of the meta graph MGP.

Fig. 3. A toy HIN to understand how GraphSim calculations works
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Definition 6 Top-k Similarity Search Under GraphSim. Given an heterogeneous
information network G and the network schema TG, given the meta graph MGP =
MGP[1] MGP[2] ���{MGP[i], MGP[i′]}���MGP[l], the top-k similarity search of the
object xi 2 MGP[1] is found to be sorted the k objects of type MGP[l] such that s(xi,
xj) � s(xi, x0j), for any x0j not in the returned list and xj in the returned list, where s(xi,
xj) is defined for Definition 5.

3 Online Single Meta Graph Calculation

This section describes an efficient top-k GraphSim similarity search for online queries.
Which returns the exact top-k result for a given query.

3.1 GraphSim Algorithm Framework

Given the meta graph MGP = MGP[1] MGP[2] ��� {MGP[i], MGP[i′]} ��� MGP[2]
MGP[1], divide it into two meta graphs respectively MGP1 = MGP[1] MGP[2] ���
{MGP[i], MGP[i′]} MGP[i + 1] and MGP2 = MGP[i + 1] ��� MGP[l], the relationship
matrix of the meta graph MGP1 is M1 = UMGP1MGP2UMGP2MGP3 ��� (UMGPi

−1MGPiUMGPiMGPi+1) ⊙ (UMGPi′−1MGPi′UMGPi′MGPi′+1) and meta graph MGP2 is
M2 = UMGPlMGPl−1UMGPl−2MGPl−3 ��� UMGPi+2MGPi+1, the relationship matrix of the
meta graph MGP is M = M1M2. For example, given the meta graph G in Fig. 1, it is
divided into two parts: MGP1 = (AP{C, T}P) and MGP2 = (PA), and the relationship
matrix corresponding to the subgraph MGP1 is M1 = UAP((UPTUTP) ⊙ (UPCUCP)), the
relation matrix corresponding to the subgraph MGP2 is M2 = UPA, the commuting
matrix of the meta graph MGP is M = M1M2.

Let n be the number of objects in MGP[1], and the object types of MGP[1] and MGP
[l] are the same. However, materializing the relationship matrix of all meta graphs is not
realistic because its spatial complexity (o(n2)) makes it impossible to store the similarity
matrix M of each meta graph. In order to avoid the above extreme cases, we only
materialize the relationship matrix M1 of meta graph MGP1 and the relationship matrix
M2 of meta graph MGP2, and calculate the top-k result by connecting MGP1 andMGP2

to MGP online. Therefore sðxi; xjÞ ¼
P jMGP1½n�j

k¼1 M1ði;kÞM2ðj;kÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP jMGP1½n�j
k¼1 M1ði;kÞM2ði;kÞ

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP jMGP1½n�j
k¼1 M1ðj;kÞM2ðj;kÞ

p , node

xi, xj 2 MGP[1].
Algorithm 2 describes the basic framework of the GraphSim algorithm. Given the

meta graph MGP = MGP[1] MGP[2] ��� {MGP[i], MGP[i′]} ��� MGP[1], and steps 2
count the number of path instances of xiMGP[2] ��� {MGP[i], MGP[i′]} ��� xi, steps 5
count the number of path instances of xjMGP[2] ��� {MGP[i], MGP[i′]} ��� xj, steps 6
count the number of path instances of xiMGP[2] ��� {MGP[i], MGP[i′]} ��� xj, xi,
xj 2 MGP[1], and MGP[1] and MGP[l] are of the same objects type. Note: For query
node xi, it must be similar to its own node, so it can be added directly to the search
results (see Algorithm 2, Step 1).
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3.2 Time Complexity Analysis of the Method

Algorithm 1, calculate the relation matrix M of meta graph MGP, the number of
execution is a constant, so the time complexity of this part is O (1). Algorithm 2,
GraphSim algorithm, the time complexity of this method is O (n), Where n is the
number of all nodes in MGP[1]. Generally speaking, the time complexity of GraphSim
method is O (n).

Algorithm 2 GraphSim algorithm 
Input: HIN G ,meta graph MGP, commuting matrix M1,M2, Parameter k, query 

node xi

1: R {xi}; 

2: 

3: N  all type in MGP[1]; 
4: for each xj i  do
5:    

6:    

7:    if | R |< k then
8:       add xj to R 
9:    else if s(xi, xj )  s(xi, x’j ) then
10:     update R with xj ; 
11:  end if
12: end for
13: return R; 
Output: top-k node R 

4 Experiments

This chapter will conduct related experiments in the Digital Bibliography and Library
Project (DBLP) [6] data set. Through experiment, the similarity search algorithm
GraphSim proposed in this paper is compared with the traditional meta path-based
similarity search method. Verify the effectiveness of GraphSim.

4.1 Experimental Setting

Experimental environment: The processor is Intel Core i5-3230 M CPU @ 2.60 GHz,
RAM 4 GB, operating system is Windows 10.

In the experiment, the dataset used was a subset of the selection in the DBLP
network, i.e., DBLP-4_Area [9], including major conferences in four research areas:
databases, data mining, artificial intelligence, and information retrieval. In this data set,
there are 4 research areas, 2000 authors, 4,366 papers, 20 conferences and 5,081 topics.
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We compare our relevance metrics with other representative meta-path metrics (i.e.,
JoinSim [17], and PathSim [12]). These measures use the meta paths and meta graph
shown in Fig. 4.

4.2 Effectiveness

Given the meta graph G and the meta-paths P1 and P2 in Fig. 4, GraphSim is used in
the meta graph in Fig. 4, and PathSim and JoinSim are applied to the meta-paths P1 and
P2 Fig. 4. Then analyze the three algorithms separately.

First, Table 1 gives an example of a laboratory data set that analyzes a given meta
graph and meta-path. It can be seen from the query PKDD that the results of the three
algorithms are conferences with similar scale and reputation to PKDD, but the rankings
are different. PathSim and JoinSim tend to have meetings with the same author set, such
as IJCAI, in meta-path P1. PathSim and JoinSim, on the other hand, tend to have meetings
that contain the same terms, such as CIKM, in meta-path P2. The result of GraphSim is
basically a meeting with two kinds of semantic relations, which can be seen from the
table, it is like a combination of two kinds of semantic correlation under two algorithms.

Next, in our effectiveness experiment, we performed the relevance ranking task as
follows. We first use four levels to mark the relevance of each pair of meetings in the
DBLP: 0 for “non-correlated”, 1 for “some related”, 2 for “comparatively related”, and
3 for “very relevant”. We consider the level and scope of the meeting when tagging.
For example, SIGMOD and VLDB have a correlation score of 3 because they are
highly correlated. We use the meta graph G and the two meta-paths P1, P2 shown in
Fig. 4. We then evaluate the quality of the returned ranking list w.r.t. Using the
different measures of the standardized discount cumulative gain (nDCG) [4], which is a
common measure of ranking quality, the bigger the better.

The nDCGs results are shown in Table 2. We can observe that on the meta-path
based measurement, the first meta path P1 = CPAPC of the PathSim metric produces
better results than the second meta path P2 = CPTPC, but JoinSim is just the opposite.
In general, the nDCG values of JoinSim are higher, which may be better for the quality

Fig. 4. Meta paths and meta graph used in experiments
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of visibility equilibrium. However, measurements based on meta graph perform better
than measurements based on meta-paths. The possible reason is that the similarity
measure GraphSim based on meta-graph is based on two semantic relations. It is well
known that the more the number of the same features in things, the more similar things
will be.

Finally, to further evaluate the quality of similarity search, we use Normalized
Mutual Information (NMI) [13] to calculate clustering accuracy. Applying three
algorithms to the cluster, PathSim and JoinSim cluster the conference in the meta-paths
P1 and P2 of Fig. 4, and GraphSim clusters the conference in the meta graph G of
Fig. 4. Different similarity matrices are obtained by using PathSim, JoinSim and
GraphSim, and k-means is used for clustering. The NMI is then used to evaluate the
clustering results. Table 2 shows the clustering accuracy obtained by each algorithm. It
can be seen that for the clustering result of the meta path, the PathSim algorithm has an
advantage in the meta path P2, and the clustering result of JoinSim in the meta path P1
is better. Then we can see that GraphSim has the best performance over all measures.
Because GraphSim metrics can capture complex semantics, GraphSim can be applied
to clustering.

Table 1. An example of a similar measure in the experimental data set for querying “PKDD”

Rank PathSim JoinSim GraphSim
P1 P2 P1 P2 G

1 PKDD PKDD PKDD PKDD PKDD
2 SDM ICDM KDD KDD ICDM
3 KDD SDM SDM ICDM KDD
4 ICDM CIKM ICML SDM SDM
5 ICML PODS ICDM CIKM ICML
6 ECIR KDD WWW VLDB ECIR
7 WWW WWW ECIR SIGMOD SIGMOD
8 CIKM ICML IJCAI ICDE AAAI
9 IJCAI ECIR ICDE AAAI CIKM
10 ICDE CVPR AAAI IJCAI VLDB

Table 2. Ranking quality nDCG and clustering accuracy NMI

Metric PathSim JoinSim GraphSim
P1 P2 P1 P2 G

nDCG 0.9621 0.9273 0.9638 0.9645 0.9684
NMI 0.6272 0.6560 0.6701 0.6453 0.6771
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5 Conclusion

In this paper, we propose a novel similarity search method based on meta graph. Based
on meta graph, we introduce a relevance framework on heterogeneous information
networks, which can express complex relevance of two objects. Moreover, we propose
a new similarity measure, GraphSim, under this framework, which produces overall
better similarity qualities than the existing measures based on meta path. Experiments
on real datasets demonstrate the effectiveness of our methods.

In the future, we will study the method of automatically learning the meta graph
from HIN. We will also examine the use of meta graphs in different applications, such
as citation recommendations and bioinformatics.
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Abstract. The two most important tasks of network analysis are network
embedding and edge flow estimation. The network embedding task seeks to
represent each node as a continuous vector, and the edge flow estimation seeks
to predict the flow direction and amount along each edge given some known
flows of edges. In the past works, they are always studied separately, while their
inner connection are completely ignored. In this paper, we fill this gap by
building a joint learning framework for both node embedding and flow amount
learning. We firstly use a long short-term memory network (LSTM) model to
estimate the embedding of a node from its neighboring nodes’ embeddings,
meanwhile we use the same LSTM model with a multi-layer perceptron
(MLP) to estimate a value of the node which presents its importance over the
network. The node value is further used to regularize the edge flow learning, so
that for each node the balance of flowing-in and flowing-out reach the node
value. We simultaneously minimize the reconstruction error of neighborhood
LSTM for each node, the approximation error of node value, and the consis-
tency loss between node value and its conjunctive edge flow values. Experi-
ments show the advantage of the proposed algorithm over benchmark datasets.

Keywords: Deep learning � Long short-term memory network � Network
embedding � Edge flow learning

1 Introduction

In network analysis, edge flow estimation is a problem of learning the directed flow
through each edge connecting two nodes on a graph [4, 10]. Given a graph with a set of
nodes and edges, for some edges, we already know the flowing amounts along them, but
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for the remaining edges, the flows are still unknown. It is important to estimate these
missing flows from the known flows of edges, and the graph structure. The edge flow
estimation has a various range of applications in the real-world, including the areas of
transportation control, innovation management, cyber-security, etc. In this paper, we
study the problem of edge flow learning by utilizing the network structure and the
existing edge flows. This is a semi-supervised learning problem, however, different from
the traditional graph-based semi-supervised problem, the object of each data point is an
edge, instead of a node. We propose a novel semi-supervised edge flow learning
algorithm by exploring the graph structure and the unknown edge flows. To present the
graph structure, we use the network embedding technology which represents each node
as a low-dimensional continues vector [9], and further use the embedding vectors to
approximate a node value to regularize the flows of the node’s conjunctive edges.

Despite the wide applications of edge flow learning over networks, there are a limited
number of works in this field. Jia et al. [10] proposed a novel edge flow learning method
by regularizing the flows of the edges according to the balance of each node’s incoming
and outgoing flows. Meanwhile, the flows of labeled edges are constraint to the known
flows. The assumption of this method is that for each node, the incoming flow should be
equal to the outgoing flow for its conjunctive edges. Meanwhile, network embedding
aims to represent the nodes of a graph to embedding vectors for the purpose of node
classification, link prediction, etc. There are lots of works done in the field of network
embedding. For example, Grover and Leskovec [9] proposed a method to learn contin-
uous feature representations for nodes in graphs, named node2vec. It learns the
embedding vectors of nodes so that the likelihood of preserving network neighborhoods
of nodes can be maximized. To learn from the neighborhood of each node, a biased
random walk procedure is developed to efficiently explores diverse neighborhoods.
Recently, deep learning has been applied to the graph embedding problems [5, 6, 15, 16].
Zhu et al. [18] proposed a Deep Variational Network Embedding in Wasserstein Space
(DVNE) by learning a Gaussian distribution in the Wasserstein space to represent the
nodes of graphs. This representation can both reserve the network structure and measure
the uncertainty of nodes. The 2-Wasserstein distance is used to measure the similarity
between the distributions, so that the transitivity in the network can be preserved. Tu et al.
[14] proposed to represent the nodes in a graph by using a popular recursive network
model, namely the layer normalized Long Short-Term Memory (ln-LSTM) [12]. The
nodes are firstly presented as embedding vectors, and then the neighboring nodes of each
node is used as input of a LSTM model, and the output of the model is the embedding
vector of the node itself. Moreover, the authors proposed to use a multi-layer perceptron
(MLP) model [2] to project the ln-LSTM outputs to the degree of the node. The
embedding vectors are jointly learned by minimizing the reconstruction errors the nodes,
and the reconstruction errors of the degrees of the nodes. Zhang et al. [17] developed the
and arbitrary-order proximity preserved network embedding method, which is based on
the singular value decomposition (SVD) framework [8]. The theorem of eigen-
decomposition reweighting has been proven to reveal the intrinsic relationship between
proximities of different orders. The scalable eigen-decomposition solution is proposed to
derive the embedding vectors.

Although there are many existing works of network embedding and also some
work for flow estimation over network, however, the current solutions are of the
following shortages,
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– The existing flow estimation method imposes a strong assumption to balance the
flows into/out of a node [10]. It assumes that the amount flowing into a node is
equal to the amount flowing out from the same node. However, this assumption
does not always hold in all cases.

– The node natural is critical for the flowing in and out amount. This fact has been
ignored by all the existing network imbedding and flow estimation methods.

– There is a gap between the network embedding and the edge flow estimation.
Accord to our last knowledge, up to now, there is not work done to learn network
node embedding vectors for the purpose of edge flow estimation, vice versa.
However, according to our observation, the node embedding is a good reflection of
the nature of the node, which is critical to estimate the flows of the edge connected
to itself. Thus, we believe the edge flow estimation can be improved by the network
embedding technology. Furthermore, the edge flow information is also a good guide
for the node embedding learning.

To solve the above issues, we propose a novel joint learning framework for both
network embedding and edge flow estimation. In this framework, we propose the
concept of node value to present the nature of a node. This node value will be the
measure of the neighboring edge flowing over the node, and also reflects the value
mount attached to this node. The function of the node value is that it cannot only guide
the learning of node embedding vector, so that the values can be estimated from the
embedding vectors, but also guide the learning of the edge flows. We firstly use a
LSTM model to approximate the embedding vector of a node from its neighborhood,
then use the embedding vector of each node to estimate the node value, and finally
estimate the edge flows according to the nodes connected to the edge. In learning
process, we learn the embedding vectors and value of the nodes, and the edge flows
together by modeling them into one single unified objective and solving them in an
iterative algorithm. In this way, we learn meaningful embeddings, values, and edge
flows simultaneously.

2 Proposed Method

Assume we have a graph composed a set of nodes, and a set of edges among the nodes,

we denote it as G ¼ V; Ef g. V ¼ 1; � � � ; nf g is the set of n nodes, and E ¼
ek ¼ i; jð Þjni;j¼1

n o
2 V � V is the set of edges, where ek is the k-th edge between the i-th

and j-th nodes. Since all the edges are undirected, without loss of generalization, we
impose i\j for all edges, ek ¼ i; jð Þ 2 E. For a portion of the edges, ek 2 EL, we have a
flow value for each edge ek defined as �fk 2 R, where the amplitude measures the
amount of the flow, and the sign indicators the direction of the flow. �fk [ 0 if the flow
is from i-th node to the j-th node, and �fk\0. For the other edges, the flow values are
unknown. The learning problem of semi-supervised learning problem is to learn the
flow values for the edges which are not included in EL, and we define a set of unlabeled
edges as EU for these edges. To this end, we define a vector of the flow values of the
edges as f ¼ ½f1; � � � ; f Ej j�> 2 R

Ej j, where each element is the flow value of one edge in
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E, and the edge flow learning problem is converted to the problem of learning of f from
the graph structure of G, subject to fk ¼ �fk; 8ek 2 EL.

To learn the flow values of edges, we propose to embed each node i 2 V to a
embedding vector of d dimensions, and estimate the overall out flow amount di of this
node from its embedding vector. Moreover, we use this flow amount to regularize the
flow values learning for its conjunctive edges, so that the sum of the flow amount of the
node is close to the summation of the flow values of its conjunctive edges. Moreover,
we regularize the embedding function parameters and flow values so that the solution is
unique and simple.

– Recursive node embedding. The embedding vectors of the nodes are denoted as
x1; � � � ; xn, where xi 2 R

d is the embedding vector of the i-th node. To learn the
embedding vectors, we propose to reconstruct a nodes’ embedding vector from a
sequence of its neighbors’ vectors. The set of neighboring nodes of node i is
denoted as

N i ¼ jj i; jð Þ 2 E or j; ið Þ 2 Ef g: ð1Þ

To create such a neighboring node sequence, we sort the neighboring nodes of the i-
th node according to their flow contributions to the i-th node, i.e., the mount of
value flowing to the i-th node, denoted as c ji , which will be defined in the following
section. The sorting is conducted to nodes j 2 N i according to their contribution
values c ji descending, so that the most contributing neighboring nodes are ranked at
the top, and the least one at the bottom. The sorted sequence of embedding vectors
of nodes in N i is denoted as

Si ¼ xi1; � � � ; xi N ij j
� �

: ð2Þ

To represent the neighborhood structure, we learn a deep recursive neural network
to calculate the representation vector for Si. To this end, we apply the ln-LSTM
model as the recursive model. In this model, it slides a LSTM Cell function g over
each timestamp xt 2 Si sequentially to calculate the output vector ht of the node
from its embedding vector and the previous output vector, ht�1,

ht ¼ g xt; ht�1; hð Þ; t ¼ 1; � � � ; N ij j; ð3Þ

where h is the parameter set of the LSTM cell function. The output vector of the last
timestamp is the output of the recursive model,

LSTM xi1; � � � ; xi N ij j; h
� � ¼ h N ij j ð4Þ

– Node value estimation from recursive embedding. To describe such a node-wise
value, we define a slack variable /i 2 R for each node. This value is an estimation
of the impact and importance of the node, essentially determined by the nature of
the node, and it also impacts the flowing of the edges. Since we use the LSTM
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output LSTM xi1; � � � ; xi N ij j; h
� �

to approximate the value amount of the i-th node,
we apply a single layer neural network to it to estimate /i;

/i  u LSTM xi1; � � � ; xi N ij j; h
� �� � ð5Þ

where u xð Þ ¼ r w>hð Þ is the single layer neural network with a rectified linear unit
(ReLU) activation function r.

– Node value regularized edge flow learning. To learn the flow value of each edge
ek 2 E, fk we use the node value amount to regularize the edge flow. For each node
at any moment of the flowing process, the amount of value /i hold by this node is
equal to the balance of incoming and outgoing values from the conjunctive edges.
Given a node i 2 V, we define its conjunctive edges as Ri ¼ fekjek 2 E; ek ¼
u; vð Þ; u ¼ i or v ¼ jg. We further divide Ri to a subset of edges with node i as the
larger index of the edge,Rþi ¼ fekjek 2 E; ek ¼ u; ið Þg, and another subset of edges
with node i as the smaller index of the edge, R�i ¼ fekjek 2 E; ek ¼ i; vð Þg, so that
Ri ¼ Rþi [R�i . Since the positive flowing of edge is directed from the smaller
index node to the larger index node, while the negative flowing of edges is directed
from the larger index node to the smaller index node, the overall flow to a node can
be calculated as

/i ¼
P

k2Rþi
fk �

P
k2R�i

fk ¼
PEj j
k¼1

sikfk; ð6Þ

where

sik ¼
þ 1; if k 2 Rþi
�1; if k 2 R�i
0; otherwise:

8<
: ð7Þ

We define a vector of node values as / ¼ /1; � � � ;/n½ �>2 R
n, and a matrix of flow-

node contributions mapping, U ¼ sik½ � 2 fþ 1;�1; 0gn� Ej j. We rewrite (6) as a matrix
form as

/ ¼ Uf : ð8Þ

This constrain imposes that for each node, the flowing-in value amount is consistent
to its own node value.

To build the overall learning problem, we consider the three problems of network
embedding, node value estimation from embeddings, and edge flow approximation
regularized by the node values together, and formulate the following minimization
problem,
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min
f ;/;xijni¼1;h;w

fP
n

i¼1
xi � LSTM xi1; � � � ; xi N ij j; h

� ��� ��2
F

þ k1
Pn
i¼1

/i � u LSTM xi1; � � � ; xi N ij j; h
� �� ��� ��2

F

þ k2 /� Ufk k2F
þ k3ð fk k2F þ /k k2F þ

Pn
i¼1

xik k2F þ hk k2F þ wk k2FÞg;
s:t: fk ¼ �fk; 8k : ek 2 EL:

ð9Þ

In the objective, the first term is the reconstruction error of the embedding vectors
over the recursive model, the second term is the approximation error of the node values
from the neighborhood embedding vectors, the third term is the consistency loss of the
node value and the flows of the conjunctive edges, and the last term is the squared ‘2
normalization term to obtain the unique simplest solution. To solve the problem of (9),
we adopt the alternate optimization strategy. In an iterative algorithm, we solve one
parameter while fixing the other parameters by using the alternating direction method
of multipliers (ADMM) algorithm [3].

3 Experiments

In this section, we experimentally study the performance and properties of the proposed
algorithm, namely Embedding to Flow (E2F).

3.1 Benchmark Data Set

In the experiments, we used three benchmark network data sets, which are listed as
follows

– the Minnesota road network data set, which contains 2642 nodes and 3303 edges,
and each node is an intersection, while each edge is a road [7],

– the US power grid network of KONECT, which has 4941 nodes and 6593 nodes,
where each node is an individual consumer, and each edge is a transmission line [11],

– the water irrigation network of Balerma, Spain, which has 447 nodes and 454
edges, while in this case, each node is a water supplies or hydrants, and each edge is
a water pipe [13].

3.2 Experimental Setting

To conduct the experiments, given a network, we firstly split the set of edges to a
labeled set and an unlabeled set. For the labeled edges, the amount of flow is given as
known input of the model, and for the unlabeled edges, the model is supposed to
predict the amount of flows from the network structure and the known flows. We use
the 10-fold cross validation protocol for the labeled/unlabeled set splitting. We firstly
split the entire set of edges to 10 folds of the same size, and then use each fold as a
labeled set, while the remaining 9 folds as unlabeled. For each fold, we train the model
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and predict the unlabeled edges’ flows. The overall performance is measured by the
Pearson correlation coefficient between the predicted edge flows and the ground truth
edge flows of the unlabeled edges [1].

3.3 Experimental Results

Comparison to State-of-the-Arts
We firstly compare the proposed edge flow learning algorithm against the other
methods of the same function, including,

– the FlowSSL algorithm, which is a graph-based semi-supervised & active learning
for edge flows proposed by Jia et al. [10],

– the LineGraph algorithm, which performs a line-graph transformation of the net-
work, and then uses a standard vertex-based semi-supervised learning method to
learn the edge flows. It is a baseline of [10].

The comparison results are shown in Fig. 1. In all four networks experiments, the E2F
algorithm stably and significantly outperforms the other two methods. This is a strong
evidence of necessary to use network embedding technology to enhance the perfor-
mance of edge flow estimation.

Sensitivity to Parameter Changes
In our algorithm, there are three trade-off parameters, k1, k2 and k3. We study how the
performance changes with different values of k1, k2 and k3, and plot the curves of
correlation measures in Fig. 2. From this figure, we have the following observations.

– For all the four benchmark data sets, when k1 is increased from 0.1 to 1, the
correlation is also increasing. But when it is larger than 1, the performance’s change
is not significant. This indicates that the node reconstruction error plays an

Fig. 1. Comparison results over state-of-the-arts.
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important role in the edge flow estimation process, which is the reason at a larger
value of k1 in a certain range can make the performance better.

– When the value of k2 is increasing from 0.1 to 100, in most cases, the correlation is
increasing, except the case of water supply network with k2 increase from 10 to
100. Since k2 is the weight of loss term of edge flow learning from the node value,
this observation means that the node value is critical for the edge flow estimation.

– The proposed algorithm is very stable to the change of k3, the weight of ‘2 norm of
the parameters. When the value of k3 changes, the correlation does not change too
much.

4 Conclusion

In this paper, we proposed a novel edge flow estimation algorithm by learning node
embedding vectors, node value amounts, and edge flow amounts jointly. The philoso-
phy behind this algorithm is that edge flows are constrained by the node value balances,
and the node values can be reflected by the nodes’ embeddings. We designed the
algorithm to use network imbedding to boost the edge flow estimation. This algorithm
learns the node embeddings, node values, and edge flows iteratively. Given the network
structure, and a set offlow amount of edges, this algorithm learns the amount offlows of
the remaining edge automatically. Experiments show the advantage of proposed method
over real-world networks. From this paper, we can conclude that while using node to
balance the flowing of edges connected to the node, it is not always true to assume that
the flowing-in and flowing-out mount of each node are equal. Different node should
have different balance given the nature of the node. Such nature can be measured by a
node value variable and learned from the network embedding methods.
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Abstract. To solve the problem of multi-label classification, a classification
algorithm based on hypercube is proposed. For each label in the training sample
set, a minimum hypercube containing all its samples is constructed in the sample
space. In classification, the labels of the sample to be classified are determined
according to the hypercubes to which the sample belongs. If the sample to be
classified is not in any hypercube, the magnification factor of the hypercube
containing the sample to be classified is calculated respectively, and the label is
determined according to the magnification factor. The algorithm avoids the
influence of unbalanced data and has good scalability. The experimental results
show that the algorithm has faster training speed and classification efficiency,
and has higher classification accuracy. The larger the training set size and the
more labels, the more obvious the effect.

Keywords: Classification � Multi-label � Hypercube � Amplification factor

1 Introduction

Multi-label refers to a data instance associated with multiple class labels. For example,
a document can cover multiple topics, an image can be annotated with multiple tags,
and a single gene can be associated with several functional categories, and etc. Multi-
label classification is to classify an instance into a group of labels. Multi-label classi-
fication has attracted people’s attention due to the rapid growth of the application field,
and has become a research hotspot in the field of machine learning [1–5].

At present, the main research results of multi-label classification include problem
transformation strategy, support vector machine, neural network, decision tree and K-
nearest neighbor [6–9]. These methods have been successfully applied to text classi-
fication [10, 11], image recognition [12, 13], genomics [14, 15], and emotional clas-
sification [16, 17].

Most of the existing multi-label classification methods transform the multi-label
classification problem into multiple binary classification problems. If the size of the
data set is large, the training speed is slow, and the training time required brings great
difficulties to practical application. If the number of labels in the dataset is large, the
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D.-S. Huang and P. Premaratne (Eds.): ICIC 2020, LNAI 12465, pp. 476–483, 2020.
https://doi.org/10.1007/978-3-030-60796-8_41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60796-8_41&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60796-8_41&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60796-8_41&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60796-8_41


classification efficiency is relatively low, and its complex calculation can not meet the
actual needs of real-time classification. If the data of different labels in the data set is
unbalanced, the classification accuracy will be affected. The unbalance problem is a
difficult problem to solve in multi-label classification. In addition, the scalability and
inheritance of these methods are poor. If new label samples are added, the classifier
needs to be retrained. Therefore, the methods based binary classifications are not very
applicable in many cases.

On the basis of SVM, a single-valued classification method named one-class SVM,
also known as support vector domain description, is proposed in literature [18]. The
idea is to describe the set of data by calculating the minimum hypersphere containing a
set of data, and the minimum hypersphere is used as the classifier of One-class
problem. Based on one-class SVM, a hypersphere support vector machine multi-label
classification algorithm is proposed in literature [19]. This algorithm trains a hyper-
sphere for each label sample. When classifying, the labels of the sample to be classified
are determined by the hyperspheres to which it belongs. Because the distribution of
samples is mostly convex and hyperellipsoid with different directions, a multi-label
classification algorithm based on hyperellipsoid support vector machine is proposed in
literature [20]. This algorithm describes the sample set of each label with a hyperel-
lipsoid. When classifying, the labels of the sample to be classified are determined
according to the hyperellipsoids to which it belongs.

The method based on one-class SVM effectively solves the problem of multi-label
classification, and is not affected by unbalanced samples, because the domain range of
each SVM is determined by only one class of samples. At the same time, the method
has inheritance and extensibility. When a new label sample is added, the classifier
independent of the new label need not be retrained. However, for large-scale data sets,
the training time of this method is too long and the number of support vectors is too
large. For practical applications which require high real-time performance, the classifier
trained on large-scale data sets is usually not available.

In order to solve the problem of training speed and classification efficiency of large-
scale data sets, based on the advantages of data convex hull description, this paper
proposes a multi-label classification algorithm based on hypercube. For a subset of
training samples with the same label, a minimum hypercube is constructed in the
sample space to enclose all the samples, so that the samples with the same label are
bounded by a hypercube. For the sample to be classified, the labels are determined
according to the hypercubes to which it belongs.

The rest of this paper is organized as follows. The construction method of
hypercube is given in Sect. 2. The multi-label classification algorithm based on
hypercube is elaborated in detail in Sect. 3. The experimental results and analysis on
the standard dataset are given in Sect. 4. Finally, the conclusion is drawn.

2 Construction of Hypercube

Given a sample set with the same label X ¼ xif gli¼1, where xi 2 Rn, l is the number of
the samples. Constructing a minimal hypercube enclosing all samples in the feature
space, which is denoted as HC = (a, b, o), where a is the maximum vertex, b is the
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minimum vertex, and o is the center. The solid line in Fig. 1 is the smallest hypercube
that surrounds the same class of samples. The maximum vertex a is calculated
according to formula (1). The minimum vertex b is calculated according to formula (2).
The center o is calculated according to formula (3).

ai ¼ max xij j ¼ 1; 2; � � � ; lj� � ð1Þ

bi ¼ min xij j ¼ 1; 2; � � � ; lj� � ð2Þ

oi ¼ ai þ bið Þ=2 ð3Þ

At this time, any sample xi in the data set X satisfies formula (4).

bi � xij � ai; j ¼ 1; 2; � � � ; n ð4Þ

If a new sample x is added to X and the sample point is outside the hypercube, the
minimum hypercube containing x can be obtained by amplification factor. Firstly, the
shortest distance di xð Þ i ¼ 1; 2; � � � ; nð Þ from xi to ai and bi is calculated according to
formula (5), and then the amplification factor F xð Þ of the hypercube is calculated
according to formula (6). The smallest hypercube containing x obtained by magnifi-
cation factor is shown as dotted line in Fig. 1.

di xð Þ ¼ min xi � aij j; xi � bij jð Þ xi\ bi or xi [ ai
0 bi � xi � ai

�

ð5Þ

F xð Þ ¼ max 1þ di xð Þ
bi � oi

i ¼ 1; 2; � � � ; nj
� �

ð6Þ

3 Multi-label Classification Algorithm

The multi-label classification algorithm based on hypercube consists of training and
classification. The training process is to construct the smallest hypercubes enclosing the
same label samples in feature space, and delimit the different label samples by the
hypercubes. Since a sample may correspond to multiple different labels, i.e. it has a

Fig. 1. Minimum hypercube
Fig. 2. Minimum hypercube domain division
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label set, the constructed hypercubes are not independent of each other. Multiple
hypercubes will cross each other. The samples in the intersection area have the labels
represented by the intersecting hypercubes. The division of hypercube domain in
feature space is shown in Fig. 2. The classification process is to calculate the region of
the sample to be classified in the feature space, and its labels are determined by the
hypercubes in which it belongs. The flow chart of multi-label classification algorithm
based on hypercube is shown in Fig. 3.

Given the multi-label sample set A xi; Ei
� �l

i¼1, where xi 2 Rn; Ei ¼ yij
� �p

j¼1; yij 2
1; 2; 3; � � � ;Nf g; l is the number of samples in the sample set A, N is the number of

labels in sample set A, p 1� p�Nð Þ is the number of labels for sample xi. Am ¼
xmi

� �lm
i¼1 is a subset of samples with label m 1�m�Nð Þ, where lm is the number of

samples in the sample set Am.
For each sample subset Am(1�m�N), Constructing hypercube HCm= (am, bm, om)

in feature space according to formula (1), formula (2) and formula (3). The multi-label
classifier formula (7) is obtained.

C ¼ HC1;HC2; � � � ;HCNð Þ ð7Þ

For the sample x to be classified, the classification process is specifically described
as follows:

Input the sample 
to be classified

Are there hypercubes 
containing the sample 

Calculating the mag-
nification factor of 
each hypercube

The sample is labeled by 
hypercube with the sma-
llest magnification factor

Output the labels

The sample is labeled
by the hypercubes co-
ntaining it

Fig. 3. Flow chart of multi-label classification algorithm
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Step 1: label ¼ /; m ¼ 1:
Step 2: Determine whether x is in the hypercube HCm according to formula (4), if
x 2 HCm, go to step 3, otherwise go to step 4.
Step 3: Add m to label and go to step 4.
Step 4: m ¼ mþ 1, if m�N, go to step 2, otherwise go to step 5.
Step 5: If label 6¼ /, go to step 7, otherwise, go to step 6.
Step 6: The amplification factor Fi xð Þ of each hypercube HCi i ¼ 1; 2; � � �Nð Þ is
calculated according to formula (5) and (6) respectively, and then the label of x is
determined according to formula (8).

label ¼ argmin
l

Fl xð Þ i ¼ 1; 2; � � � ;Njf g ð8Þ

Step 7: The classification is finished, and the labels of x are in label.

4 Experimental Results and Analysis

In the experiment, the standard dataset Reuters 21578 was used. 665 texts were
selected from the standard dataset, 6 categories in total, and one text belongs to 3
categories at most. 431 texts were used as training samples, and the rest 234 texts were
used as test samples (see Table 1). The text data is preprocessed to form a high-
dimensional word space vector, and the feature dimension is reduced by using the
method of information gain. The weight of each word in the vector is calculated
according to TF-IDF.

In order to compare the performance of the algorithm, the hypercube method and
the hypersphere method are used to carry out classification experiments on the same
dataset. The kernel function of hypersphere method is radial basis function j(x,
y) = e−c||x−y||2, where c ¼ 0:001. System parameter m ¼ 0:6.

In the experiment, the average precision, the average recall and the average F1

value are used as the evaluation indexes, which are defined as formula (9), formula (10)
and formula (11), respectively.

Average Precision APð Þ ¼ 1
n

XNc

Na
ð9Þ

Table 1. The dataset of experiment

Name oat Corn Cotton Soybean Wheat Rice

#Class 1 2 3 4 5 6
#Training 9 168 44 79 204 44
#Testing 5 84 22 40 101 23
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Average Recall ARð Þ ¼ 1
n

XNc

Nr
ð10Þ

Average F1 AFð Þ ¼ 1
n

X 2� AP� AR
APþAR

ð11Þ

Where, Nr is the actual number of labels of a test sample, Na is the number of labels
of a sample test result, and Nc is the correct number of labels of a sample test result. If
n is the number of sample with the same number of labels, formula (9), formula (10)
and formula (11) are called micro average precision (MIAP), micro average recall
(MIAR) and micro average F1 value (MIAF) respectively. If n is the total number of
test sample, formula (9), formula (10) and formula (11) are called macro average
precision (MAAP), macro average recall (MAAR) and macro average F1 value
(MAAF) respectively.

The experimental environment is i5-6500 CPU 3.20ghz, 8 GB memory, windows
8.1 operating system.

Table 2 shows the micro average precision, micro average recall and micro average
F1 values of the two algorithms. Table 3 shows the macro average precision, macro
average recall and macro average F1 values of the two algorithms. Table 4 shows the
training time and classification time of the two algorithms.

It can be seen from the experimental results that the precision of the hypercube
algorithm is slightly lower than that of the hypersphere algorithm. This is because the
region of the hypercube of the same kind of sample is larger than that of the hyper-
sphere, if there are noise points, the area of hypercube is larger, which makes the cross
area of different types of hypercube increase, and leads to the decrease of precision.
The training speed of the hypercube algorithm has been significantly improved com-
pared to the hypersphere algorithm. This is because the hypersphere training is a
convex quadratic programming (QP) problem, and the time complexity of the standard
QP optimization algorithm is O(n3) (n is the number of samples), with the increase of
the number of training samples, the memory space required for QP solution increases
rapidly, and the solution time also increases significantly. While the hypercube con-
struction is only to find the maximum and minimum value of each dimension, and the
time complexity is O(nm) (n is the number of samples, m is the dimension). The

Table 2. Comparison of MIAP, MIAR and MIAF

Algorithm #Class MIAP(%) MIAR(%) MIAF(%)

Hypersphere 1 71.34 73.91 72.14
2 83.33 55.32 63.93
3 100.00 50.00 65.00

Hypercube 1 70.85 74.57 71.73
2 78.52 70.37 72.26
3 66.67 68.33 67.67
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classification speed of the hypercube algorithm has also been significantly improved
compared to the hypersphere algorithm. This is because the classification calculation of
hypersphere algorithm is to solve the distance between the sample to be classified and
the center of hypersphere, and all the support vectors participate in the calculation, the
more support vectors are, the more complex the calculation is, the longer the classi-
fication time is. Therefore, the classification calculation of the hypercube algorithm is
to determine whether each dimension of the sample to be classified is in the interval of
the corresponding dimension of the hypercube, which is a simple comparison
calculation.

5 Conclusion

For the problem of multi-label classification, a hypercube classifier is designed. In the
process of training hypercube, only the maximum and minimum values of each
dimension need to be calculated in the feature space. The calculation of training process
is simple, the imbalance influence of training samples is avoided, and the classifier has
expansibility. In the process of classification, it only needs to calculate the interval of
each dimension of the sample to be classified, and the complexity of the classification
process is low. The algorithm not only has higher precision and recall, but also has
faster classification speed and training speed. The larger the sample set and the more
labels, the more obvious the advantage of the algorithm, which effectively solves the
problem of multi-label classification of large-scale dataset. However, this method is
greatly influenced by outliers and sample distribution. In the further work, one is to
design algorithm to remove the abnormal data in the multi-label dataset, and the other
is to use kernel function to increase the density of samples in the feature space.
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Table 3. Comparison of MAAP, MAAR and MAAF

Algorithm MAAP(%) MAAR(%) MAAF(%)

Hypersphere 78.38 77.92 77.52
Hypercube 76.22 78.41 77.24

Table 4. Comparison of training time and testing time

Algorithm Training time(ms) Testing time(ms)

Hypersphere 159 108
Hypercube 78 51
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Abstract. This work based on the research of Chen et al. who compiled sales
data for a UK based online retailer for the years 2009 to 2011. While the work
presented by Chen et al. used k means clustering algorithm to generate mean-
ingful customer segments for the year 2011, this research utilised 2010 retail
data to generate meaningful business intelligence based on the computed RFM
values for the retail data set. We benchmarked the performance of k means and
self organizing maps (SOM) clustering algorithms for the filtered target data set.
Self organizing maps are utilized to provide a framework for a neural networks
computation, which can be benchmarked to the simple k means algorithm used
by Chen et al.

Keywords: Online retail data � RFM model � K means clustering � Self-
organizing maps � Business intelligence

1 Introduction

According to the retail and e-commerce sales figures put out by e-marketer, the total
online retail sales for 2019 was 106.46 billion pounds representing 22.3% of total retail
sales. This is expected to grow to 139.24 billion pounds in 2023 representing 27.3% of
total retail sales in the UK. The percentage of mobile commerce using smart phones
expected to rise from 58.9% in 2019 to 71.2% in 2023. According to the office for
National Statistics, UK, clothes or sports goods account for 60% of the goods pur-
chased online in Great Britain in 2019. The other key goods or services are: House hold
goods representing 49%, holiday accommodation with 44%, travel arrangements with
43% and tickets for events 43%. Retailers are interested in gaining business intelligence
about their customers. This can represent the buying patterns, expenditure, repeat
purchases, longevity of association and high profit customer segments. In addition sales
pattern by region, season and time are key components of such knowledge. This
enables design of suitable marketing campaigns and the discovery of new patterns in
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the sales data which were previously unknown to the retailer. Chen et al. [1] have
analysed the data set for an online retailer for the year 2011. Using k means clustering
they have derived meaningful customer segments, and then used decision tree based
rule induction to build decision rules that represent gained business intelligence. This
work based on the work of Chen et al. by using simple k means clustering [12] and
self-organizing maps [15] to perform clustering for the 2010 retail data set.

RFM (Recency, Frequency, and Monetary) is a model to analyse the shopping
behavior of a customer. Recency represents the duration in time since the last purchase
while frequency represents the number of purchases made in a given time period and
monetary denotes the amount spent by a customer in the given time period which in the
analysis performed is the calendar year 2010. Dogan et al. [2] used RFM computations
and k means clustering to segment customers of a sports retail company based in
Turkey to design a customer loyalty card system based on this analysis. The k means
clustering analysis performed by Dogan et al. has used the retail data set designed by
Hu & Yeh [6]. Sarvari et al. [7] used RFM analysis on a global food chain data set.
They used k means clustering and association rule mining for segmenting customers
and buying patterns. They highlighted the importance of assigning weights to RFM
values. Yeh et al. [8] added time since first purchase to the basic RFM model which
improved the predictive accuracy of the RFM model. Our analysis uses time in months
to indicate the first purchase made by a customer in the time period under consideration
– for year 2010 in our analysis. Wei et al. [9] have discussed comprehensively a review
of the RFM model including its scoring scheme, applications especially in customer
segmentation, merits and demerits, along with how RFM model can be extended to
perform a more comprehensive analysis by adding other variables like churn and also
incorporating call centre data. Customer segmentation using Neural networks is
demonstrated for the global tourist business by Bloom [10]. Holmbom et al. [11] used
self-organizing maps to cluster customers for portfolio analysis in order to determine
profitability for target marketing purposes – in this study they used both demographic
data as well as product profiles. Vellido et al. used self-organizing maps for segmenting
online customer data [13]. Self-organizing maps can be visualized using the U matrix
(unified distance matrix) which displays the Euclidean distance between neurons,
according to ultsch [14]. While Kiang et al. [17] used self-organizing maps to discover
interesting segments of customers in telecommunication service providers data sets.
Although Chen et al. published their retail analytics paper in 2012 [1], the associated
data set was uploaded on the UCI machine learning repository only in September 2019
[5]. Chen et al. have analysed the data set for an online retailer for the year 2011. We
want to analysed for the online retailer for the year 2010 data which Chen et al. did not
do. We also want to explore the potential of neural network that’s why have chosen
SOM on account of its Neural networks framework because of its robust architecture
and lesser sensitivity to Noise in the input data set.

We did our study in two phases:

Phase 1: Cluster Profiling.
Phase 2: Performance benchmarking.

these two phases discus in details in research methodology Sect. 2.
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The data set pertains to the operations of a small online retailer based in the UK.
Chen et al. used RFM model and k means clustering to derive a new segmentation of
customers of this online retailer. After profiling the clusters generated, decision tree
based rule induction was used to derive decision rules representing business intelli-
gence gained. We use k means and self organizing maps as well as RFM values
computed to perform clustering to obtain new customer segments. While Chen et al.
used 2011 data, we use the data set for 2010, from the same data source. We have
profiled the clusters generated and compare the performance of k means and self
organizing maps based on certain parameter values generated during execution. The
remainder of this paper is organized as follows. Section 2 discusses the proposed
research methodology while Sect. 3 shows the utilized data set, Sect. 4 describes the
pre processing steps performed on the data set while Sect. 5 describes Simulation
results and discussion. The final section concludes the paper.

2 Research Methodology

The original retail data set consists of 5,25,461 records for 2009–10 and 5,41,910
records for 2010–11. We determined 3940 distinct customer ids in the year 2010. There
were 151 outliers which yielded a total of 3879 records in the filtered data set which
was used for clustering computations. The first step is Data preparation and pre pro-
cessing. The second step is to generate the target data set which has the distinct
customer ids and the computed RFM values for each customer id. Once the target data
set is generated we perform the cluster analysis using both the k means and self
organizing maps. This analysis is performed using WEKA version 3.8.3. In order to get
the target data set from the raw data set we have used the Excel data set in conjunction
with MS Access. After the generation of the target data set, removal of outliers and
normalization was done to obtain the final filtered data set which was the input for the
two clustering algorithms- the K means and Self organizing maps.

The Computations in this study occur in two phases:

Phase 1: Cluster Profiling.
Phase 2: Performance benchmarking.

In Cluster Profiling we start by setting K = 4 for generating the cluster profiles, for
both k means and self organizing maps. The Objective is to demonstrate the generation
of cluster profiles for each of these techniques. The four clusters generated for each
technique represent knowledge gained from the analysis- Distribution of data instances
across clusters, Total monetary value represented by each cluster, Mean values of R, F,
M, and FP for each cluster and mean spending per customer for the cluster. This gives a
detailed profile of the generated clusters.

In Performance benchmarking, we compare the performance of K means and SOM
by the following parameters: Execution Time, Number of iterations, Space complexity
and Time complexity. The value of K is now varied for K = 2, 4 and 6. The corre-
sponding values of these parameters are computed, tabulated and bar charts are drawn
for Execution time and Number of iterations. These computed values benchmark the
performance of these two clustering techniques. The Time and Space Complexity are
computed for each.
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The methodology adopted is this study different from Chen et al. due to the factors
of introducing a neural networks computational framework in the form of SOM in
addition to using K means clustering, Analysis of the Data set not studied by Chen
et al. (2010), and implementing performance benchmarking of the two clustering
techniques for the data set. The detailed steps contained in Data preparation and target
data set generation are described in the next two sections.

3 The Data Set

The online retail data set was uploaded on 21st September 2019 on the UCI machine
learning, repository. The original data set is processed suitably to create a Target Data
set which is then analysed to generate the clusters. While the original data set contained
11 attributes we selected six attributes for starting the data preparation as shown in
Table 1.

The Customer id is used instead of the Post code as Post code is subject to the data
protection laws of the UK.

4 Data Pre Processing

The next step is to create a number of variable for our machine learning (ML) algo-
rithms including the Amount which is calculated as the Quantity in to Unit Price. The
Amount is computed for each distinct customer id for the country = UK. We then
computed the number of distinct customer ids in our 2010 data set. Next segregate Date
& Time components of the Invoice Date data so that distinct date & time values can be
obtained for the transactions in the data set. Considering only the UK transactions we
delete records with no customer id and also any missing records. Three aggregate
variables have been created including recency (r), frequency (f) and monetary (m).
These have the following interpretation:

Table 1. Data attributes for our ML algorithms

Name No. of Digits Description

Invoice Number 6 Identifies each transaction uniquely
Item code 5 Identifies each product uniquely
Quantity Numeric The quantity per item purchased by a customer
Unit price Numeric Price per unit of an item
Invoice Date Date Date and Time of each transaction
Customer id 5 digit Uniquely identifies each distinct customer
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Recency (r): Measures the recency of the transactions made by any customer value
is in months.
Frequency (f): Measures the frequency of the purchases made by a customer over a
time period in our case the year 2010.
Monetary (m): Measures the total amount spent by a customer across transactions
over the year 2010.

First Purchase: Time in months since the beginning of 2010 when the first purchase
is made by a customer. Accordingly the Target Data set consists of the following five
attributes: Customer id, Recency, Frequency, Monetary and First Purchase. The work
flow of our approach is shown in Fig. 1, while Algorithm 1 illustrated the proposed
methodology.

There are two computational tasks in this study – Cluster profiling and Performance
benchmarking. The Cluster Profiling is done using simple K means and SOM clus-
tering with K set at 4, and uses the target data set which consists of five attributes –
namely: Cust_id, R,F,M and FP.

Performance bench marking for both the techniques is done using 4 key parameters
of Execution time, Number of iterations, Space complexity and Time complexity with
K varying from 2 through 4 to 6. The computed values of these computations are
tabulated in Table 10.

Algorithm 1: Our proposed methodology for the analysis of online retail data.
Let X represents a set of retail data for online shopping customers where
X = {Invoice, Item code, Description, Quantity, Price, Invoice Data, Customer ID}
Let C � X, a set of customers with a number of f transactions.
C = {c| c has f > 0}
8c 2 C, 9 r and m ) m is the monetary and r is the recency.
now add r, f and m to the X, X become X1 for online shopping customers where
X1 = {Customer ID, Monetary, Frequency, Recency, First Purchase Month}
8c 2 C, 9 outlier removal of X1.
8c 2 C, 9 normalization of X1.

Fig. 1. The work flow
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Let ML to be our machine learning set
ML = {K means, SOM}
8ml 2 ML, find c cluster using, r, f, m and fp where fp is the first purchase

Algorithm 2: Our proposed methodology for Performance benchmarking for the K
means and Self organizing maps.
Let X1 represents a set of retail data for online shopping customers where
X1 = {Customer ID, Monetary, Frequency, Recency, First Purchase Month}
For cluster Ck (k = 2, 4, 6)
calculate Ck from algorithm 1
8ml2 ML, find E, N, S and T

where E is Execution time
where N is No of iterations
where S is Space complexity
where T Time complexity.

Many machine learning algorithms are sensitive to the range and distribution of
attribute values in the input data. Outliers in input data can skew and mislead the
training process of machine learning algorithms resulting in longer training times, less
accurate models and ultimately poorer results. so we did outliers removal based on
interquartile ranges. We determined 3940 distinct customer ids in the year 2010. There
were 151 outliers which yielded a total of 3879 records in the filtered data set which
was used for clustering computations. we also did normalization, The goal of nor-
malization is to change the values of numeric columns in the dataset to use a common
scale, without distorting differences in the ranges of values or losing information.
Normalization is also required for some algorithms to model the data correctly. We
normalized data followed by outlier removal using weka tool. Normalization and
outliers removal are provided in Fig. 2. Red data point is showing outliers in Fig. 2
(Figs. 3, 4, and 5).

Fig. 2. Determining outliers
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5 Simulation Results and Discussion

In this section, the simulation results for utilising K- mean and Self - organising map
are presented. We utilised our filtered target data set for the analysis of the data.
Table 2 shows the no of instances in each clusters for k means.

Table 3 shows the distribution of monetary value across the clusters for k means.
Total Monetary for all clusters:285.024757.

Table 4 shows the RFM value computed during K means clustering.

Table 5 shows the mean spending per customers for each cluster for k means.

Table 2. K means (k = 4)

Cluster Number of instances %

0 748 20
1 1274 34
2 885 23
3 882 23

Table 3. Total monetary value

Cluster Total Monetary by cluster %

0 53.807791 18.88
1 92.789915 32.56
2 69.51373 24.38
3 68.913321 24.17

Table 4. RFM values for K-Means clustering

Cluster R F M FP

0 0.728 0.0048 0.0719 3.28
1 0.1449 0.007 0.0728 9.61
2 0.1292 0.0373 0.0785 3.05
3 0.1483 0.0411 0.0781 2.97
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As seen above we get the following result:
According to the total monetary value the highest monetary value is in Cluster 1,

the second highest in cluster 2 and the lowest in cluster 0. The highest mean spending
per customer is in cluster 2, the second highest in cluster 3 and the lowest in cluster 0.

In this case

Cluster 0: Lowest by monetary value and mean spending per customer. Low
recency and low frequency.
Cluster 1: Highest group by monetary value but the second lowest by mean
spending per customer. High recency and higher frequency.
Cluster 2: The second highest group by monetary value and the highest group by
mean spending per customer. high recency and higher frequency.
Cluster 3: Similar to cluster 2 in reference to monetary value and second highest
group by mean spending per customer. High recency and medium frequency.

For the Self Organizing Maps we have utilised similar to K-means 4 clusters.
Table 6 shows the no of instances in each clusters for SOM.

Table 7 shows the distribution of monetary value across the clusters for SOM.

Table 5. Mean spending per customer for k-means

Cluster Mean spending per customer

0 0.0719
1 0.0728
2 0.0785
3 0.0781

Table 6. SOM (k = 4)

Cluster Instances %

0 695 18
1 966 25
2 808 21
3 1320 35

Table 7. Total monetary value

Cluster Monetary %

0 50.648962 17.78
1 70.868476 24.86
2 105.24944 20.44
3 105.24944 36.92
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Total monetary value of clusters: 285.024757.
Table 8 Shows the mean spending per customers for each cluster for SOM.

Table 9 shows the RFM value computed during SOM clustering.

According to the total monetary value per cluster the highest monetary value is in
cluster 3 which also has the highest mean spending per customer. The second highest
monetary value is in cluster 1 which also has the second highest mean spending per
customer. The lowest monetary value is in cluster 0 which has the lowest mean
spending per customer described as follows

Cluster 0: lowest group in monetary value and lowest by mean spending per cus-
tomer. High recency and low frequency.
Cluster 1: The second highest group in terms of monetary value and also by mean
spending per customer. High recency and higher frequency than cluster 0.
Cluster 2: The second lowest group by monetary value and the lowest by mean
spending per customer. Low recency and low frequency.
Cluster 3: The highest group by monetary value and also by the mean spending per
customer. High recency and high frequency.

This completes the cluster profiles for the Self organizing maps with 4 clusters.
The following cluster plots show the visual assignment of RFM for k means and

som.
Frequency Plot for k means and som. X- axis represent Frequency and Y-axis

represent different cluster assignment.

Table 8. Mean spending per customer for SOM

Cluster Mean spending per customer

0 0.0729
1 0.0734
2 0.0721
3 0.0797

Table 9. RFM values for SOM clustering

Cluster R F M FP

0 0.0807 0.0059 0.0729 10.61
1 0.2065 0.0124 0.0734 7.32
2 0.7098 0.0058 0.0721 3.24
3 0.11 0.0462 0.0797 2.23
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Monetary plot for k means and som. X- axis represent Monetary and Y- axis
represent different cluster assignment.

Recency plot for k means and SOM. X- axis represent Recency and Y- axis
represent different cluster assignment.

Comparison between K means and self organizing maps (SOM).
While we have demonstrated Cluster profiling and the related computations for

K = 4, in the case of both K means and self organizing maps, we now proceed to bench
mark the performance of these two clustering algorithms.

Fig. 3. Frequency plot

Fig. 4. Monetary plot

Fig. 5. Recency plot
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For K = 2,4,6:

1. Compute Execution time and No of iterations for both K means and SOM.
2. Compute the Space and Time complexity for both K means and SOM.

The results are displayed in the form of Histograms in Figs. 6 and 7 along with
Table 10.

The k means and SOM algorithm were compared on the basis of different
parameters computed for the Data set and shown in the Table 10.

Linkage to Chen et al. and Differences
Chen et al. [1] analysed the same retail data set for 2011 and used k means clustering to
segment the customers of the online retail store. While they tried with k = 3, 4 and 5, it
concludes that the results obtained for k = 5, have a clearer understanding of the target
data set than the results for k = 3 and k = 4 (Table 11).

Fig. 6. SOM and k means iteration comparison

Fig. 7. SOM and k-means execution time comparison
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The relative contributions of these clusters to Monetary have also been described in
the paper and there after cluster profiling in terms of r, f and m values has been done.
The approach taken by this paper is to demonstrate the clustering of the customers by
both K means and self organizing maps and thereafter to profile the clusters obtained in
terms of r, f and m values. However it has been done for 2010. Also the performance of
K means and Self Organizing Maps has been benchmarked and compared for k = 2, 4
and 6 as seen in Figs. 9 and 10 and Table 10, showing the computed values of time and
space complexity for both these clustering algorithms.

Also in the case of the Self organizing maps, N = H * W, where N is the number of
clusters, H is the height of the lattice and W the width of the lattice. Thus we have
ensured that the comparison is done for 2, 4 and 6 clusters for both K means and Self
Organizing maps. In the case of the SOM, this results in the creation of a 2*1,2*2 and
2*3 lattice, facilitating further computations. This facilitates the comparison of the two
algorithms for the same parameters. Accordingly we chose K means algorithm as it is
simple and popular amongst practitioners and was used by Chen et al. alto do the
analysis. It allows us to compare results obtained with those of Chen et al. for the k
means algorithm. In addition self organizing maps were chosen to give a Neural
Networks perspective and frame work due to its robust architecture and lesser sensi-
tivity to noise in the input data. It allows us to compare the working of the clustering
algorithm using self organizing maps for the same data set. We can also gain insights
on the computations done using a Neural Networks frame work and then compare the
results obtained from these two key techniques.

Table 10. Comparison between K means and Self Organizing Maps

K = 2 K = 4 K = 6
KMEANS SOM KMEANS SOM KMEANS SOM

Execution
Time

0.14 s 5.2 s 0.12 s 10.61 s 0.09 s 15.66 s

No of
Iterations

13 1000 20 1000 20 1000

Space
Complexity

O(18955) O(7582) O(18965) O(7586) O(18975) O(7590)

Time
Complexity

O(492570) O(15156000) O(985140) O(30312000) O(1477010) O(45468000)

Table 11. K means Clustering results of Chen et al.

Cluster Instances %

1 527 14
2 636 17
3 1748 47
4 627 17
5 188 5
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6 Conclusions

This research paper based on the work done by Chen et al. [1] who used K means
clustering to obtain a segmentation of customers for an online retailer. While the
concerned data set was up loaded on the UCI Machine learning repository on the 21st

of September 2019, the analysis by Chen et al. covered the retail data set for 2011. It
uses the RFM model to construct a Target data set containing distinct post codes. There
after decision tree based rule induction was used to obtain decision rules representing
customer specific business intelligence. Clear and stable results representing the under
lying data set were obtained for k = 5. In this paper we selected the data set for 2010
and then obtained the number of distinct customers who did transactions with the
online retailer over the year 2010. We constructed the target data set and performed
Normalization and removal of outliers. We performed K means clustering for k = 4
and then used Self organizing maps with number of clusters = 4. The clusters obtained
were profiled in terms of their RFM values and the mean spending per customer. The
highest and lowest monetary value clusters were identified. The K means and Self
organizing maps clustering algorithms were compared for their performance for 2, 4
and 6 clusters and the results were tabulated in the histograms of Fig. 9 and 10, along
with Table 10, depicting the time and space complexity for the two clustering algo-
rithms. In reference to this research paper, further work can be done in identifying
buying patterns of customers in terms of items purchased (association rules). Also a
buyer loyalty program can be designed based on the buying choices made by customers
and there after high value customers can be identified. The design of such a loyalty
based card membership can increase the popularity and visibility of the retailer in terms
of their business operations. Finally, advanced techniques of machine learning such as
Deep learning can be used to design new computational architectures and obtain new
results. Fuzzy learning techniques can also be used to determine which paradigm to
select to obtain better and more accurate results with greater efficiency and speed.
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Abstract. Recently, the issue of maximizing the influence of social networks is
a hot topic. In large-scale social networks, the mining algorithm for maximizing
influence seed nodes has made great progress, but only using influence as the
evaluation criterion of seed nodes is not enough to reflect the quality of seed
nodes. This paper proposes an Out-degree Graph Clustering algorithm (OGC
algorithm) to dynamically select the out-degree boundary to optimize the range
of clustering. On this basis, we propose an Adaptive Seed node Mining algo-
rithm based on Out-degree (ASMO algorithm). Experiments show that our
algorithm keeps the balance between the cost and benefit of seed node mining,
and greatly shortens the running time of seed node mining.

Keywords: Social network � Influence maximization � Seed node mining �
Adaptive algorithm

1 Introduction

Social networks contain a lot of valuable data, and popular topics in politics, eco-
nomics, culture and other fields are generated and spread every day. For example, Ra-
fael Prieto Curiel et al. (2020) collected millions of tweets from the 18 largest Spanish-
speaking countries/regions in Latin America in 70 days and analyzed them to find out
people’s fear of crime [1]. Therefore, social network research is a hot topic.

In recent years, social network influence maximization algorithms have made great
progress in greedy algorithms and heuristic algorithms. In the study of influence
maximization based on greedy thought, Kempe et al. proved for the first time in 2003
that the optimal solution can be effectively approximated to 63% by using sub-modules
of aggregate functions [2]. Rezvan Mohamadi et al. (2017) proposed a new information
diffusion model CLIM, which considers the continuous state of each node instead of
the discrete state [3]. Bhawna Saxena et al. (2019) proposed a UACRank algorithm to
identify initial adopters, and fully considered user behavior when calculating user
influence potential [4]. The CELF algorithm (2007) proposed by Jure Leskovec et al.
uses the sub-module of the aggregate function to greatly reduce the evaluation range of
node influence diffusion, making the selection time of nodes 700 times faster than that
of the greedy algorithm [5]. The advantage of the greedy algorithm is that the seed
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nodes obtained by searching have a strong influence, but the greedy algorithm needs to
visit all nodes when looking for each seed node. So the running time of the greedy
algorithm is not fast enough.

In the research of heuristic algorithm, Chen Wei et al. (2009) proposed a degree
discount algorithm, but the degree discount algorithm is only suitable for independent
cascade models [6]. Zhang Dayong et al. (2019) proposed the CumulativeRank method
and proved the accuracy and stability of the algorithm on the SIR model [7]. Meng Han
et al. (2016) proposed a framework to explore a part of the community, and then
explore the true changes of the network by considering the divide and conquer tech-
nology of the community [8]. Tang Youze et al. (2014) proposed a two-stage influence
maximization algorithm TIM +, and proved through experiments that it is better than
the greedy algorithm of Kempe et al. [9]. Tang Youze et al. (2015) further proposed an
IMM algorithm based on TIM+, which can be extended to a wider range of diffusion
models [10]. Liu Dong et al. (2017) proposed the LIR algorithm and proved that the
running time of the algorithm is hundreds of times faster than that of the greedy
algorithm [11]. László Hajdu et al. (2018) proposed a method of maximizing com-
munity infection based on a greedy algorithm, and increased the solvable network scale
[12]. In terms of the efficiency of finding seed nodes, heuristic algorithms are much
higher than greedy algorithms. But the influence of the seed nodes searched by the
heuristic algorithm is not high.

In this paper. We propose an adaptive seed node mining algorithm based on graph
clustering. In this algorithm, we combine the high efficiency of the heuristic algorithm
and the high accuracy of the greedy algorithm. In addition, we also propose a new seed
node evaluation method that takes into account the influence of seed nodes and the time
spent in finding seed nodes.

2 Out-Degree Graph Clustering

2.1 Motivation

Research on maximizing influence in social networks has practical value in election
canvassing, public opinion control, brand marketing, etc. Therefore, maximizing the
influence of social networks has always been a hot research topic. But at present, the
algorithm for maximizing the influence is to specify the Top-k size to mine seed nodes,
regardless of the benefits of seed nodes and the cost of mining seed nodes. Therefore,
we propose an Out-degree Graph Clustering algorithm (OGC algorithm) to dynami-
cally select the out-degree boundary to optimize the range of clustering. Based on the
OGC algorithm, we proposed an Adaptive Seed node Mining algorithm based on Out-
degree (ASMO algorithm). Experiments show that the ASMO algorithm maintains the
balance between the cost and benefit of seed node mining, and greatly shortens the
running time of seed node mining.
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2.2 OGC Algorithm

In this section, we will use an example to describe the detailed process of OGC
algorithm. The symbols used in this paper and their meanings are given in Table 1
below.

In order to improve the efficiency of mining seed nodes, we first proposed the graph
clustering algorithm OGC based on out-degree, and then performed seed node mining
on the results of the OGC algorithm. r is the clustering parameter. The following
example shows the influence on clustering results when V = {v1, v2,…, v15}, clus-
tering parameter r = {2, 3, 4} for graph G (V, E).

Table 1. Symbols used in the paper.

Notation Description

G Social network graph
V Represent node set in social network graph
E Represent edge set in social network graph
D Out-degree set of nodes
dvi The out-degree of node vi
S Represents a seed node set
C Set representing cluster center
Cost(S) Cumulative cost of mining seed nodes
Gain(S) Cumulative benefits from mining seed nodes
B(S) Influence gain per unit cost
e Preselected seed set size. In this paper, e = 3 is used by default
r r is the clustering granularity. It controls the size of clusters

Fig. 1. Shows the clustering results under different r values.
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For Fig. 1 (a) (b) (c), it can be seen from r = 4 and r = 3 that the larger r is, the
more isolated cluster centers are. In r = 3, since C2 completes before C3, the neighbor
node V3 of V2 satisfies dv3 � 3, and V3 is not in the cluster of V2. In the case of r = 2,
because the clusters in the clustering results are not independent of each other, when
r is small, the clusters generated after may contain the cluster centers generated before.

The input of the OGC algorithm is the social network graph G, the node set
D sorted in descending order according to the degree of node out, and the parameter
r that controls the size of the cluster. The OGC algorithm traverses an unvisited node
v from D each time as a cluster center and marks the node v as visited. Then traverse all
the nodes pointed to by v and add the nodes whose out-degree is greater than r to the set
where v is located. Then iterate through the nodes pointed to by the visited nodes until
their out-degrees are less than r. At this time, a cluster with v as the cluster center is
generated. Then traverse the next unvisited node from D and repeat the above oper-
ation. Until all nodes in D have been visited, the OGC algorithm ends.

The detailed steps of OGC algorithm are as follows:

Algorithm 1: OGC(G D, r)
Input Graph G = (N, E), Descending Order Out-degree D, Clustering 
parameter r
Output Cluster Result C
1. C, Visited Ø
2. for D Ø
3. Queue, Result Ø
4. center D.pop(0)
5. If center in visited do
6. Continue
7. Queue, Result center
8. for Queue Ø
9. vi Queue.pop(0)
10. If dvi ≥ r and vi not in visited do
11. Visited, Result vi
12. Queue unvisited neighbor of vi
13. else if vi is center do
14. Visited vi
15. C
16. Return Cluster Result C

3 Seed Node Mining Algorithm for Maximizing Influence

3.1 Iterative Process of ASMO Algorithm

ASMO algorithm does not need to specify the size of the seed set. The algorithm
automatically selects the seed set that meets the requirements according to the termi-
nation conditions B(S). S is the set of seed nodes, which is initially empty. With the
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iteration of ASMO algorithm, new nodes will be added to S. B(S) is the decreasing
function of seed set S. The following will prove this conclusion:

Formula (1) is to calculate the influence gain of each node v:

f Sþ vð Þ � f Sð Þ ¼ DGain vð Þ ð1Þ

Let the seed set S = {v1, v2,…, vn}, where 1, 2,…, n represents the joining order of
nodes. For example, for every two adjacent nodes vi, vj and 1 � i < j � n, according
to formula (1), there are:

f Sþ við Þ � f Sð Þ ¼ DGain við Þ ð2Þ

f Sþ vj
� �� f Sð Þ ¼ DGain vj

� � ð3Þ

Note: in formula (3), S = S +vi
According to the submodules of set function, we can get:

f Sþ við Þ � f Sð Þ� f Sþ vi þ vj
� �� f Sþ við Þ ð4Þ

Then, we can get the gain relation between vi and vj. As follows:

DGain við Þ�DGain vjð Þ ð5Þ

Therefore, we define the gain function Gain(S) of seed node as follows:

Gain Sð Þ ¼ DGain v1ð ÞþDGain v2ð Þþ . . .þDGain við ÞþDGain vj
� �þ . . .

þDGain vnð Þ ð6Þ

S ¼ v1; v2; . . .; vi; vj; . . .; vn
� �

DGain v1ð Þ[DGain v2ð Þ[ . . .[DGain við Þ[DGain vj
� �

[ . . .[DGain vnð Þ ð7Þ

DCost vð Þ is the average time, The function Cost(S) of cost is defined as follows:

Cost Sð Þ ¼ DCost v1ð ÞþDCost v2ð Þþ . . .þDCost við Þ
þDCost vj

� �þ . . .þDCost vnð Þ ð8Þ

S ¼ v1; v2; . . .; vi; vj; . . .; vn
� �

DCost v1ð Þ � DCost v2ð Þ � . . . � DCost við Þ � DCost vj
� � � . . . � DCost vnð Þ ð9Þ

To sum up, the cumulative gain Gain(S) and the cumulative cost Cost(S) are two
increasing functions of the seed node set S. We define the gain rate as:

B Sð Þ ¼ Gain Sð Þ
Cost Sð Þ ð10Þ
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3.2 Principle of ASMO Algorithm

According to the above description, Algorithm 2 gives the detailed process of adaptive
algorithm ASMO. The input of the ASMO algorithm is the social network graph G and
the result C of the OGC algorithm. ASMO algorithm first establishes the preselected
seed set and initializes the seed set S (3-4). Calculate cumulative gain Gain(S),
cumulative cost Cost(S) and gain rate B(S) (5-9). Finally, the algorithm judges whether
to stop seed node mining by iterative termination conditions and returns the seed set
S. (10-15).

Algorithm 2: ASMO(G, C)
Input:  Graph G = (N, E, W), Clustering Result C
Output: Seeds Set S
1. S Ø
2. Pre Ø
3. For i
4.
5. For pre ≠ Ø do
6. If Pre.size()  < e and C ≠ Ø do
7. Pre.append(C.pop(0))
8. Gain(S + v), Cost(S + v) According to Formula(6), Formula (8)
9. B(S + v) Gain(S + v) / Cost(S + v)
10. If B(S + v) >
11. S S + v
12. Continue
13. Else 
14.          break
15.  Return Seed Node Set S

4 Evaluation

4.1 Data Set

The experimental environment is windows 10, CPU: Inter (R) Core (TM) i5 CPU
2.20 GHz, memory 8 GB, programming language: Python. All the data sets we use
come from the Stanford Social Network [16]. Details of these data are shown in
Table 2. We use CELF [5] and IMRank [13] algorithms to compare with ASMO
algorithm. In the aspect of seed nodes influence: we compare the influence of three
algorithms in independent cascade model and linear threshold model. In the aspect of
the time spent in finding seed nodes: we only collect the running time of CELF
algorithm and ASMO algorithm in two information diffusion models. Because IMRank
algorithm is based on the adjacency matrix rather than the information diffusion models
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to find seed nodes, we use time complexity to compare the running time of IMRank and
ASMO. We use dict data structure in Python to build social network model, such as
G = {A: {B: 0.27, C: 0.58} … }. Indicates that node A points to B and C, where the
weight of AB edge is 0.27, and that of AC edge is 0.58.

4.2 Experimental Results and Discussion

4.2.1 The Influence of R on OGC Algorithm

Table 2. Data set.

Name Nodes Edges Average clustering coefficient

Email-Eu-core 1005 25571 0.3994
Wiki-Vote 7115 103689 0.1409

Fig. 2. (a) (b) Shows the relationship between r and the effective cluster centers on Email-Eu-
core and Wiki-Vote.

Table 3. Limit value r for clustering.

Properties Email-Eu-
core

Wiki-Vote

r = 1 r � 7 r = 1 r � 774

Cluster center 41 42 4739 5490
Effective clustering center 27 1 64 1
Total nodes 1005 1005 7115 7115
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Figure 2 (a) and (b) show the effect of r value on the size of cluster center in two
different data sets. r is the out-degree of the node. The larger r, the smaller the cluster
center. We call the cluster center with the ability of Influence diffusion as the effective
cluster center. Obviously, when r is greater than or equal to 1, the cluster center is the
effective cluster center. Table 3 shows the minimum and maximum values of r on the
two datasets. When the effective cluster center is 1, only one cluster has data. After
many experiments, we get that when r � 7 and r � 774, we reach the upper limit of
clustering center of Email-Eu-core dataset and Wiki-Vote dataset.

4.2.2 The Effect of B (S) on the Number of Seeds
In this section, we use experiments to analyze the iterative stopping conditions of the
ASMO algorithm, its influence in social networks, and the running time. In the
experiment, we use the IC (independent cascade) model [14] and the LT (linear
threshold) model [15]. Among them, the LT model is a value accumulation model, and
the IC model is a probability model.

Fig. 3. (a) (b) (c) The relationship between cumulative cost and cumulative gian on Wiki-Vote
data set and the influence of B (S) on the number of seeds on Email-Eu-core and Wiki-Vote data
sets.
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Figure 3 (a), (b) and (c) are experiments on the iterative termination condition B
(S). Figure 3(a) shows that when the Wiki-Vote data set B (S) is one, we get the largest
total revenue. Figure 3 (b) and (c) shows the number of nodes activated by different
values of B (S). In Fig. 3(c), when B (S) < 16 in IC model and B (S) < 13 in LT
model, the number of seed nodes is constant. This is because the average clustering
coefficient of Email-Eu-core network is high and the network scale is small, which
leads to better performance of B (S). However, the social networks we encounter are
large and complex, so in most cases, they will show the performance on Fig. 3 (b).

4.2.3 Comparison of ASMO Algorithm with CELF and IMRank
Algorithm Under the Same Number of Seed Nodes

In Fig. 4 (a) and (b), we compare the influence of the three algorithms on the Email-Eu-
core dataset. In the two models, when there are more than 10 seed nodes, the influence

Fig. 4. (a) (b) (c) (d) In the Email-Eu-core and Wiki-Vote datasets, the performance of the three
algorithms is compared when searching for the same number of nodes in IC and LT models.
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of the three algorithms is roughly same. However, in IC model and LT model, when the
number of seed nodes is less than 10 and 5, IMRank is not as good as ASMO
algorithm. Figure 4 (c) and (d) show the influence comparison of the three algorithms
on the Wiki-Vote dataset. In IC model, when the number of seed nodes is more than 5,
ASMO algorithm is not as good as CELF algorithm, but better than IMRank algorithm.
In LT model, the performance of ASMO algorithm is much better than CELF and
IMRank algorithm under the same number of nodes. To sum up, compared with CELF
and IMRank algorithms, the influence of seed nodes mined by ASMO algorithm is
similar to CELF and IMRank algorithm in small data sets, but ASMO algorithm
performs better in LT model for larger datasets.

The time complexity of the ASMO algorithm is O(nlogn), and the running time is
shown in Fig. 5. In Fig. 5 (a), ASMO algorithm of both IC model and LT model on
Email-Eu-core dataset is about 24 times faster than CELF algorithm. In Fig. 5 (b), the
running time of ASMO algorithm on Wiki-Vote dataset is 140 and 160 times faster
than that of CELF algorithm in LT model and IC model.

4.3 Stability Evaluation of ASMO Algorithm

We use standard deviation to evaluate the stability of the ASMO algorithm. We
compare the influence of different numbers of seed sets on the Wiki-Vote social net-
work. We conducted three independent experiments and calculated the mean and
standard deviation of different seed sets under the three experimental conditions.
Table 4 and Table 5 correspond to the experimental results under the IC model and the
LT model, respectively. Under these two models, the relationship between the standard

Fig. 5. (a) (b). Running time of CELF and ASMO mining different seed sets on IC and IT
models on Email-Eu-core and Wiki-Vote datasets.
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deviation and the number of seed nodes is non-linear, and it does not increase with the
increase of the number of seed nodes. Therefore, the ASMO algorithm is stable. The
experimental results are as follows: (size represents the size of the seed set. No. 1, 2, 3
represent the experimental group number. SD represents the standard deviation.)

5 Conclusions

In this paper, we firstly use OGC algorithm to optimize social network based on graph
clustering before seed mining, then use ASMO algorithm to mine seed nodes for each
update clusters, which can guarantee the time performance. In terms of seed quality,
ASMO algorithm uses greedy strategy and set function submodular feature to ensure
that the seed node selected from each iteration process is the most influential node at
present. So, ASMO algorithm can keep good quality of the seed from low cost and high
influence. Finally, appropriate value of parameter e can reduce the running time of the
algorithm exponentially, especially for large-scale graph environment. However, if the
value of e is too small, the influence of the seed node cannot be expanded.
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Abstract. Using computer technology to recognize emotion is the key to
realize high-level human-computer interaction. Compared with facial and
behavioral, physiological data such as EEG can detect real emotions more
efficiently to improving the level of human-computer interaction. Because of the
traditional EEG equipment is complex and not portable enough, the single
channel EEG device is cheap and easy to use that has attracted our attention. In
this paper, the main goal of this study is to use a single channel EEG device to
acquire the EEG signal, which has been decomposed to corresponding fre-
quency bands and features have been extracted by the Discrete Wavelet
Transforms (DWT). Then, classify three different emotional states data so as on
to achieve the purpose of emotion recognition. Our experimental results show
that three different emotional states include positive, negative and neutral can be
classified with best classification rate of 92%. Moreover, using the high-
frequency bands, specifically gamma band, has higher accuracy compared to
using low-frequency bands of EEG signal.

Keywords: EEG � DWT � Emotion recognition � Single channel

1 Introduction

Electroencephalogram (EEG) is one of the most effective tools to measure brain
activity. In recent years, recognition of emotions by physiological signals mainly with
EEG signals has attracted researchers’ attention [1]. There are many neurons in the
brain and when the neurons are active, they will generate current flows and wave
patterns locally, that is known as the wave of the brain (brain waves) [2]. Different
brain active state have different brain waves, these brain waves are classified into 5
classification indicating different conditions [3]. The classification is shown in Table 1.
Using physiological data can really reflect brain activity, so this paper will use EEG
data for this research.

Emotion is a psychological and physiological state related to various feelings,
thoughts and behaviors. Researchers have put forward different views and theories in
the field of emotional research. At present, there are two main theories of emotion:
discrete emotion model and the bi-dimensional emotion model [4]. The bi-dimensional
model is frequently used in the literature. For example, DEAP data set is used for
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emotion recognition in [5], and study the influence of music on emotion in [6] under bi-
dimensional emotion model. The experimental study was evaluated from two dimen-
sions of valence and arousal. But there are still many literatures which use the discrete
emotion model. Such as [7], they studied EEG Correlates of Ten Positive Emotions
under discrete emotion model. Ten positive emotions were evaluated respectively. This
paper also uses the discrete emotion model. In addition, out of various mother wavelets
are analyzed and compared in [6], Daubechies (db4) was selected as a mother wavelet
since it had high SNR value (51.37 dB), db4 is also used as the mother wavelet in this
paper.

Traditionally, EEG devices are multi-channel, and some devices even reach 256
channels. DEAP dataset is a most commonly used dataset for emotion analysis, which
still uses 32 EEG channels [8]. Although the accuracy of multichannel EEG devices is
higher, the preparation time is too long and the portability is not enough. The latest
development of single channel, dry electrode EEG sensor technology has aroused the
interest of researchers, because it has higher availability. It can provide the possibility
for use in informal environment such as home or outdoor environment, such as Neu-
roSky’s Single-Channel EEG Sensor for Drowsiness Detection in [9]. This study
analyzed the difference of positive and negative emotions based on 32 channels EEG
signals, two kinds of signals are successfully classified in [10]. Emotion recognition
based on 8 channels EEG signals, these studies utilizing wavelet coefficients in [11].
This paper focused on emotion recognition using single-channel EEG signals.

The rest of this paper is organized as follows: Sect. 2 describes the experimental
process and motivation. Section 3 describes the materials and methods (including
algorithm, acquisition equipment, data acquisition, noise reduction, feature extraction
and classification) used in this paper. In Sect. 4, present the experimental results and
evaluation. It is followed by the conclusion in Sect. 5.

2 Overall Design

2.1 Motivation

Different from the traditional medical wet sensor which needs conductive adhesive, the
device which Mindlink device of MindAsset as a single channel device can be directly
connected to the dry contact when it is used in this paper. The device is so convenient
to use that transmits the data wirelessly via a Bluetooth connection, people can use it in

Table 1. Brain waves classification

Types of wave Frequency range Short description

Delta (d) 0.5 – 4 Hz Adult slow-wave sleep
Theta (h) 4 – 7 Hz Deep relaxation, drowsiness
Alpha (a) 8 – 15 Hz Relaxation, closing the eyes
Beta (b) 16 – 31 Hz Active thinking, focus
Gamma (c) >32 Hz Regional learning
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any place and environment, so more and more people begin to pay attention to and
study it, which is also trend of development in the future.

At present, this equipment has been widely used in health, education, research,
entertainment and other industries, many applications and games have been developed
about the device, such as Mental Fruit Bomb which is the real time first duel players
brainwave game on a smart phone and tablet platform. For the study and compre-
hension of the EEG signal, the analysis of the frequency bands is widely used. In
addition, it is worth noting that emotions are becoming the focus of people’s attention.
Emotion was synonymous to all mankind, studying emotions can help some patients
with mental illness such as depression, and also can help people better manage and
understand their mental health. So, this paper will focus on the above two issues,
focusing on the feasibility of using single channel EEG device for emotion recognition.

2.2 Framework

In this study, we use a single channel EEG device to collect EEG data. General process
as follows: First, we stimulate emotions by watching video, and then we preprocess,
extract feature and classify the collected data segments, finally judge the emotional
state according to the classification results (see Fig. 1). The details of the experiment
are introduced in the next section.

3 Wavelet-Based Emotion Classification Model

3.1 Wavelet-Based Emotion Recognition Algorithm

Participants were asked to sit quietly before and during the experiment. Participants
were also asked to avoid extra actions such as head movement and blinking, in order to
obtain the minimum interference EEG signal during the experiment. Participants
watched Internet videos that stimulated neutral, positive and negative emotions and
recorded the stimulation position. Then segmented EEG signals into 60 s emotional
labeled data include emotion stimulation point. The EEG data is read, saved and
processed using Matlab R2018b.

To acquire the EEG signal we used MindAsset’s MindLink. The sensor samples
neuronal activities with a frequency up to 512 Hz and outputs EEG data at 1 Hz

Fig. 1. Overall flowchart
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frequency, the samples frequency range is 3 Hz to 100 Hz. The position of single
channel point is at the Fp1 of 10–20 system (see Fig. 2) [12]. Under better detection
environment and less interference, the output value of the raw EEG signal will be
between − 300 lV and + 300 lV. However, the value of muscle electrical interfer-
ence signal caused by blinking, eyebrow lifting and head swinging will be less
than − 1000 lV or more than + 1000 lV. So in order to get better raw EEG signal, if
the value is less than − 300 lV or more than + 300 lV, they will be discarded.

Although we try to choose better data in the process of data acquisition, there were
still be noise in the data, so it is necessary to de-noising for the next work. In this study,
using wavelet denoising techniques based on thresholding to removal noise. Daube-
chies (db4) was selected as a mother wavelet. The db4 mother wavelet with decom-
position level of 6 was used to remove the noise, and extremum threshold estimation
rule was selected in the threshold settings (see Fig. 3).

Wavelet transform has lower time resolution and higher frequency resolution at low
frequency, while it has higher time resolution and lower frequency resolution at high
frequency, which is in line with the characteristics of slow change of low frequency
signal and fast change of high frequency signal. Therefore, wavelet analysis is more
suitable for analyzing non-stationary EEG signals than Fourier transform and short-time

Fig. 2. The position of Fp1.

Fig. 3. Using wavelet to reduce noise of EEG signal.
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Fourier transform. According to the principle of wavelet transform, the samples fre-
quency range is 3 Hz to 100 Hz, so the frequency range of the subband is as follows,
where fs is the sampling frequency:
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In this study, the DWT was used to extract features from EEG signal. In the current
research, selected same mother wavelet should be kept in both denoising and decom-
position. So the db4 mother wavelet with decomposition level of 6 was used to feature
extraction. Then, the acquired features were used as the classifier inputs. In this paper,
wavelet transform was used to analyze the time domain feature of EEG signal.
The EEG signals were decomposed to 5 frequency bands by DWT as shown in
Table 2.

MATLAB is a programming platform that to easily produce time series visual-
izations. The classification of this paper is implemented in MATLAB(R 2018b). We
have an imbalanced data collection. So as to improve it we applied some methods to
balance the data. In which we randomly copy the data of minor classes to balance them,
there are 300 balanced data, 100 for each of the three emotions. The train and test sets
were randomly chosen from selected features, 80% of sets as train sets and 20% of sets
as test sets from them respectively. In order to find the best feature for emotion
classification, the classification was done for each sub-band separately and also the full
frequency band were used for classifying data. This paper adopts LIBSVM which
developed by National Taiwan University professor Lin for classification [13, 14]. The
data was normalized and the used Kernel was RBF. In order to choose the best
parameters, we used the grid method on the training data. A 10-fold cross validation
was used to enhance the authenticity of the classifier outputs. In addition, we uses KNN
and K-Means algorithm as comparison. In order to get best accuracy value, we repeated
the classification for data.

Table 2. Decomposition of EEG signals into different frequency bands using DWT.

Frequency band Frequency range Decomposition level

Delta (d) 3 – 4 Hz D6
Theta (h) 4 – 7 Hz D5
Alpha (a) 7 – 13 Hz D4
Beta (b) 13 – 25 Hz D3
Gamma (c) 25 – 50 Hz D2
Noises 50 – 100 Hz D1
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3.2 WLER Algorithm Description

In this paper, we purposed wavelet based emotion recognition algorithm (WLER) to
achieve the purpose of emotion recognition by a single channel EEG device. Firstly,
the collected EEG data is input, and then the input of the classifier is obtained by
wavelet denoising and wavelet decomposition. Finally, the best accuracy and average
accuracy of the classifier is obtained and output by cross validation method. The time
complexity of the algorithm is O (n2). The algorithm of WLER is as follows:

4 Evaluation Analysis

In this paper, using a single channel EEG device to collect our own data, and then use
this data set to carry out our experiment. As a comparison, we use K-means method in
[15] and KNN method in [16]. Import the raw EEG data to IBM SPSS software for
some simple analysis. After observed the bar chart of EEG data, we found that the raw
EEG data accorded with the normal distribution. Then use one-way ANOVA for
analysis, amplitude as de-pendent list, emotion state as factor, and the significance level
P < 0.05 between groups (see Table 3). Further analysis found the significance level
P > 0.05 of negative emotion and positive emotion (see Table 4). The results show that
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only use ANOVA cannot distinguish these three emotions. So we need to use the
classifier to classification the EEG data of three emotional states in next work.

We spliced the EEG signals of negative, neutral and positive emotions one by one,
180 s each, 540 s in total. After wavelet de-noising and wavelet decomposition,
waveforms of 5 frequency bands are obtained. In some samples, we have found that
activate more for positive emotions than negative emotions in the beta and gamma
bands, neutral emotions have lower alpha responses, and the negative emotion have
significant higher delta responses and higher gamma responses (see Fig. 4). A sample
is shown in the figure below, this rule can be observed.

Table 3. ANOVA of the raw EEG data of three emotional states.

Sum of squares df Mean square F Sig

Between Groups 5074.976 2 2537.488 3.113 .045
Within Groups 9437932.273 11577 815.231
Total 9443007.249 11579

Table 4. Multiple comparisons of the raw EEG data of three emotional states.

(I)state (J)state Mean difference(I-J) Std. error Sig Lower bound Upper bound

Negative Neutral
Positive

−1.505*
−.303

.740

.799
.042
.704

−2.96
−1.87

−.05
1.26

Neutral Negative
Positive

1.505*
1.202*

.740

.602
.042
.046

.05
.02

2.96
2.38

Positive Negative
Neutral

.303
−1.202*

.799

.602
.704
.046

−1.26
−2.38

1.87
−.02

The mean difference is significant at the 0.05 level.

Fig. 4. Wavelet decomposition.
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Our method relies on just EEG signals and is not dependent on the other physio-
logical signals, but three kinds of EEG signals are successfully classified. The raw EEG
signal is denoised by wavelet threshold method using mother wavelet db4, then the
EEG signal was decomposed to 5 frequency bands by DWT using mother wavelet db4.
Next, the 5 frequency bands as features were input to the classifier. We compared the
accuracy of the raw signal and the denoised signal; the accuracy after denoising is
significantly higher than that without denoising. So we use the denoised signal for
classification and the classification results are shown in Fig. 5.

Figure 5 shows that the best classification accuracy of WLER, K-NN and K-means
is 91.68%, 76.67% and 49.67%, respectively. The maximum classification accuracy
achieved was 91.68% and average classification accuracy achieved was 84.67% using
the WLER on the full frequency band. This value exceeds the results of most studies,
whether for those who use a considerable number of channels for measurement or those
who use a reduced number of channels. In addition, we also compare the classification
results of different band features in emotional state classification. The results show that
high band has better classification results than low band; gamma band and full fre-
quency band have the best classification results. We also used SJTU Emotion EEG
Dataset (SEED) to test [17]. The accuracy rates of five bands (delta, theta, alpha, beta,
gamma) and total is 54.5%, 58.8%, 60.6%, 54.3%, 54.5%, 54.5%, respectively. Our
data set corresponds to an emotional label every 60 s, and the SEED dataset corre-
sponds to an emotional label every 240 s. However, different data sets tend to conform
to their own emotional labels by our proposed method, which are closely related to the
corresponding data sets themselves and different acquisition equipment. In fact, we
only select the EEG data with obvious emotional performance with a label in 60 s over
our own dataset, so as to get more accurate wavelet features and achieve better results.

0

20

40

60

80

100

Delta Theta Alpha Beta Gamma Total

Ac
cu

ra
cy

(%
)

Frequency Bands

K-Means KNN(K=3) WLER

Fig. 5. The accuracy rate comparison using five frequency bands and full band.
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5 Conclusion

Multi-channel is most used for feature extraction and classifier training, while our
experiment only uses single channel. The research shows that the effectiveness of using
a commercial device such as MindAsset’s MindLink for emotion recognition is
checked. The three kinds of emotions have been successfully classified and obtained
better results using our WLER algorithm by single channel EEG signals. Moreover,
using the high-frequency bands, specifically gamma band, has higher accuracy com-
pared to using low-frequency bands of EEG signal.

To better achieve emotion recognition by single channel, we will focus on this the
experiment with more participants and more experiments in the future. In addition, we
also hope to use other feature extraction methods and classification algorithms to
compare the results with the results of this paper, and use other datasets for comparison
and verification, in order to find the most effective method in similar research. Strive
for accurate and stable emotion recognition through single channel EEG devices, and
then improve the level of human-computer interaction.
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Abstract. For large scale graphs, the graph summarization technique is
essential, which can reduce the complexity for large-scale graphs analysis. The
traditional graph summarization methods focus on reducing the complexity of
original graph, and ignore the graph restoration after summarization. So, in this
paper, we proposed a graph Summarization method based on Dense Subgraphs
(DSS) and attribute graphs (dense subgraph contains cliques and quasi cliques),
which recognizes the dense components in the complex large-scale graph and
converts the dense components into super nodes after deep sub-graph mining
process. Due to the nodes in the dense component are closely connected, our
method can easily achieve the lossless reduction of the summarized graph.
Experimental results show that our method performs well in execution time and
information retention, and with the increase of data, DSS algorithm shows good
scalability.

Keywords: Super nodes � Quasi-cliques � Graph summarization � Dense
subgraph mining

1 Introduction

Most information can be represented and analyzed by graphs, such as social networks,
protein connection networks, knowledge maps (including but not limited to these) and
these graphs will contain billions of the nodes and edges. Mining, management,
maintenance, and other operations on these large-scale graphs will greatly increase the
execution time of these algorithms, and it will be difficult to maintain these large-scale
graphs. So, we need to summarize some of the structures in these large-scale graphs
into super nodes and compress a certain amount of edges to achieve the simplification
of the original graph.

For the graph summarization problem, there are many existing methods. Graph
summarization methods based on grouping technology are: Grass [1], Coarse Net [2],
UDS [3], etc. A more novel approach is UDS [3] method, which uses a method called
zero loss encoding, summarizes its Graph according to this encoding method. Artifi-
cially set a loss threshold to control the loss of the summarized graph relative to the
original graph. However, this method is difficult for lossless restoration. This method
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focuses on the summarization of the graph, and does not consider the relative retention
of most of the original information on the original graph.

There are also some summary methods based on MDL (The Minimum Description
Length Principle) principle, such as the method proposed in [4], to compress bipartite
graphs. The bipartite graph cannot represent the dense relationship between the same
part of the node set. In the process of summarizing the graph, most of the important
dense components in the original graph will be greatly broken. There will be many self-
loops in the summarized graph, and the execution time is too long. There are some
other summarization methods such as [5], whose goal is to influence; [6] whose goal of
summarization is visualization; [7] whose summary goal is that entity resolution and so
on. They are different from our goal.

The performance of the storage, execution algorithms [4], analysis [8–10], and
processing of the summarized post-graph is better than that of original graph. However,
the summarization of graph will cause several problems relative to the original,
including: 1. The summarized graph may introduce false edges; 2. The finished post-
graph may not be restored to the original without loss; 3. The summarized graph may
damage the structure and information of the original graph.

In this paper, we propose a Graph Summarization method based on the Dense
Subgraph (Cliques and Quasi-cliques) (DSS). DSS is to summarize the dense com-
ponents in graph by considering the main ideas of attribute graphs and overlapping
graphs [11], to summarize the dense components into super nodes and connect them
with super edges. In this way, Firstly, we can not only retain most of the structure in the
original graph, but also summary the original graph; Secondly, our method also records
the missing information in the summarized graph, so the summarized graph can be
restored without loss.

As for clique, there are many methods for complete clique mining, such as enu-
meration methods, quickly heuristic enumeration methods, boundary approximation
method [12, 13] and so on. For the problem of maximal quasi-clique mining, the most
classic method is Quick [14] which is an enumeration method. The principle of this
method is to use the DFS solution space tree and many new pruning strategies to find
possible quasi-cliques; However, this algorithm still takes too long to execute and it is
inefficient. Enumerate top-k algorithm [15] is based on the idea of Quick algorithm, and
its main principle is based on the concept of kernel. However, in this method, it must
first find all possible candidate kernels, this process is very time-consuming. In our
method, our main purpose is to summarize the given graph, so that we can reduce the
requirements of the quasi cliques; we set some conditions to limit the number of kernel
search to a certain extent, thereby speeding up the overall quasi-cliques mining time.
The modified version we call L-Enum.
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2 Motivation

The graph summarization technique is to summarize a given graph into a new graph
with relatively few nodes and edges. With the improvement of the summary effect, the
structure of the original graph will be greatly destroyed in the summarized graph. This
makes the results of analyzing the graph data on the summarized graph produce a large
error relative to the original graph.

Figure 1 is the process of the summarization algorithm which is based on 2-hop. It
can be seen from the summary result (b) that most of the important information in the
original graph is destroyed. Such as the set a; b; cf g, a; e; gf g, a; d; gf g with strong
connection has been destroyed in the summarized graph. This not only results in large
errors in the analysis of data and the execution of the algorithm on the summarized
graph, but also makes it impractical to use the summarized graph to represent the
original data.

Therefore, we propose a graph summarization method (DSS) based on dense
subgraphs. This method summarizes dense components into super nodes and connects
these super nodes with super edges. It can not only realize the summarization of the
graph, but also retain the important structure of the original graph.

3 Dense Subgraph Summarization

Given a graph, the graph Summarization method based on Dense Subgraphs
(DSS) summarizes the dense subgraph of the graph: cliques and quasi cliques into
super nodes and connects them by super edges. Meanwhile, the nodes contained in
each super node are recorded by using the attribute graph. In this way, not only the
important structure of the original diagram is retained in the summarized graph, but
also the purpose of summarization is achieved.

Fig. 1. Graph summarization algorithm based on 2-hop: (b) is the summarized graph for (a)

522 L. Wang et al.



3.1 Definition

Given an original Graph G ¼ N;Eð Þ, we use the property Graph SG to represent the
summarized Graph of G. SG ¼ SN; SEð Þ, where the set SN represents the super nodes
set in the summarized graph. SN ¼ s1; s2; . . .; snf g, each super node si has two attribute
fields: node set and loss edges. Node set according to the set of super node contains
all the nodes (the collection may come from k-clique or c- quasi-clique of vertices), and
SN�N. The set SE represents the super edges between the super nodes in the con-
nection summarized graph (SE may contain the old edges in the original graph or the
newly extended edges), SE ¼ se1; se2; . . .; senf g, sei ¼ sj; sk

� �
.

Definition1. SuperNodeSetSN ¼ s1; s2; . . .; snf gwhichcontains all the supernodes.Super
Node Si ¼ idx; node set; loss edgesð Þ in SN, where idx is the index of the super node.
Definition2. Super Edge Set SE ¼ se1; se2; . . .; senf g which contains all the super
edges. Super Edge Sei ¼ Snj; Snk

� �
; connected set

� �
in SE, where connected set is

the overlap of each two super nodes.

3.2 L-Enum Top-K Quasi Clique Algorithm

Currently, there are many methods for complete clique mining, such as enumeration
methods, quickly heuristic enumeration methods, boundary approximation method and
so on. Any complete cliques mining technique can be used here to get the compete
cliques set we want.

As for maximal quasi clique mining, that is a classic NP-Hard problem for it. Since
we only pay attention to the summarization of the original graph, and the requirement
of quasi clique can be slightly reduced. So, we modified the kernel structure search
process based on the Enumerate top-k quasi clique algorithm, so that the whole mining
process can be mined more quickly in the basis of the original algorithm (The opti-
mized version called L-Enum).

Enumerate top-k quasi clique algorithm’s main idea is that a c� quasiclique
usually contains a smaller but denser subgraph (there is a c0 � quasiclique where
c0 [ c). The kernel is the smaller and denser subgraph: c0 � quasiclique. The process
for L-Enum which is based on Enumerate top-k quasi clique algorithm is as follows:

Step1. L-Enum sets the parameters c, c0 and k, where c0 [ c and k which must be
big enough. After repeated experiments, we concluded that when c ¼ 0:8; c0 ¼ 0:9,
our algorithm performed well in execution time and summary rate.
Step2. L-Enum searches the Kernels that is c0 � quasiclique by Quick algorithm. In
the process of Enumerate top-k quasi clique algorithm, it will search all the Kernels
in the given Graph that is a time-consuming process. L-Enum limits the number of
Kernels in this process by any monotonically increasing function. In this paper, the
function is as follow:

f ¼ k � log kþ kpð Þ=2þ kþ kp ð1Þ
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Where kp can be set manually. L-Enum is insensitive to setting k and kp, When
k and kp have different values, the effect of DSS is stable.

Step3. L-Enum expands the Kernels found into c� quasiclique which finds the
maximal quasi cliques that contain each Kernel.
Step4. L-Enum can quickly get the set of quasi cliques that is needed in the graph
summarization process of DSS.

4 Structural Optimization of Large-Scale Graphs

4.1 Super Nodes Transformation

The super node transformation is based on the overlap graph method of hypergraph.
Such as (a) (b) (c) in Fig. 2. Among them (a) includes the nodes a; b; c; d; ef g,
(b) includes the nodes d; e; f ; gf g, then we can express it in the form of (c) in the
overlapping graph (The d; ef g is the overlapping part.). Based on this overlapping
idea, we replace the complete cliques and quasi cliques we found above with corre-
sponding super nodes. As shown in Fig. 3, suppose we find two dense components:
complete clique a; b; c; d; ef g and quasi clique d; e; f ; g; hf g.

Fig. 2. Subgraph (a): N1 ¼ a; b; e; d; ef g; Subgraph (b): N2 ¼ d; e; f ; gf g; Then merge (a) and
(b) into an overlap graph (c)

Fig. 3. DSS method: there are two dense components: complete clique a; b; c; d; ef g and quasi
clique d; e; f ; g; hf g. These two components are summarized into two super nodes and a super
edge.
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(a) DSS summarize the complete clique into super node, and each super node
records all the nodes in the original graph it contains; (b) For the quasi clique situation,
DSS also use the above method to summarize the quasi cliques as the complete cliques.
However, it needs to add an additional attribute records the quasi clique Loss-Edges in
each super node. This attribute records the false edges introduced by the quasi clique
when it acts as a super node. Through this method, it can make DSS restore on the node
without loss.

4.2 Super Edges Transformation

DSS initializes each edge in the original graph to be replaced with a super edge. When
super nodes are replaced, it deletes the nodes in the original graph contained in each
super node and delete all connected edges between these nodes. At the same time, the
edges that are connected to the deleted nodes (that is, neighbors of the deleted nodes
except the edges between the deleted nodes) will also be deleted accordingly. These
neighbor nodes need to be connected to this super node. For all the newly added super
nodes in the summarized graph, DSS uses the overlap between these super nodes as the
basis for connecting them. Each super edge will define an attribute domain: connect-
set, whose set records the overlap between two super nodes.

However, this will cause redundant edges between the super nodes (if redundant
edges are not processed, the number of edges in the summarized graph will exceed the
number of edges in the original graph in some case. This violates our original inten-
tion). Such as, suppose the three super nodes: {1, 2, 3}, {1, 2, 3}, {1, 2, 5}. The same
overlapping part {1, 2} exists between these three super nodes. Theoretically, it needs
to connect these super nodes with 3 super edges which only need two super edges to
represent the connection relationship between these three super nodes in fact. For the
processing if redundant edges, we set up a tracker T when connecting the super nodes.
For each super node, first making a connection of the overlapping part. At the same
time, the tracker T will record the information of all connected edges of this node (i.e.
the overlapping part). When the following super edge connection is performed, if the
super edge already exists in the tracker T, the connection of this super edge is skipped.
In this way, DSS realizes the processing of redundant edges.

4.3 DSS Algorithm

Graph Summarization method based on Dense Subgraphs (DSS) summarizes the dense
subgraphs in the graph into super nodes, which can retain important structures in the
summarized graph. DSS can quickly discover dense subgraphs in large-scale graphs
through L-Enum that can efficiently summarize the large-scale graphs.
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The DSS algorithm details are shown below:

5 Experiment

The experiments were done on a 2.2 GHz Intel(R) Core (TM) laptop with 16 GB main
memory, that were implemented with Python in Windows 10.

Dataset. The data sets of our experiment come from Stanford Large Network Dataset
Collection [16]. The network graphs used in our experiments are all undirected and
unweighted graphs. The real data sets are Ca–GrQc, Ca– HepPh and Ca–AstroPh.
The details of them are shown in Table 1. We compared the experiment with DSS
using the Greedy algorithm [4] and VoG algorithm [17] in terms of original graph
retention and execution time.

Table 1. Datasets details

Data sets Nodes Edges Average clustering coefficient Number of triangles

Ca–GrQc 5242 14496 0.5296 48260
Ca– HepPh 12008 118521 0.6115 3358499
Ca–AstroPh 18772 198110 0.6306 1351441
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Preprocessing of Raw Data. For these three data sets, there are two nodes in each
which represent two nodes on one edge. We first load each edge into graphs and then
remove the duplicate data. Finally, delete the self-cycles in the graphs.

We use the following formula to measure the retention rate and compressibility of
the original graph:

LD ¼ p
Forward SNð Þ=Nð ÞþGama � p Forward SEð Þ=Eð Þ½ �=2 ð2Þ

Among them: Forward SNð Þ represents the reserved nodes in the summarized graph
relative to the original graph, and Forward SNð Þ ¼ SN � SN \N; Forward SEð Þ rep-
resents the reserved edges in the summarized graph, and Forward SEð Þ ¼ SE\E.
Gama is the ratio of edges effects, we set Gama ¼ 1. LD includes the node retention
degree and edge retention degree in the summarized graph, and we take the average to
synthesize the two parts. Besides, Forward SNð Þ and Forward SEð Þ represent the
compressibility of the original graph, LD measures both the retention of the original
information and the compression of the summarization graph.

On the one hand, for the experimental results of Fig. 4 and Fig. 5, it can be seen that
our method is not as good as the Greedy and VoG method within small dataset.
However, after our summary method, the compression rate of the nodes and edges of
the original graph is above 50%; As the number of nodes and edges in the graph
increases, and the dense components in the graph increase, Dss compresses large-scale
graph effect is similar to Vog. Our algorithm shows good scalability.

Here we explain: our summary method sacrifices a certain degree of summary effect
to retain most of the important information in the original picture. (Collect the dense
components into super nodes and save them).

Fig. 4. The number of remaining nodes in the graph after the summary method
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On the other hand, as shown in Fig. 6, the experimental results show that although
the Greed algorithm’s summary effect is very good. However, after Greed summa-
rization, most of the structure in the original graph has been destroyed, making it
impossible to analyze information, execute algorithms and etc. in the already sum-
marized graph. On the contrary, our summary method improves the retention of the
information in the original graph on the basis of a certain summary effect. And the LD
of our method is quite outstanding. As for VoG, with the amount of data increases, its
LD performance is not as good as Dss. Our method is better for large-scale graph data
processing.

Fig. 5. The number of remaining edges in the graph after the summary method

Fig. 6. LD in the summarized graph relative tohe original graph after the summary method.
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Because each of the greedy and VoG methods summarizes the data of the original
graph, the execution time of these two methods is shorter when processing small sets of
data. However, Dss is to extract the dense components in the graph which are easy to
be mined, and then realize the summary of the original graph, thus reducing the
processing time of the original graph. In Fig. 7, as the data set size increases, the
execution time of our method is significantly lower than that of the Greedy and VoG
algorithm. For large data sets, the scalability of our algorithm is good.

6 Conclusion

In this paper, we propose a summary method based on dense subgraphs and attribute
graphs. This method sacrifices a certain degree of summary effect to improve the
retention of the original graph information in the summarized graph. The experimental
part shows that although DSS is not as good as the Greed algorithm in terms of
aggregation effect, its aggregation effect has reached more than half of the original
graph. The biggest advantage of DSS is that its execution time is much faster than
Greed and VoG algorithm. However, on the one hand, the dense components found by
DSS in order to speed up the execution time are low-level, and it does not exhaust all
the quasi-cliques in the graph; on the other hand, DSS only considers the two denseness
of cliques and quasi-cliques Ingredients, without considering other dense ingredients.
Therefore, in future work, we will focus on the application of other dense components
in summarization technology; at the same time, improve the algorithm to find as many
quasi-cliques as possible to improve the summarization effect.
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China (No. 61701104), and by the Science and Technology Development Plan of Jilin Province,
China (No.20190201194JC, and No.20200403039SF).

Fig. 7. The comparison between the execution time of these two algorithms
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Abstract. Three-way decisions, whose extensive application finds relevance in
risk decision making, have become an indispensable tool for handling uncer-
tainty information. This paper investigates the decision-theoretic rough sets
approach in the framework of multi-granulation hesitant fuzzy approximation
space. Primarily, a basic theoretical framework has been developed by com-
bining decision-theoretic with multi-granulation rough sets using three-way
decisions. Thereafter, two types of double parameter rough membership degree
of a hesitant fuzzy set have been constructed based on the multi-granulation
decision-theoretic hesitant fuzzy rough sets, and their basic properties and
relationship are discussed. Further, a modified entropy has been constructed.

Keywords: Multi-granulation hesitant fuzzy rough sets � Rough membership
degree � Uncertainty measure

1 Introduction

The rough set has become an important tool for dealing with uncertain, imprecise and
incomplete information [1]. This has been rectified by generalizing the method of
Pawlak to decision-theoretic rough sets (DTRS) by utilizing Bayesian decision pro-
cedure [2]. The salient features of the DTRS model are conditional probability and loss
function, which play a vital role in determining the thresholds from the given cost
function. DTRSs can be used to compute the required thresholds from the given cost
functions on the basis of minimum Bayesian decision cost procedure. Various gener-
alizations of DTRSs models have been proposed, such as variable precision rough sets
[3], 0.5-probabilistic rough sets [4], among others. As the generalization of the two-
way decisions, the theory of three-way decisions has been proposed in a later work [5].

In the three-way decisions theory, a domain is divided into three disjointed parts
that correspond to the three regions of the Pawlak’s rough set [6]. Considering the
minimum risk, we can generate three corresponding decision rules. According to the
three-way decisions, we can construct rules for the acceptance from the positive region,
rejection from the negative region, and non-commitment from the boundary region.
Thus, the elements, whose decision cannot be made immediately need to be discussed
further. However, the information in real-life applications are often fuzzy, which
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necessitates an intensive study on fuzziness in fuzzy approximation. A novel method to
attribute reduction for fuzzy rough sets has been proposed [7]. The triangular fuzzy
decision-theoretic rough sets have been investigated in a later work [8]. Meanwhile,
different extensions of the fuzzy set have been developed, such as intuitionistic [9],
interval-valued intuitionistic [10], and hesitant fuzzy sets [11]. The hesitant fuzzy sets
(HFSs) as a generalized set, have been intensely discussed with respect to the domain
of decision-making. We take into account the combination of entropy and conditional
entropy and propose a double parameter uncertainty measure in multi-granulation
hesitant fuzzy approximation. To keep the decision of elements in the positive or
negative regions unchanged, a novel reduction has been developed by employing the
proposed uncertainty in consistent decision system. The rest of this paper has been
organized as follows. Certain related notions and results are reviewed in Sect. 2. In
Sect. 3, we define rough membership degrees, and certain ensuing results of consid-
erable interest are presented here. Section 4 concludes the paper.

2 Preliminaries

2.1 Fuzzy Logic Operators and Typical Hesitant Fuzzy Sets

Definition 2.1.1 [14]. An implicator is a function u: [0, 1]2— > [0, 1] satisfying u(1,
0) = 0 and u(1,1) = u(0, 1) = u(0, 0) = 1. An implicatory u is called left monotonic
(resp. right monotonic) if for every a 2 [0, 1], u(.,a) is decreasing (resp. u(.,a) is
increasing). If u is both left monotonic and right monotonic, that is called hybrid
monotonic. For all x,y 2 [0, 1]2, u satisfies x ≦ y u(x, y) = 1; then it follows the
confinement principle (CP principle).

Definition 2.1.2 [11]. Let X = {x1, x2,…, xn}be a finite and nonempty universe of
discourse and H be the set of all finite nonempty subsets of unite [0, 1]; a hesitant fuzzy
set A on X is a function: hA:X- > H which can be expressed as follows:

A ¼ x; hA xð Þh ijx 2 Xf g ð1Þ

where hA(x) denotes the fuzzy membership degrees of the element x 2 X to the set
A. For convenience, h = hA(x) is called a hesitant fuzzy element (HFE) and l(hA(x)) is
the number of values in a HFE hA(x). The set of all the hesitant fuzzy sets on X is
denoted as HFS(X).

In the following parts, for simplicity, all the values in each hA(x) are arranged in
increasing order.

Given a HFE h and a HFS A, some operators are defined as follows [25]:
(1) Lower bounder: h� xð Þ ¼ min h xð Þ,
(2) Upper bounder: hþ xð Þ ¼ max h xð Þ,
(3) hj j ¼ Pn

i¼1 h
i xð Þ.

Definition 2.1.3 [11]. let U be a universe of discourse, an HF relation < on U is an
HFS in U � U, < is expressed by:
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< ¼ x; yð Þ; h x; yð Þh ijx; y 2 Uf g ð2Þ
where h< x; yð Þ : U � U ! 0; 1½ � is a set of some values in [0, 1]. The family of all HF
relations on U � U is denoted by HFR (U).

Definition 2.1.4 [15]. (HM inclusion measure for HFE) Let h1, h2 2 (H, ≦ vH). A real
number Inc ≦ vH (h1, h2)2[0, 1] is called the inclusion measure between h1 and h2, if
Inc ≦ vH (h1, h2) satisfies the following properties:

(TI1) 0� Inc�_H h1; h2ð Þ� 1
(TI2) if h1 �_Hh2, then Inc�_H h1; h2ð Þ ¼ 1
(TI3) if h ¼ 1, then Inc�_H h; hcð Þ ¼ 0
(TI4) if h1 �_Hh2, for any THFE h3 Inc�_H h3; h1ð Þ� Inc�_H h3; h2ð Þ and

Inc�_H h2; h3ð Þ� Inc�_H h1; h3ð Þ
When the partially ordered set (H, ≦vH) is replaced by (THF(X), � vHF), then the

inclusion between any two hesitant fuzzy sets can be defined in the same way.

Definition 2.1.5 [15]. Let h1 = h11; h
2
1; . . .; h

11
1

� �
, h2 = h12; h

2
2; . . .; h

12
2

� �
be two

HFEs, the order ≦vH between h1 and h2 is defined as follows:

h1 �_Hh2 iff
hi1 � hi2; i ¼ 1; 2; . . .; l1; l1 � l2
hl1�l2 þ i
1 � hi2; i ¼ 1; 2; . . .; l2; else

�
ð3Þ

For any two HFSs A and B, A � vHF B iff hA(x) ≦vH hB(x), 8 x 2 X. The ordered set
is denoted as (HF(X), � vHF).

Definition 2.1.6 [15]. Let h1 and h2 be two HFEs, u be an implicator which satisfies
the hybrid monotonicity and CP principle, then Inc≦vH (h1, h2) is an HM inclusion
measure for HFEs under the partial order ≦vH.

Inc�_H h1; h2ð Þ ¼ î
u hi1; h

i
2

� �
; i ¼ 1; 2; . . .; l1; if l1 � l2

î
u hl1�l2 þ i

1 ; hi2
� �

; i ¼ 1; 2; . . .; l2; else

8<
: ð4Þ

Definition 2.1.7 [15]. Let A2(HFS(X), �) be HFSs, < is a hesitant fuzzy relations on
U and u be an implicator which satisfies the hybrid monotonicity and CP principle,
then the inclusion measure Inc x½ �<;A

� �
can be defined as follows:

Inc x½ �<;A
� � ¼

Pn
i¼1

x½ �þ< xið ÞInc�_H x½ �< xið Þ; hA xið Þ� �
Pn
i¼1

x½ �þ< xið Þ
ð5Þ

For convenience, in the following, we let u = uΔ, where uΔ(x, y) = 1 for x ≦ y and
uΔ(x, y) = y/x otherwise, based on TP.
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2.2 Multi-granulation Hesitant Fuzzy Decision Rough Set

Definition 2.2.1. Suppose U;<ið Þ is a multigranulation hesitant fuzzy approximation
space, < ¼ R1;R2; . . .;Rmf g is a multigranulation structure on U, 8 X 2 HF(U), x 2 U,
the novel membership is defined as:

Inc x½ �<;X
� � ¼

Pn
i¼1

x½ �þ< xið ÞInc�_H x½ �< xið Þ; hX xið Þ� �
Pn
i¼1

x½ �þ< xið Þ
ð6Þ

Proposition 2.2.1. Suppose U;<ið Þ is a multigranulation hesitant fuzzy approximation
space, < ¼ R1;R2; . . .;Rmf g is a multigranulation structure on U, 8T �U, x 2 U, then
Inc x½ �<; T

� �þ Inc x½ �<; � T
� � ¼ 1.

Proof According to T is crisp, hT xið Þ ¼ 1 or hT xið Þ ¼ 0. If hT xið Þ ¼ 1, we have
x½ �< xið Þ� _HhT xið Þ, thus Inc�_H x½ �< xið Þ; hT xið Þ� � ¼ 1. If hT xið Þ ¼ 0, according to the
Gaines implicator: uD x; yð Þ ¼ 1 for x� y and uD x; yð Þ ¼ y=x otherwise, based on TP,
thus Inc�_H x½ �< xið Þ; hT xið Þ� � ¼ 0, we can get the same results. So,

Inc x½ �<; T
� �þ Inc x½ �<; � T

� �

¼
Pn
i¼1

x½ �þ< xið ÞInc�_H x½ �< xið Þ; hT xið Þ� �
Pn
i¼1

x½ �þ< xið Þ
þ

Pn
i¼1

x½ �þ< xið ÞInc�_H x½ �< xið Þ; h�T xið Þ� �
Pn
i¼1

x½ �þ< xið Þ

¼
Pn
i¼1

x½ �þ< xið Þ Inc�_H x½ �< xið Þ; hT xið Þ� �þ Inc�_H x½ �< xið Þ; h�T xið Þ� �� �
Pn
i¼1

x½ �þ< xið Þ
¼1

ð7Þ

Definition 2.2.2. Suppose U;<ið Þ is a multigranulation hesitant fuzzy approximation
space, < ¼ R1;R2; . . .;Rmf g is a multigranulation structure on U, the novel degree are
defined as: 8X 2 HF Uð Þ, x 2 U,

x<
X xð Þ ¼ max

m

i¼1
Inc x½ �<;X

� � ð8Þ

Remark 2.2.1. Because of x<
X xð Þþx<

�X xð Þ 6¼ 1, so we let the rough membership
degree of an element x 2 U in X is defined as:
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x<
X xð Þ

x<
X xð Þþx<

�X xð Þ ð9Þ

2.3 Bayesian Decision Procedure Based on Type-1 Multi-granulation
Hesitant Fuzzy Decision Rough Set

In the Bayesian decision procedure, a finite set of states can be written as
X ¼ x1;x2; . . .;xsf g, and a finite set of r possible actions can be denoted by
A ¼ a1; a2; � � � ; arf g. Let P xijxð Þ be the conditional probability of an object x being in
state xj given that the object is described by x. Let k aijxj

� �
denote the loss, or cost, for

taking action ai when the state is xj, the expected loss associated with taking action ai

is given by R aijxð Þ ¼ Ps
j¼1

k aijxj
� �

P xijxð Þ. In classical rough set theory, the approxi-

mation operators partition the universe into three disjoint classes POS(A), NEG(A),
BND(A). Through using the conditional Probability P(X|[x]), the Bayesian decision
procedure can decide how to assign x into these three disjoint regions. The expected
losses of each action for object x 2 U are defined by formulas:

< PjXð Þ ¼ kPPx
<
T xð Þþ kPNx

<
� T xð Þ ð10Þ

< BjXð Þ ¼ kBPx
<
T xð Þþ kBNx

<
� T xð Þ ð11Þ

< NjXð Þ ¼ kNPx
<
T xð Þþ kNNx

<
�T xð Þ ð12Þ

The Bayesian decision procedure suggests the following minimum-risk decision
rules:

(1) If < PjXð Þ�< BjXð Þ and < PjXð Þ�< NjXð Þ, then x 2 POSx Tð Þ;
(2) If < BjXð Þ�< PjXð Þ and < BjXð Þ�< NjXð Þ, then x 2 BNDx Tð Þ;
(3) If < NjXð Þ�< BjXð Þ and < NjXð Þ�< PjXð Þ, then x 2 NEGx Tð Þ.

Now let us consider a special kind of loss function (C0):

kPP � kBP\kNP; kNN � kBN\kPN ð13Þ

Under condition (C0), if x<
T xð Þ ¼ 0, then x 2 NEGx Tð Þ; If x<

�T xð Þ ¼ 0, then x 2
POSw(T);

Further according to Bayesian decision procedure, we have

<ðPjXÞ�<ðNjXÞ
, kPPx

<
T ðxÞþ kPNx

<
�TðxÞ� kNPx

<
T ðxÞþ kNNx

<
� TðxÞ

, x<
T ðxÞ

x<
� TðxÞ

	 kPN � kNN
kNP � kPP

ð14Þ
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<ðPjXÞ�<ðBjXÞ
, kPPx

<
T ðxÞþ kPNx

<
�TðxÞ� kBPx

<
T ðxÞþ kBNx

<
�TðxÞ

, x<
�TðxÞ
x<

T ðxÞ
	 kBP � kPP

kPN � kBN

ð15Þ

Let f ðx; TÞ ¼ x<
T ðxÞ

x<
�T ðxÞ

, then the decision rules can be equivalently rewritten as

follows:

(P1) If f ðx; TÞ	 kPN�kNN
kNP�kPP

and 1
f ðx;TÞ � kBP�kPP

kPN�kBN
, decide x 2 POSxðTÞ;

(B1) If 1
f ðx;TÞ [

kBP�kPP
kPN�kBN

and f ðx; TÞ[ kBN�kNN
kNP�kBP

, decide x 2 BNDxðTÞ;
(N1) If f ðx; TÞ\ kPN�kNN

kNP�kPP
and f ðx; TÞ� kBN�kNN

kNP�kBP
, decide x 2 NEGxðTÞ;

If the loss function still satisfies the following conditions: kPP\kBP\kNP,
kNN\kBN\kPN , then the decision rules an simplified as follows:

(P2) If f ðx; TÞ	 kPN�kNN
kNP�kPP

and f ðx; TÞ	 kPN�kBN
kBP�kPP

, decide x 2 POSxðTÞ;
(B2) If f ðx; TÞ\ kPN�kBN

kBP�kPP
and f ðx; TÞ[ kBN�kNN

kNP�kBP
, decide x 2 BNDxðTÞ;

(N2) If f ðx; TÞ\ kNN�kPN
kPP�kNP

and f ðx; TÞ� kBN�kNN
kNP�kBP

, decide x 2 NEGxðTÞ.
If kPN�kBN

kBP�kPP
	 kBN�kNN

kNP�kBP
, thus we can obtain the decision rules:

(P3) If f ðx; TÞ	 kPN�kBN
kBP�kPP

, decide x 2 POSxðTÞ
(B3) If kBN�kNN

kNP�kBP
\f ðx; TÞ\ kPN�kBN

kBP�kPP
and decide x 2 BNDxðTÞ;

(N3) If f ðx; TÞ� kBN�kNN
kNP�kPP

, decide x 2 NEGxðTÞ.
Let us set a ¼ kPN�kBN

kBP�kPP
; b ¼ kBN�kNN

kNP�kBP
, thus decision rules (P3)–(N3) can be equiva-

lently rewritten as follows:

(P4) If f ðx; TÞ	 a, decide x 2 POSxðTÞ;
(B4) If b\f ðx; TÞ\a, decide x 2 BNDxðTÞ;
(N4) If f ðx; TÞ� b, decide x 2 NEGxðTÞ.
Then the decision-theoretic rough set in multi-granulation fuzzy decision system

can be listed as follows:

xðTÞ ¼ fx : x 2 POSxðTÞg ¼ fx : f ðx; TÞ	 a _ x<
:TðxÞ ¼ 0g

xðTÞ ¼ fx : x 2 U � NEGxðTÞg ¼ fx : f ðx; TÞ[ bg ð16Þ
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3 Uncertainty of Multi-granulation Hesitant Fuzzy Rough
Sets Based on Three-Way Decisions

From the three-way decision viewpoint, if the element in the positive region and
negative region, we can immediately make certain decision. Conversely, if the element
in the boundary region, we cannot immediately make decision or need to defer decision
-making. On the basis of this, we can define an uncertainty measure based on the
decision rules listed in Sect. 2.

3.1 Type-I a, b-Rough Membership Degree

We first define a novel type-Ia; b uncertainty based on three-way decision model in the
multi-granulation hesitant fuzzy sets.

The model of rough membership an element x 2 U in X should satisfy:
(1) When x 2 POSxðXÞ, then <a; b

x ðXÞðxÞ ¼ 1,
(2) When x 2 NEGxðXÞ, then <a; b

x ðXÞðxÞ ¼ 0.
So, we can obtain that the uncertainty is caused by the boundary.

Definition 3.1.1. Suppose ðU;<iÞ is a multigranulation hesitant fuzzy approximation
space, < ¼ <1;<2; � � �;<mf g is a multigranulation structure on membership degree of
an element x 2 U in X is defined as:

<a;b
x ðXÞðxÞ ¼

1;
x<

X ðxÞ
x<

X ðxÞþx<
�XðxÞ

0;

8<
: ;

1
f ðx;XÞ � 1

a;
b\f ðx;XÞ\a;
f ðx;XÞ� b:

ð17Þ

Proposition 3.1.1. Suppose ðU;<iÞ is a multi-granulation hesitant fuzzy approxima-
tion space, < ¼ <1;<2; � � �;<mf g is a set of hesitant fuzzy relations, then

8X; Y 2 HFðUÞ;X�_HFY ) <a;b
x ðXÞ � <a;b

x ðYÞ

Proof. Suppose X�_HFY then 8x 2 U; hXðxiÞ� _HhY ðxiÞ, we have

max
m

i¼1
Incð x½ �<;XÞ ¼ max

m

i¼1

Pn
i¼1

x½ � þ< ðxiÞInc�_Hð x½ �<ðxiÞ; hXðxiÞÞ
Pn
i¼1

x½ �þ< ðxiÞ

� max
m

i¼1

Pn
i¼1

x½ �þ< ðxiÞInc�_Hð x½ �<ðxiÞ; hYðxiÞÞ
Pn
i¼1

x½ �þ< ðxiÞ
¼ max

m

i¼1
Incð x½ �<; YÞ

ð18Þ
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Similarly, maxmi¼1 Incð x½ �<; �XÞ	 maxmi¼1 Incð x½ �<; � YÞ, Then, we have

max
m

i¼1
Incð x½ �<; �XÞ ¼ 0 ) max

m

i¼1
Incð x½ �<; � YÞ

¼ 0;max
m

i¼1
Incð x½ �<;XÞ

¼ 1 ) max
m

i¼1
Incð x½ �<; YÞ ¼ 1

ð19Þ

If f ðx;XÞ	 a ) f ðx; YÞ	 a, thus <a;b
x ðXÞðxÞ ¼ 1 ) <a;b

x ðYÞðxÞ ¼ 1.
If b\ f ðx;XÞ\a, then b\ f ðx;XÞ.

<a;b
x ðXÞðxÞ ¼ x<

X ðxÞ
x<

X ðxÞþx<
�XðxÞ

) 1;
x<

Y ðxÞ
x<

Y ðxÞþx<
� Y ðxÞ

;
f ðx; YÞ[ a;

b\ f ðx; YÞ\a:

�
ð20Þ

And x<
X ðxÞ

x<
X ðxÞþx<

�X ðxÞ
� x<

Y ðxÞ
x<

Y ðxÞþx<
� Y ðxÞ

.

If f ðx; YÞ\b, then <a;b
x ðXÞðxÞ ¼ 0 ) <a;b

x ðYÞðxÞ	 0.
Thus,<a;b

x ðXÞ � <a;b
x ðYÞ.

Proposition 3.1.2. Suppose S ¼ ðU;<iÞ is a multi-granulation hesitant fuzzy
approximation space, < ¼ <1;<2; � � �;<mf g is a set of hesitant fuzzy relations, in
which <i is generated by Ai � AT .

(1) If a2 [ a1, then <a2;b
x ðXÞ � <a1;b

x ðXÞ.
(2) If b2 [ b1, then <a;b2

x ðXÞ � <a;b1
x ðXÞ.

Proof. It is easy to proof by the Definition 3.1.1.

3.2 Type-I η, n-Rough Membership Degree

In order to compare it with the three decision models that are common to us, we can do
a simple transformation. g ¼ kPN�kBN

kPN�kBN þ kBP�kPP
; n ¼ kBN�kBN

kBN�kBN þ kNP�kBP
.

If η > n, we have

f ðx;XÞ	 kPN � kBN
kBP � kPP

, 1
f ðx;XÞ �

kPP � kBP
kBN � kPN

¼ 1
g
� 1 , f ðx;XÞ	 g

1� g
ð21Þ

f ðx;XÞ� kBN � kNN
kNP � kBP

, 1
f ðx;XÞ �

kBP � kNP
kNN � kBN

¼ 1
n
� 1 , f ðx;XÞ� n

1� n
ð22Þ

Definition 3.2.1. Suppose ðU;<iÞ is a multi-granulation hesitant fuzzy approximation
space, < ¼ <1;<2; � � �;<mf g is a multi-granulation structure on U, the Type-Ia; b
rough set membership degree defined as follows:
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<g; n
x Xð Þ xð Þ

1; 1
f ðx;XÞ � g

1�g;
x<

X ðxÞ
x<

X ðxÞþx<
�XðxÞ

; 1
f ðx;XÞ [

g
1�g ; f ðx;XÞ[ n

1�n ;

0; f ðx;XÞ� n
1�n :

8><
>: ð23Þ

Proposition 3.2.1. Suppose ðU;<iÞ is a multi-granulation hesitant fuzzy approxima-
tion space,< ¼ <1;<2; � � �;<mf g is a set of hesitant fuzzy relations, then
8X 2 HFðUÞ;<g;1�g

x ð‘�XÞ ¼ <g;1�g
x ðXÞ.

Proof. Since 8x 2 U.

<g;1�g
x ðXcÞðxÞ ¼

1; 1
f ðx;XÞ � 1�g

g ;
x<

X ðxÞ
x<

X ðxÞþx<
XC

ðxÞ ;
1�g
g \ f ðx;XÞ\ g

1�g ;

0; f ðx;XÞ� 1�g
g :

8>><
>>:

ð24Þ

and

<g;1�g
x ðXcÞðxÞ ¼

1; f ðx;XÞ� 1�g
g ;

x<
XC

ðxÞ
x<

X ðxÞþx<
XC

ðxÞ ;
1�g
g \ f ðx;XÞ\ g

1�g ;

0; 1
f ðX;xÞ � 1�g

g :

8>><
>>:

ð25Þ

thus,

<g;1�g
x ðXcÞðxÞþ<g;1�g

x ðXÞðxÞ ¼
1; f ðx;XÞ� g

1�g ;

1; 1�g
g \ f ðx;XÞ\ g

1�g ;

1; 1
f ðX;xÞ � 1�g

g :

8><
>: ð26Þ

Definition 3.2.2. Suppose ðU;<iÞ be a multi-granulation hesitant fuzzy approximation
system, Type-I g; n-uncertainty measure of a hesitant fuzzy rough set in ðU;<iÞ,
denoted by F<g;n

x ðXÞ is defined as follows:

F<g;n
x ðXÞ ¼ k

�n

Xn
i¼1

ð<g;n
x ðXÞðxiÞ ln<g;n

x ðXÞðxiÞ

þ ð1� <g;n
x ðXÞðxiÞÞ lnð1� <g;n

x ðXÞðxiÞÞ
ð27Þ

Proposition 3.2.2. Let ðU;<iÞ be a multi-granulation hesitant fuzzy approximation
space, where < ¼ <1;<2; � � �;<mf g is a set of hesitant fuzzy relations. If n ¼ 1 � g, X
F<g;n

x ðXÞ ¼ 0 and �X are two crisp, then F<g;1�g
x ðXÞ ¼ 0.
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Proof. Since X is a crisp and definable set, 8x 2 X, we have

<x; gðXÞ ¼ X;<x;1�gð�XÞ ¼ ð�XÞ � x 2 X , x 2 <x;gðXÞ , x 2 x<
X 	 g ð28Þ

x\ �X ¼ ; , x\ �<x;gð�XÞ ¼ ; , x<
�X � 1� g ð29Þ

thus, we conclude that 1
f ðx;XÞ ¼

x<
�XðxÞ
x<

X ðxÞ
� 1�g

g , according to the Definition 3.2.1, we

obtain that <g;1�g
x ðXÞðxÞ ¼ 1

Similarity,8x\X ¼ ;, from <x;gð�XÞ ¼ �X; �<x;1�gðXÞ ¼ ðXÞ. We have

f ðx;XÞ ¼ x<
X ðxÞ

x<
�XðxÞ

� 1�g
g , according to the Definition 3.2.1, we can obtain that

<g;1�g
x ðXÞðxÞ ¼ 0, So 8x 2 U; ð<g;n

x ðXÞðxiÞ ln<g;n
x ðXÞðxiÞþ ð1� <g;n

x ðXÞðxiÞÞ lnð1�
<g;n

x ðXÞðxiÞÞ ¼ 0 thus, F<g;1�g
x ðXÞ ¼ 0

Proposition 3.2.3. Let S ¼ ðU;<Þ be a multi-granulation hesitant fuzzy approxima-
tion space, where < ¼ <1;<2; � � � ;<mf g is a set of hesitant fuzzy relations. If
n ¼ 1� g; 8X � U, then F<g;1�g

x ð�XÞ ¼ F<g;1�g
x ðXÞ.

Proof 8x 2 HFðUÞ, according to the Proposition 3.2.1, we have <g;1�g
x ð�XÞ

ðxÞ ¼ 1� <g;1�g
x ðXÞðxÞ. Then

F<g;1�g
x ð�XÞ

¼ k
�n

Xn
i¼1

ð<g;1�g
x ð�XÞðxiÞ ln<g;1�g

x ð�XÞðxiÞþ ð1� <g;1�g
x ð�XÞðxiÞÞ lnð1� <g;1�g

x ð�XÞðxiÞÞ

¼ k
�n

Xn
i¼1

ð1�<g;1�g
x ð�XÞðxiÞÞ lnð1� Rg;1�g

x ðXÞðxiÞÞþ<g;1�g
x ðXÞðxiÞÞ ln<g;1�g

x ðXÞðxiÞ

¼ F<g;1�g
x ðXÞ

ð30Þ

4 Conclusions

In this paper, we propose the membership degree of an object with respect to a hesitant
fuzzy set in a single granulation fuzzy rough set model. By using the maximal and
minimal membership degrees of an object with respect to a hesitant fuzzy set, we have
given two types of Multi-granulation hesitant fuzzy decision-theoretic rough sets.
Thereafter, we have discussed the decision-theory of Type-1 Multi-granulation hesitant
fuzzy decision-theoretic rough set, using the method of three-way decisions. The Type-
2 Multi-granulation hesitant fuzzy decision-theoretic rough set is similar to the Type-1
rough set model. Finally, we study the reduction and uncertainty measure of Multi-
granulation hesitant fuzzy decision-theoretic rough sets.
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Abstract. Identification of drug-disease associations play an important role for
expediting drug development. In comparison with biological experiments for
drug repositioning, computational methods may reduce costs and shorten the
development cycle. Thus, a number of computational approaches have been
proposed for drug repositioning recently. In this study, we develop a novel
computational model WGMFDDA to infer potential drug-disease association
using weighted graph regularized matrix factorization (WGMF). Firstly, the
disease similarity and drug similarity are calculated on the basis of the medical
description information of diseases and chemical structures of drugs, respec-
tively. Then, weighted K-nearest neighbor is implemented to reformulate the
drug-disease association adjacency matrix. Finally, the framework of graph
regularized matrix factorization is utilized to reveal unknown associations of
drug with disease. To evaluate prediction performance of the proposed
WGMFDDA method, ten-fold cross-validation is performed on Fdataset.
WGMFDDA achieves a high AUC value of 0.939. Experiment results show that
the proposed method can be used as an efficient tool in the field of drug-disease
association prediction, and can provide valuable information for relevant
biomedical research.

Keywords: Drug-disease association � Graph regularization � Matrix
factorization � K-nearest neighbor

1 Introduction

New drug research and development is still a time-consuming, high-risky and
tremendously costly process [1–4]. Although the investment in new drug research and
development has been increasing, the number of new drugs approved by the US Food
and Drug Administration (FDA) has remained limited in the past few decades [5–
7]. Therefore, more and more biomedical researchers and pharmaceutical companies
are paying attention to the repositioning for existing drugs, which aims to infer the new
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therapeutic uses for these drugs [8–11]. For example, Thalidomide, and Minoxidil,
were repositioned as a treatment to insomnia and the androgenic alopecia, respectively
[12–15]. In other words, drug repositioning is actually to infer and discover potential
drug-disease associations [16].

Recently, some computational methods have been presented to identify associa-
tions of drugs with diseases, such as deep walk embedding [17, 18], rotation forest [19–
22], network analysis [23–25], text mining [26, 27] and machine learning [28–31], etc.
Martínez et al. proposed a new approach named DrugNet, which performs disease-drug
and drug-disease prioritization by constructing a heterogeneous network of intercon-
nected proteins, drugs and diseases [32]. Wang et al. developed a triple-layer hetero-
geneous network model called TL-HGBI to infer drug-disease potential associations
[33]. The network integrates association data and similarity about targets, drugs and
diseases. Luo et al. utilized Bi-Random walk algorithm and comprehensive similarity
measures (MBiRW) to infer new indications for existing drugs [34]. In fact, predicting
associations of drug with disease can be transformed into a recommendation system
problem [35–38]. Luo et al. developed a drug repositioning recommendation system
(DRRS) to identify new indications for a given drug [39]. In this work, we develop a
novel computational model WGMFDDA, which utilizes graph regularized matrix
factorization to infer the potential associations between drugs and diseases. The
experiment results indicate that the performance of WGMFDDA is better than other
compared methods.

2 Methods and Materials

2.1 Method Overview

To predict potential associations of drugs with diseases, the model of WGMFDDA
consists of three steps (See Fig. 1): (1) we measure the similarity for drugs and diseases
based on the collected dataset; (2) According to the weighted K-nearest neighbor
profiles of drugs and diseases, the drug-disease association adjacency matrix is re-
established; (3) the graph Laplacian regularization and Tikhonov (L2) terms are
incorporated into the standard Non-negative matrix factorization (NMF) framework to
calculate the drug-disease association scores.

2.2 Dataset

In this study, we obtain the dataset (Fdataset) from Gottlieb et al. [40]. This dataset is
used as the gold standard datasets for identifying drug-disease associations, which
includes 1933 known associations between 313 diseases and 593 drugs [41, 42]. In
order to more conveniently describe the drug-disease associations information, the
drug-disease association adjacency matrix Yn�m is constructed, where n and m are the
number of drugs and diseases, respectively. The element Y i; jð Þ ¼ 1 if drug ri asso-
ciated with disease dj, otherwise Y i; jð Þ ¼ 0. The similarities for drugs and diseases are
obtained from the Chemical Development Kit (CDK) [43] based on SMILES [44] and
MimMiner [45] based on the OMIM [41] database, respectively. In ten-fold cross-

WGMFDDA: A Novel Weighted-Based Graph Regularized Matrix 543



validation experiments, all known associations are random divided into ten equal sized
subsets, in which the training data set occupies 9/10, and the remaining partition is
utilized as the test set.

2.3 Reformulate the Drug-Disease Association Adjacency Matrix

Let R ¼ r1; r2; � � � ; rnf g and D ¼ d1; d2; � � � ; dmf g are the set of n drugs and m dis-
eases. Y rið Þ ¼ Yi1; Yi2; � � � ; Yimð Þ and Y dj

� � ¼ Y1j; Y2j; � � � ; Ynj
� �

are the ith row vector
and jth column vector of matrix Y , respectively. Y rið Þ and Y dj

� �
denote the interaction

profiles of drugs and diseases, respectively. Since many drug-disease pairs with
unknown associations (i.e. the value of these elements in Y is zero) may be potential
true associations, this will affect prediction performance. In order to assign associated
likelihood scores to drug-disease pairs with unknown associations, weighted K-nearest
neighbor (WKNN) is implemented to calculate new interaction profiles of drugs and
diseases [38, 46].

For each drug rp (or disease dq), the novel interaction profile can be calculated as
follows:

Yr rp
� � ¼ 1P

1� i�K SR ri;rp
� �Xk

i¼1 a
i�1 � SR ri;rp

� �
Y rið Þ ð1Þ

or

Yd dq
� � ¼ 1P

1� j�K SD dj;dq
� �Xk

j¼1 a
j�1 � SD dj;dq

� �
Y dj
� � ð2Þ

Fig. 1. Overview of the WGMFDDA framework.
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a 2 0; 1½ � denotes a decay term. SR and SD are the similarity matrices for drugs and
diseases, respectively.

Subsequently, we define the updated association adjacency matrix Y as follows:

Y ¼ max Y ; Yrdð Þ ð3Þ

where

Yrd ¼ Yr þ Ydð Þ=2 ð4Þ

2.4 WGMFDDA

The standard Nonnegative matrix factorization (NMF) aims to find two low-rank
Nonnegative matrices whose product as more as possible to approximation to the
original matrix [36, 47–49]. Y ffi ATB k�min n;mð Þð Þ, A 2 Rk�n and B 2 Rk�m. To
avoid overfitting, the graph Laplacian regularization and Tikhonov (L2) terms are
introduced into the standard NMF model. The objective function of WGMFDDA can
be constructed as follows:

min
A;B

Y � ATB
�� ��2

F þ k
Xn

i� j
ai � aj

�� ��2SR�ij þ
Xm

i� j
bi � bj

�� ��2SD�ij
� �

þ b Ak k2F þ Bk k2F
� �

s:t:A	 0;B	 0
ð5Þ

where �k kF denotes the Frobenius norm. k and b are the regularization parameters. aj
and bj are jth column of matrices A and B, respectively. SR� and SD� denote the sparse
similarity matrices for drugs and diseases, respectively.

According to the spectral graph theory, the p-nearest neighbor graph can preserve
the intrinsic geometrical structure of the original data [46]. Therefore, p-nearest
neighbors is utilized to construct the graphs SR� and SD�. The details are as follows:

WR
ij ¼

1 i 2 Np rj
� �

&j 2 Np rið Þ
0 i 62 Np rj

� �
&j 62 Np rið Þ

0:5 otherwise

8><
>:

ð6Þ

where Np rið Þ and Np rj
� �

denote the sets of p-nearest neighbors of ri and rj respectively.
Then, we define the sparse matrix SR� of drug as follows:

8i; j SR�ij ¼ SRijW
R
ij ð7Þ

Similarly, the sparse matrix SD� of disease can be expressed as follows:

8i; j SD�ij ¼ SDij W
D
ij ð8Þ
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The Eq. (5) can be written as:

min
A;B

Y � ATB
�� ��2

F þ kTr ALrAT
� �þ kTr BLdBT

� �

þ b Ak k2F þ Bk k2F
� �

s:t:A	 0;B	 0
ð9Þ

Here, Lr ¼ Dr � SR� and Ld ¼ Dd � SD� are the graph Laplacian matrices for SR�

and SD�, respectively. Dr i; ið Þ ¼P
p S

R�
ip and Dd j; jð Þ ¼P

q
SD�jq are diagonal matrices,

Tr �ð Þ denotes the trace of matrix.
In order to optimize the objective function in Eq. (9), the corresponding Lagrange

function Hf is defined as:

Hf ¼ Tr YYT
� �� 2Tr YBTA

� �þ Tr ATBBTA
� �þ kTr ALrA

T
� �þ kTr BLdB

T
� �

þ bTr AAT
� �þ bTr BBT

� �þ Tr UAT
� �þ Tr WBT

� � ð10Þ

In which, U ¼ /kif g and W ¼ wkj

� �
are Lagrange multipliers that constrain aki	 0

and bkj	 0, respectively. We calculate @Hf

@A and @Hf

@B as follows:

@Hf

@A
¼ �2BYT þ 2BBTAþ 2kALr þ 2bAþU ð11Þ

@Hf

@B
¼ �2AY þ 2AATBþ 2kBLd þ 2bBþW ð12Þ

After using Karush–Kuhn–Tucker (KKT) conditions /kiaki ¼ 0 and wkjbkj ¼ 0, the
updating rules can be obtained as follows:

aki  aki
BYT þ kASR�

bAþ kADr þBBTA
ð13Þ

bkj  bkj
AY þ kBSD�

bBþ kBDd þAATB
ð14Þ

The predicted drug-disease association matrix is obtained by Y� ¼ ATB. Generally,
the larger the element value in predicted matrix Y�, the more likely the drug is related to
the corresponding disease.

3 Experimental Results

In this study, the model of WGMFDDA has six parameters that determine by grid
search. The ROC curve and AUC value are widely used to evaluate the predictor [50–
54]. WGMFDDA produces best AUC values when P ¼ 5, K ¼ 5, a ¼ 0:5, k ¼ 160,
k ¼ 1 and b ¼ 0:02. We implement ten-fold cross-validation (CV) experiments on the
Fdataset and compare it with the previous methods: DrugNet [32], HGBI [33], MBiRW
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[34] and DDRS [39]. To implement 10-CV experiment, all known drug-disease
associations in Fdataset are random divided into ten equal sized subsets. the training
data set occupies 9/10, while the remaining partition is utilized as the test set. As shown
in Fig. 2 and Table 1, WGMFDDA achieves the AUC value of 0.939, while DrugNet,
HGBI, MBiRW and DDRS are 0.778, 0.829, 0.917and 0.930, respectively. This result
shows that compared with DDRS, MBiRW, HGBI and DrugNet, WGMFDDA obtains
the best performance.

4 Conclusions

The purpose of drug repositioning is to discover new indications for existing drugs.
Compared to traditional drug development, drug repositioning can reduce risk, save
time and costs. In this work, we present a new prediction approach, WGMFDDA,
based on weighted graph regularized matrix factorization. The proposed method casts
the problem of inferring the associations between drugs and diseases into a matrix
factorization problem in recommendation system. The main contribution of our method
is that a preprocessing step is performed before matrix factorization to reformulate the
drug-disease association adjacency matrix. In ten-fold cross-validation, experiment
results indicate that our proposed model outperforms other compared methods.

Fig. 2. The ROC curves of WGMFDDA on Fdataset under ten-fold cross-validation.

Table 1. The average AUC values of WGMFDDA and other compared methods on Fdataset.

Methods DrugNet HGBI MBiRW DDRS WGMFDDA

AUC 0.778 0.829 0.917 0.930 0.939
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Abstract. Word embedding is one of the natural language processing. It is
designed to represent the entities and relations with vectors or matrix to make
knowledge graph model. Recently many related models and methods were
proposed, such as translational methods, deep learning based methods, multi-
plicative approaches. We proposed an embedding method by unlink the relation
of head and tail entity representation when these two are the same entity. By
doing so, it can free the relation space thus can have more representations. By
comparing some typical word embedding algorithms and methods, we found
there are tradeoff problem to deal with between algorithm’s simplicity and
expressiveness. After optimizing the parameter of our proposed embedding
method, we test this embedding on the HMN model, a model used to generate
auto-judge system in the law area. We carefully replaced the encoder part of the
model using our embedding strategy, and tested the modified HMN model on
real legal data set. The result showed our embedding method has some privi-
leges on performance.

Keywords: Word embeddings � Machine learning � Crime classification

1 Introduction

The idea of using AI as the judge of law cases has a long history. In 1958, Lucien Mehi
has purposed the automatic problem of AI world [16]. Afterwards, many researches
were being developed. And in 1980s, the joint disciplines researches of AI and Law
had come to its prosperity. In the early stages, people focused on developing AI with
similar logic used in law, which emphasize the mechanism and tool of reasoning,
representing, known a rule-based reasoning (RBR). This has the same idea with the
NLP field. In 1980s researchers realized the complex attributes of natural language, and
the law information retrieval method was put out. Experienced the basic stage of using
keyword searching in AI, Carole Hafner proposed her novel method of semantic net
representations. And many law expert system were build, but there were one flaw that
matters, which mainly due to the openness nature of law suit predicate. While these
reasoning systems based on rules continued to be developed, the other way using case
to do reasoning appeared, which is called cased-based reasoning (CBR). Rissland
developed the HYPO system, which was taken to be the first real CBR system in AI
and Law. This research stream attracted many interests. To combine the benefits of
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RBR and CBR, Rissland proposed the CABARET system, a reasoned using hybrid of
CBR-RBR. CABARET can dynamically apply RBR and CBR, rather than serially call
it in a fixed order. With all these efforts, it is broad consensus that automatically
representation of law entity and concept searching are the core target of AI in law. But
due to the limitation of data sparsity, most AI law models were far from success.

With the deep learning method developed in recent years, many researches are
working on building legal AI models using NLP pre-trained models based on deep
learning technique, trained and generated from big dataset of real legal documents.
With the great progress made in the field of natural language processing, especially in
the language model, such as ELMo, BERT, GPT-2, etc., the application of knowledge
graph has been greatly developed. The legal artificial intelligence based on knowledge
map can be used as a trial assistant in the ODR scene, providing accurate reference.
Multitasking learning is a hot topic in the field of deep learning in the last two years,
refers to training data from a number of related tasks, through sharing the represen-
tation of related tasks, can make the model can have a better generalization, Xin Zhou
and so on, the study of the network transaction dispute cases of legal artificial intel-
ligence application, combined with deep learning end-to-end and representation
learning characteristics, through the legal judgment model and dispute resolution model
joint training, to obtain end-to-end multi-task learning model. In addition, the study is
important through joint learning, ODR can provide important legal data, is seen as an
effective solution to the sparseness of legal data. The technology has been piloted in the
Hangzhou Internet Court. Liu Zonglin and others noticed that the crime prediction and
legal recommendation are important sub-tasks of legal judgment prediction, and pro-
posed to use multi-task learning model to model the two tasks jointly, and to integrate
the crime keyword information into the model, which can improve the accuracy of the
model for these two tasks.

In the field of legal intelligence question-and-answer, especially legal advice, there
is sometimes a need to answer questions that do not depend on a certain fact, and gayle
McElvain has studied and established the West Plus system to provide question-and-
answer capabilities by using IR and NLP technologies rather than relying on a struc-
tured knowledge base. This is a continuation of the idea of legal concept search. Due to
the large degree of data openness, Chinese’s study of automatic trial prediction is
relatively active, limited by policy and other reasons, other languages are relatively
few, Ilias Chalkidis and other 40, combined with the data of the European Court of
Human Rights, set up a deep learning model based on the BERT language model, in
the binary classification, multi-label classification, case importance prediction and other
aspects of the traditional feature-based model, relatively speaking, the traditional fea-
ture model is more comprehensible, in addition, The study further discusses the bias of
the model. Haoxi Zhong and others discuss the application of topological learning in
trial prediction, in the actual legal trial, the trial is generally composed of several sub-
tasks, such as application of laws, charges, fines, sentences, etc., based on the
dependence between sub-tasks, the establishment of topological mapping, and thus the
construction of trial models. In recent years, natural language processing has made
great progress in the field of general reading comprehension, such as BERT model
application, attention mechanism, Shangbang Long and so on, studied the problem of
legal reading comprehension, according to the description of facts, complaints and
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laws, according to the judge’s working mechanism, to give predictions, and thus to
achieve automatic prediction. Wenmin Yang and other research based on the topo-
logical structure of sub-tasks, combined with the attention mechanism of word
matching, proposed a deep learning framework, the model performance obtained to
obtain a greater improvement.

The application of artificial intelligence in law is promising, and its important
foundation is machine learning and natural language processing. At present, natural
language processing technology is in the process of continuous development, has been
or is being applied in the field of machine translation, reading comprehension, auto-
mated question-and-answer and auxiliary creation. Based on the development of NLP,
Google first introduced a knowledge map in May 2012, and users will see smarter
answers, i.e. more structured physical knowledge, in addition to getting links to search
pages. Then the major search engine companies have followed up, such as China’s
Baidu “heart”, so on the search dog “search cube” and so on. A typical large-scale
knowledge map, such as Wikipedia, has more than 22 million terms, making it the sixth
most visited site in the world. Freebase contains 39 million entities and 1.8 billion
entity relationships. There are many similar knowledge maps. In addition to the large-
scale general knowledge base, there is also a specialized domain knowledge base, the
so-called vertical domain. Knowledge in vertical areas complements and strengthens
large-scale knowledge bases, which in turn can be established. Unlike intelligent image
processing technology in the field of artificial intelligence, natural language processing
is closely related to scenes. The current large-scale mature commercial knowledge map
focuses on the broad sense of web data knowledge, for a specific vertical areas can not
be all-encompassing, which is the core interests of professional search engine com-
panies and technical difficulty decision. High-quality training and testdata collection is
difficult in specific vertical areas, data is not freely available in some areas, the number
of users is relatively small, and user experience is difficult to collect. It is not difficult to
find that in the legal field, the current advantage is the long-term policy of artificial
intelligence at the national level, but the application of the scene driving force is still
insufficient, the lack of high-quality training data and user stability of the general needs
are important reasons.

At present, knowledge mapping technology is an important method to realize
artificial intelligence. Knowledge map itself has the form of structural map, the current
research of knowledge map mainly focuses on knowledge representation learning and
knowledge map embedding, knowledge representation is moving towards a more up-
level culture, intelligent and semantic direction. Some progress has been made in recent
years in the knowledge map method, which is related to the complex reasoning of
knowledge map event timing, reasoning and causality. The Markov logical network is
combined with kgE to take advantage of logical rules, taking into account their
uncertainties. The interpretability of knowledge representation, injection and reasoning
is the key issue in the application of real legal artificial intelligence. In the field of
knowledge mapping, knowledge migration is carried out using sparse vectors and
explained by attention visualization. By using embedded path search to generate
explanations of link predictions, the interpretation scheme of knowledge maps is
explored. Further research is yet to be developed.
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2 Related Works

In this section, we briefly listed the related models in knowledge graph embeddings.
Due to the space limitation we mainly discuss two kinds of method. One the transla-
tional method. The other is tensor factorization method.

TransE firstly purposed projecting the entities into the same space, where the
relation can be taken as a vector from head entity to tail entities. Formally, we have a
triple (h, r, t), where h; r; t 2 R

k, h is the head entity vector, r is the relation vector and t
is the tail entity vector. The TransE model represents the a relationship by a translation
from head entity to tail entity, thus it holds hþ r � t. By minimizing the score function
f h; r; tð Þ ¼k hþ r � t k22, which means h + r is the closest to t in distance. This rep-
resentation has very clear geometric meaning as it showed in Fig. 1.

TransH was proposed to address the issue of N-to-1, 1-to-N and N-to-N relations. It
projected (h, r, t) onto a hyperplane of wr, where wr is the hyperplane normal vector of
r. TransR noticed both TransE and TransH took the assumption that embeddings of
entities and relations are represented in the same space R

k. And relations and entities
might have different semantic meaning. So TransE suggest project entities and relations
onto different spaces in representation, respectively. The score function will be mini-
mized by translating entity space into relation space.

There are some other models like Unstructured Model, which is a simplified
TransE. It suppose that all r = 0; Structured Embedding, it adopted L1 as its distance

Table 1. Entity and relation embedding models: embeddings and score functions

Model
name

Embeddings Score function s(h, r, t)

Neural
Tensor
Network
(NTN)

Mr;1;Mr;2 2 R
k�d , br 2 R

k u>r g h>MrtþMr;1hþMr;2tþ br
� �

Latent
Factor
Model
(LFM) [10]

h>Mrt

Semantic
Matching
Energy
(SME)

M1;M2;M3;M4 are weight
matrices, � is the Hadamard
product, b1; b2 are bias vectors

M1hð Þ � M2rð Þþ b1ð Þ> M3tð Þ � M4rð Þþ b2ð Þ

TranE [1] h; r; t 2 R
k k hþ r � t k

TransH [5] h; t 2 R
k;wr; dr 2 R

k k h� w>
r hwr

� �þ dr � t� w>
r twr

� � k
TransD h; hp 2 R

k
� �

for entity h,

t; tp 2 R
k

� �
, for entity t,

r; rp 2 R
d

� �
for relation r

k hþ h>p hrp
� �

þ r � tþ t>p trp
� �

Þ k

TransR [2] h; t 2 R
k; r 2 R

d;Mr 2 R
k�d ,

Mr is a projection matrix
k Mrhþ r �Mrt k
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measure since it has two relation-specific matrices for head and tail entities; Neural
Tensor Network (NTN), which has some complexity that makes it only suit for small
knowledge graphs. For the convenience of comparison, we listed the embeddings and
score functions of some models in Table 1.

In Table 2, the constraints of each models are presented. As we should point out
that with the models developed, the embeddings and constraints actually become more
complicated. One thing is sure that if the model is more complicated, the computation
cost goes higher. This problem should be carefully considered in related algorithm
design.

Also there are ways of freeing limitation on the entity embeddings. The main idea is
to let head and tail embedding representation independent on each other. We give a
possible implementation method here, as showed in Fig. 2.

Table 2. Entity and relation embedding models: constraints

Model
name

Constraints

TranE h; r; t 2 R
k

TransH h; t 2 R
k;wr; dr 2 R

k

TransD h; hp 2 R
k

� �
for entity h, t; tp 2 R

k
� �

, for entity t, r; rp 2 R
d

� �
for relation r

TransR h; t 2 R
k; r 2 R

d ;Mr 2 R
k�d , Mr is a projection matrix

Tail Entity 
Space 

Head Entity 
Space 

Relation Space

Fig. 1. A simple illustration of entity and relation spaces in embeddings model, where the space
dimensions k, l and d might not be the same between any two spaces.
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For each triple (h, r, t), h 2 R
k; t 2 R

l;whiler 2 R
d . Here k, l and d can be different.

For the sake of calculation, like in TransR and TransE, we project head entities and tail
entities into relation space. The projected vectors of head entities and tail entities are
defined as

hr ¼ hMhr; tr ¼ tMtr ð1Þ

Where Mhr 2 R
k�d;Mtr 2 R

l�d are transition matrix.
Routinely the score function is thus defined as

fr h; tð Þ ¼k hr þ r � tr k22 ð2Þ

And there are also constraints on the norms of embeddings h, r, t and the transition
matrix. As it showed below

8h; r; t; k h k2 � 1; k r k2 � 1; k t k2 � 1; k hMhr k2 � 1; k tMhr k2 � 1 ð3Þ

The Canonical Polyadic method in link prediction take the head and tail entities by
learning independently. After nalyzing the negative side of independency, the Simple
model simplified the freedom limitation of Canonical Polyadic decomposition. It let the
two kind entities learn dependently, while both of them have the same idea that using two
embedding representation for each one entity while it could take head or tail position.

3 Training Method

The transitional methods generally adopte margin-based score function, as showed in
follow equation.

L ¼
X

h;r;tð Þ2S

X

h0;r;t0ð Þ2S0
max 0; fr h; tð Þþ c� fr h0; t0ð Þð Þ ð4Þ

where max(x, y) aims to get the maximum between x and y, c is the margin, S is the set
of correct triples and S’ is the set of incorrect triples.

The optimization method is using stochastic gradient descent (SGD), while other
method may have a little bit training performance difference. Here the h and t may
come from different weight list for one entity.

The SimplE defined a function f h; r; tð Þ ¼ h; r th i. The h; rth i is defined to be

h; rth i def Pd

j¼1
h j½ � 	 r j½ � 	 t j½ �, for the brevity, h; r; th i def v
 wð Þ � x, where the 
 is

Hadamrd multiplication (element-wise), the � stands for dot product. The optimization
object is to minimize each batch with

P
softplus �l � h; rth iþ khð Þ, here k is the model

hyper-parameter and h is the regularization factor, softplus ¼ log 1þ exð Þ is a softened
relu function. In addition, the l is in {−1, 1}, which is the labeled result.

For the translational method, take TransE for example, to make the predication
model work, the parameters mainly are {hk�d, rn�dg. If we free the ties between head
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entity and tail entity for an entity, a tk�d also is needed to represent the tail entity, for
simplicity, assuming the 3 types has same embedding dimension. Let us consider the
size of weight parameters in SimplE. We can rewrite parameter spaces here,
parameter ¼ fhk�d; rn�d; rn�d ; tk�dg. As a comparison, the TransE method has a
smaller weight spaces in size. Roughly, the SimplE’s weight size is about twice as the
TransE’s if we specify the two embedding size for the same dimension. It could be an
important factor that can weaken TransE’s expressiveness. If we simply try to increase
TransE’s embedding size to improve the expressiveness, it might cause problem of
overfitting, which is not wanted. Generally there are no perfect theoretical result in
deciding how the dimension d should be in this sort of problem. The parameter n, k are
characters of the specified training data. Consider if the Knowledge Graph can grow, n,
l, k can be very different. Thus it will generate performance impact on a trained model.

4 Combining Word Embedding in Multi-label Classification
in Crime Classification

Consider a scenario in law using AI to judge. A law may have many articles. To decide
a judgement of a fact violation of law, we can do the supervised learning from labeled
data. In literature [13] a hierarchical matching network is proposed to build a training
their model. Formally, let F ¼ f1; f2; . . .:f Fj j

� �
denote all the facts, Wf1 ¼

w1;w2; . . .;wkf g denote all words in a fact f1, L = {l1, l2, …, l|L|} denote all the law,
and A = {a1, a2,…, a|A|} denote all the articles []. In HMN model, the mission is to
evaluate a relevance score of a fact related to all laws and their articles.

In encoder layer, unlike original HMN model, we represent articles and facts by
averaging word embedding representation instead of bag-of-words.Thus h(f) = AVG
(Wf1(1), Wf2(2),…,), and Vf = [hf(1), hf(2),…, hf(n)]. Hf(t) is the representation at time t,
which are obtained by GRU.

Fig. 2. An illustration of HMN model [13]
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hf tð Þ ¼ GRU vt : t 2 x; vt 2 V ; hf t � 1ð Þ� �
: ð5Þ

We adopt the rest of HMN model. In decomposition layer, the similarity between
law and article is measured by cosine metric. For the optimization method, we tried
both Adam and random gratitude ascend.

5 Experiment and Result

Firstly, we evaluate our embedding ethods with two typical knowledge graphs, built
with Freebase [8] and WordNet [9]. These two datasets are chosen in the same way
with SimplE [13] and other embedding models. The statics of the datasets is showed in
Table 3. This step is to fix the optimization of our embedding settings. To get the
optimized dimension size of the embedding, we tested size from 50 to 200, and set 150
as the embedding parameter in HMN model test.

Secondly, we conduct empirical experiments in HMN model on crime classification
task. Here is the experimental settings in Table 4. We conduct our empirical experi-
ments on the real-world legal datasets, i.e., Fraud and Civil Action dataset, which has
17160 samples. The Statistics of the dataset is described in Table 5. The learning rate,
as suggested in HMN, is set to be 0.0005.

We compared the performance of our embedding method with the original BoW in
HMN.

Table 3. Datasets statics

Dataset #Rel #Ent #Train #Valid #Test

FB15k 1,345 14,951 483,142 50,000 59,071
WN18 18 40,943 141,442 5,000 5,000

Table 4. Experiment filtered results on WN18 of SimplE

Embedding
dimension size

fil_mrr fil_hit@1 fil_hit@3 fil_hit@10

50 0.8154 0.7281 0.9019 0.9372
100 0.9326 0.926 0.9391 0.9392
150 0.93832 0.937 0.9395 0.9398
200 0.938574 0.9373 0.9395 0.9405
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From Table 6. it can be found that our embedding strategy can have some positive
effects on the performance. On performance of macro-P and Jaccard, our method can
achieve higher value while using the original simple BoW strategy can have better
performance in terms of macro-R and macro-F.

6 Conclusion

In this paper, we researched the word embedding algorithms. After we carefully
investigated the typical algorithms, TransE and SimplE, we optimized our embedding
strategy by unlink the head and tail entity. By do so, the expression in entities has been
richen and get more freedom. To illustrate the result of our embedding method, we
adopt our embedding method to provide the input of encoder in HMN model, which
was developed for the purpose of auto judge in AI and law area. By testing the
performance on real data set, we can find our embedding method has some privileges in
result. Our work is very preliminary and there still some problem remained to be
settled. In the future, we will test on more dataset in terms of scale and variety, and try
to deep optimize some strategy adopted by HMN to get better performance. Also more
models are considered to be taken using our embedding strategy.

References

1. Bordes, A., Usunier, N., Garcia-Duran, A., Weston, J., Yakhnenko, O.: Translating
embeddings for modeling multi-relational data. In: NIPS, pp. 2787–2795 (2013)

2. Lin, Y., Liu, Z., Sun, M., Liu, Y., Zhu, X.: Learning entity and relation embeddings for
knowledge graph completion. In: AAAI, pp. 2181–2187 (2015)

Table 5. Statistics of experiment data set [14]

Dataset #Fact #Laws #Articles AVG fact
description
size

AVG article
definition
size

AVG law
set size
perfact

AVG article
set size
perfact

Fraudand
Civil
Action

17,160 8 70 1,455 136 2.6 4.3

Table 6. Results and performance comparison

Dataset Macro-P Macro-R Macro-F Jaccard Model
Fraud and Civil
Action

65.2 30.6 43.3 67.5 HMN using BoW
67.4 28.1 40.2 69.3 HMN using our

embedding

Word Embedding by Unlinking Head and Tail Entities 563



3. Niu, X.-F., Li, W.-J.: ParaGraphE: a library for parallel knowledge graph embedding. arXiv:
1703.05614v3 (2017)

4. Recht, B., Re, C., Wright, S., Niu, F.: Hogwild: a lock-free approach to parallelizing
stochastic gradient descent. In: NIPS, pp. 693–701 (2011)

5. Wang, Z., Zhang, J., Feng, J., Chen, Z.: Knowledge graph embedding by translating on
hyperplanes. In: AAAI, pp. 1112–1119 (2014)

6. Xiao, H., Huang, M., Yu, H., Zhu, X.: From one point to a manifold: knowledge graph
embedding for precise link prediction. In: IJCAI, pp. 1315– 1321 (2016)

7. Zhao, S.-Y., Zhang, G.-D., Li, W.-J.: Lock-free optimization for nonconvex problems. In:
AAAI, pp. 2935–2941 (2017)

8. Miller, G.A.: Wordnet: a lexical database for english. Commun. ACM 38(11), 39–41 (1995)
9. Bollacker, K., Evans, C., Paritosh, P., Sturge, T., Taylor, J.: Freebase: a collaboratively

created graph database for structuring human knowledge. In: Proceedings of KDD,
pp. 1247–1250 (2008)

10. Jenatton, R., Roux, N.L., Bordes, A., Obozinski, G.R.: A latent factor model for highly
multi-relational data. In: Proceedings of NIPS, pp. 3167–3175 (2012)

11. Ji, G., He, S., Xu, L., Liu, K., Zhao, J.: Knowledge graph embedding via dynamic mapping
matrix. In: ACL, pp. 687–696 (2015)

12. Singhal, A.: Introducing the knowledge graph: things, not strings. Google Official Blog.
16 May 2012. Accessed 6 Sep 2014

13. Kazemi, S.M., Poole, D.: Simple embedding for link prediction in knowledge graphs. In:
Advances in Neural Information Processing Systems (2018)

14. Wang, P., Fan, Y., Niu, S., Yang, Z., Zhang, Y., Guo, J.: Hierarchical matching network for
crime classification. In: Proceedings of the 42nd International ACM SIGIR Conference on
Research and Development in Information Retrieval, SIGIR’2019, Paris, France (2019)

15. Wang, P., Yang, Z., Niu, S., Zhang, Y., Zhang, L., Niu, S.: Modeling dynamic pairwise
attention for crime classification over legal articles. In: The 41st International ACM SIGIR
Conference on Research and Development in Information Retrieval, SIGIR 2018, Ann
Arbor, MI, USA, pp. 485–494 (2018)

16. Mehl, L.: Automation in the Legal World, Conference on the Mechanisation of Thought
Processes held at Teddington. England (1958)

564 Q. Huang and W. Ouyang

http://arxiv.org/abs/1703.05614v3
http://arxiv.org/abs/1703.05614v3


Recent Advances in Swarm Intelligence:
Computing and Applications



A Novel Hybrid Bacterial Foraging
Optimization Algorithm Based
on Reinforcement Learning

Ben Niu1,2, Churong Zhang1, Kaishan Huang2(&), and Baoyu Xiao1

1 College of Management, Shenzhen University, Shenzhen 518060, China
drniuben@gmail.com, churong97@163.com,

winsonxiao2019@163.com
2 Great Bay Area International Institute for Innovation, Shenzhen University,

Shenzhen 518060, China
467778995@qq.com

Abstract. This paper proposes a novel hybrid BFO algorithm based on rein-
forcement learning (QLBFO), which combines Q-learning with the improved
BFO operators. In the QLBFO algorithm, under the guidance of Q-learning
mechanism, each bacterium has the chance to adaptively choose appropriate one
from three chemotaxis mechanisms to adjust step size. In addition, to maintain
the diversity of the whole bacterial population and promote the convergence
speed of the algorithm, we also improved two operators. On the one hand, we
add the learning communication mechanism in the chemotaxis operator, which
can make the bacterium learn from the current best one during the searching
process. On the other hand, to alleviate the premature problem, a novel mech-
anism is adopted into the process of elimination and dispersal for each bac-
terium. Finally, experimental results show that the proposed QLBFO performs
better than four compared algorithms.

Keywords: Bacterial foraging optimization � Q-learning � Reinforcement
learning � Chemotaxis

1 Introduction

The Optimization problem is one of the most common problems in academic research
and industrial engineering practice [1]. With the progress of science and technology,
the real problems have become more and more complex. At the same time, how to
solve complex practical problems has become a hot research topic. To solve these
problems, scholars have proposed a series of heuristic optimization algorithms, such as
evolutionary algorithms, swarm intelligence optimization algorithms, and so on.
Compared with the traditional optimization methods, the heuristic optimization algo-
rithms can obtain the approximate optimal solution with better efficiency and
effectiveness.

Swarm intelligence optimization algorithms are a kind of random search algo-
rithms, which are inspired by the social behavior of biology as well as the natural
foraging phenomenon. So far, scholars have proposed diverse swarm intelligence
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algorithms including particle swarm optimization (PSO) [2], ant colony optimization
algorithm (ACO) [3], and so on. Moreover, owing to the good robustness and the
outstanding global search capability, in recent years, this kind of methods have been
obtained widespread attention in the public and have been broadly applied into various
practical fields, e.g. feature selection [4] and job-shop scheduling [5].

As a member of swarm intelligence optimization algorithm, Bacterial foraging
optimization algorithm (BFO) [6] is inspired by the foraging activities of E. coli. It
mainly consists of three operators: chemotaxis, reproduction, and elimination & dis-
persal. Although it has strong robustness, BFO uses three nested loops to perform these
three operators, which requires a lot of time and cost. Consequently, some scholars
proposed many variants of BFO by improving its parameters [9], restructuring its
complex structure [10] and hybridizing it with other algorithms [5] to improve its
performance. Because of the good optimization performance of BFO variants, they
have been widely and successfully applied in various fields, such as image segmen-
tation [7], job-shop scheduling [5], path planning [8], etc.

Reinforcement learning is a remarkable learning mechanism in which an agent
interacts with trial and error in a dynamic environment, enabling the agent to have the
ability of self-learning [11]. In recent years, scholars have combined swarm intelligence
optimization algorithm with reinforcement learning and have verified the feasibility and
effectiveness of the corresponding hybrid algorithms. For example, Samma & Lim et al.
[12] proposed a memetic particle swarm optimization algorithm based on reinforcement
learning which enabled each particle to select and perform five operations (exploration,
convergence, high jump, low jump and fine tuning) driven by the reinforcement learning
(RL) algorithm, and then verified that its performance was better than other variants of
PSO algorithm. Besides that, Alipour & Razavi et al. [13] combined the genetic algo-
rithm with the reinforcement learning algorithm to propose a hybrid heuristic algorithm
and applied the proposed algorithm to solve the TSP problem.

In this paper, we propose a novel hybrid algorithm (QLBFO), which combined a
typical reinforcement learning algorithm named Q-learning with the improved BFO
operators. More detailly, QLBFO uses the Q-learning to select and execute three kinds
of chemotaxis operators respectively for fixed chemotaxis step size (FC), linear-
decreasing chemotaxis step size (LDC) and nonlinear-decreasing chemotaxis step size
(NDC). Moreover, Q-learning plays an important role in selecting appropriate
chemotaxis operators for each bacterium at different evaluation times. In addition, we
improve the learning mechanism in the chemotaxis operator, and we generate new
bacteria in the restricted environment space for elimination & dispersal operator,
changing the previous way of generating new individuals in the whole search space, to
improve the convergence speed of the algorithm. The contribution of this paper is not
only to simplify the structure of BFO, but also to break through the standard BFO in
which each bacterium adopts the same chemotaxis strategy. Moreover, few scholars
combined Q-learning with BFO to propose a hybrid heuristic algorithm, so this paper is
relatively novel.

The paper is organized as follows. The Sect. 2. introduces the standard BFO. In
Sect. 3, we describe the Q-learning algorithm, and propose a novel hybrid algorithm
(QLBFO) based on Q-learning and BFO. The experimental results and analyses are
presented in Sect. 4. Conclusions and the future work are shown in Sect. 5.
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2 Bacterial Foraging Optimization Algorithm

Bacterial foraging optimization algorithm (BFO) is a heuristic optimization algorithm
designed by Passino in 2002, which is inspired by the foraging process of E. coli.
Figure 1 shows the BFO’s brief pseudo code that mainly consists of three operations:
chemotaxis, reproduction, and elimination and dispersal [6].

2.1 Chemotaxis

Chemotaxis is the core operator of BFO. The operator is to simulate the behavior of
E. coli to change its original position through flagella activity, mainly including two
steps: tumbling and swimming. Moreover, the bacteria randomly choose one direction
to tumble and then update its positions along the direction with a fixed step size. When
the bacterium locates in a better position, it can have the chance to move forward along
the same direction. Specifically, if the bacterium obtains the worse position or reaches
the limitation of swimming number, it may trigger the signal to stop swimming. In
general, the chemotaxis is the way of local search, which is convenient for bacteria to
exploit the optimal solution of the search space.

hi jþ 1; k; lð Þ ¼ hi j; k; lð ÞþC ið Þ � D ið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DT ið ÞD ið Þ

q ð1Þ

where hi jþ 1; k; lð Þ is the position of the i bacteria on the jþ 1th chemotaxis, the kth
replication, the lth elimination and dispersal step. C ið Þ is the step length of the bac-
terium iD ið Þ represents the tumbling vector for the bacterium i in which all elements

range from −1 to 1. D ið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DT ið ÞD ið Þ

p describes a random direction for the bacterium i.

2.2 Reproduction

Reproduction greatly mirrors the main accept of survival of the fittest followed by
Darwin’ s theory of evolution Based on the measurement of the healthy degree, this
operation is to calculate the cumulative fitness value of each bacterium in their life-
cycle, and then all bacteria are sorted in ascending order according to cumulative value.
Furtherly, the half of better bacteria with greater healthy degree would replace the
worse one.

2.3 Elimination and Dispersal

The elimination and dispersal operator simulates that the bacterium immigrates to a
new position because of environmental changes or the bacterium will die when con-
fronting with harmful substances in the searching process. In the standard BFO, if the
randomly generated value is less than or equal to the probability of Ped , the bacterium
will die and generate a new bacterium in the current search environment. This operator
is helpful for the BFO to jump out of the local optimum and find a better solution.
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3 The Proposed Algorithm

In this paper, we proposed a new hybrid algorithm called QLBFO, which combined Q-
learning with the improved BFO operators. The QLBFO is described as follows.

3.1 Q-Learning

Q-learning is a classical model-independent algorithm in reinforcement learning [14],
consisting of five elements: agent, environment, reward, action, and state. The main
idea of Q-learning reflects interactions between the process of exploratory and evalu-
ation for each individual. After the agent perceives the state of the environment, it
executes the action and applies it to the environment. When the environment receives
the action, it gives rewards to the agent and updates the current state. The cycle repeats
until the optimal result is found, as shown in Fig. 2.

Initialize population and parameters:  is the population size;  is the dimension of the 
optimization problem.  is the maximum number of chemotaxis step;  is the maximum 
number of reproduction step;  is the maximum number of elimination & dispersal;  is 
the swimming and tumbling maximum times .  is the  fitness value of bacterium  after 
tumbling or swimming.  is the fitness value of bacterium  before tumbling or swimming. 
for = : elimination & dispersal loop 

for = : reproduction loop 
    for = : chemotaxis step 
      for = :
        Do chemotaxis operator: 
        Tumble and move using equation (1): update  the position of the  bacteria. 
        Swimming: 
          While 

            if 
                update  using equation (1) and ( )
            else 

            end 
      end 

end 
Do reproduction operator 

  end 
  Do elimination & dispersal operator 
end 

Fig. 1. The BFO’s brief pseudo code.

Agent Environment

State

Reward(+/-)

Action

Fig. 2. The framework of Q-learning.
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The specific steps of Q-learning are as follows:

• Step1: Initialize state denoted as si 2 s1; s2; . . .; sn½ �, action denoted as
ai 2 a1; a2; . . .; an½ �, and generate a n� n matrix, named Q-table. Then set Q-table
to zeros.

• Step 2: According to Q-table and state si, the agent selects the optimal action ai to
execute it.

• Step 3: The environment feeds the reward back to the agent. Whether the envi-
ronment reward riþ 1 is positive or not will depend on the action ai performed by the
agent.

• Step 4: Update cumulative rewards for executing action ai in state si in the Q-table,
using formula (2).

Qiþ 1 si; aið Þ ¼ Qi si; aið Þþ a riþ 1 þ c max
a

Qi siþ 1; að Þ � Qi si; aið Þ
� �h i

ð2Þ

where Qi si; aið Þ is the cumulative reward after the execution of action ai in the state si at
time i. The sate si 2 s1; s2; . . .; sn½ �, and the action ai 2 a1; a2; . . .; an½ �. riþ 1 is the
reward for the environmental feedback after the execution of action ai. Besides that, a
is a learning factor and a 2 0; 1½ �,while c is the discount factor and belongs to 0; 1½ �.
• Step 5: Update the next state siþ 1, then judge whether the evaluation times are

satisfied. If not, return to Step 2.

In addition, when a is closed to 1, the agent is more inclined to explore the
unknown space, otherwise, while a is closed to 0, it will largely learn with the previous
experience. When c approaches 1, the agent heavily focus on the long-term reward,
while c is approached to 0, it means the agent is more concerned about the current
short-term reward.

3.2 The Q-Learning Bacterial Foraging Algorithm Model

In the standard BFO, the structure involved in three fixed nesting order makes the
convergence slow down, and the BFO is hard to find the optimal solution. More
specifically, the bacterium updates its position only just with a fixed step size, which
makes the significantly negative impact on the convergence speed and convergence
accuracy.

To improve the constant step size, lots of scholars have incorporated the self-
adaptationmechanisms into the standard BFO. For example, Niu et al. [9] proposedBFO-
LDC and BFO-NDC to improve the standard BFO. However, to the best of our
knowledge, in prior studies, the bacterium adjusts its positions just based on a self-
adjustment chemotaxis mechanism.Moreover, our paper has the main purpose to discuss
the effect of alternative selection from different strategies on the performance of the
standard BFO. When the bacteria have the ability to choose proper strategies in terms of
current situations, the algorithm might have the better performance in optimization.

As a result, in this paper, we propose a novel hybrid algorithm namedQLBFO, which
incorporates Q-learning into the BFO. The Q-table is a 3 � 3 matrix, where has three
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states and three action. What’s more, each bacterium has its own Q-Table to update their
position. According to the bacteria’s environment, each bacterium can choose the
appropriate actions from FC, LDC and NDC, as shown in Fig. 3. In addition, in order to
simplify the algorithm’s structure and make the algorithm more efficient to find the
optimal solution, this paper only selected and improved two operators: chemotaxis,
elimination and dispersal. The flowchart of QLBFO is shown in Fig. 4.

Reinforcement learning

Fixed chemotactic 
(FC)

Linear decreasing 
chemotactic (LDC)

Nonlinear 
decreasing 

chemotactic (NDC)

rewardState

Fig. 3. The proposed QLBFO structure.

Fig. 4. The flowchart of QLBFO algorithm.
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Interactive Mechanism Between Q-Learning and BFO Operator. Inspired by the
integrated method of PSO and Q-learning [12], we take account of the bacteria in the
BFO as the agents in the Q-learning. The environment is treated as a search space for
bacteria. Moreover, the three chemotaxis operators (FC, LDC and NDC) are regarded
as three actions and the state can be regarded as the current action. The reward is
defined as follows:

reward ¼ 1 if Fnew\Flast

�1 if Fnew �Flast

� �
ð3Þ

where reward means that the agent gets the reward after taking an action. Fnew is the
updated fitness value. Flast is the original fitness value.

The interactive mechanisms between Q-learning and BFO operators are described
as follows:

• Step1: Initialize the parameters and choose the optimal strategy as the first action
among the three chemotaxis operators.

• Step 2: The bacteria obtain the optimal action to execute in the current state.
• Step 3: Calculate rewards using formula (3) and update Q-table using formula (2). It

is noted that the learning factor adopts linear-decreasing strategy.

a ¼ amin þ MaxFEs� CurrentFEs
MaxFEs

� amax � aminð Þ ð4Þ

where a is learning factor, amin is the minimum value of the learning factor, amax is the
maximum value of the learning factor.MaxFEs is the maximum number of evaluations.
CurrentFEs is the current evaluation.

• Step 4: The current state changes and the agent selects the next optimal action based
on the Q-table.

• Step 5: If the maximum number of evaluations has been met, the algorithm will
stop. Otherwise, it will return to Step 2.

Improved Chemotaxis Operator. In the standard BFO, the chemotaxis operator is to
randomly select a direction for a bacterium, and there is no learning mechanism in it.
In QLBFO, we add the learning mechanism [10, 15] into chemotaxis where the bacteria
can learn from the best individual. To be specific, for the moving direction of bacteria,
we not only consider its own randomly moving direction, but also consider the
direction of the best bacterium. This method overcomes the shortcoming that the
standard BFO is hard to converge quickly because of its randomly direction in tum-
bling and swimming. Thus, we introduce the learning mechanism to the chemotaxis,
which may be helpful to improve the search efficiency of the QLBFO.

D ið Þ ¼ w*
D ið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DT ið ÞD ið Þ
q ð5Þ
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w ¼ wmin þ MaxFEs� CurrentFEs
MaxFEs

� wmax � wminð Þ ð6Þ

h ið Þ ¼ h ið ÞþC ið Þ � D ið Þþ 1:5 � rand � Gbest � h ið Þð Þ ð7Þ

where h ið Þ is the position of the bacterium i; C ið Þ represents the chemotaxis step size of
the bacterium i; D ið Þ is the bacterium i’s moving direction; Gbest is the position of the
best bacterium, who has the minimum fitness in all bacteria;rand is a random value.

Improved Elimination and Dispersal Operator. As the environment change, the
bacteria will die or immigrate, resulting in creating a new bacterium or an original one
moves to a new position in the search environment. In QLBFO, we create new bacteria
in a limited environment, that is, the upper and lower bounds of the bacterial generation
space are defined by the minimum and maximum values of all bacterial position.
Besides, the elimination and dispersal operator is activated by the counting number
P count when the bacterium’s fitness has not change in P count times. In a word,
compared with the standard BFO’s elimination and dispersal operator of moving or
generating bacteria in the whole search area, the new strategy can help the algorithm
achieve rapid convergence while maintaining diversity of the bacteria and avoiding the
algorithm falling into the local search.

4 Experiments and Results

4.1 Experimental Parameter Settings

To verify the effectiveness of the proposed algorithm QLBFO, we choose two classical
heuristic algorithms to compare, such as PSO, BFO. Moreover, we also compare with
two variants of BFO, including BFO-LDC and BFO-NDC. To evaluate the proposed
algorithm with four optimization algorithms, we use three unimodal functions, (Sphere,
Rosenbrock and Sum of different powers) and three multimodal functions (Rastrigin,
Griewank and Weierstrass).

The specific parameters of the experiment are set as follows: the number of runs is
set to 30 and the maximum number of fitness evaluations is 300,000. The population
size is set to 30 in PSO-w, BFO, BFO-LDC, BFO-NDC, and the dimension is set to 30.

In PSO with modified inertia weight (PSO-w) [15], wmin is 0.9, wmax is 1.2. Social
and cognition learning factor c1and c2 are 2.

In BFO [6], the chemotaxis step C is 0.1, the number of chemotaxis Nc is 100, the
maximum number of swimming Ns is 4, the number of reproduction Nre is 4 and the
number of elimination and dispersal Ned is 1. The probability of elimination and
dispersal Ped is 0.25.

In BFO-LDC and BFO-NDC, the minimum value of chemotaxis step size Cmin is
0.01 and the maximum value of chemotaxis step size Cmax is 0.02. Nc;Ns;Nre;Ned;Ped

are the same as BFO.
In QLBFO, the population size is 4, the discount factor c is set to 0.8, the minimum

value of learning factor amin is set to 0.1, the maximum value of learning factor amax is
set to 1, wmin ¼ 0:4, wmax ¼ 0:9. P count represents the signal of doing elimination
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and dispersal operator, Pcount ¼ 200. Cmin Cmax and Ped are the same as BFO-LDC and
BFO-NDC.

To ensure the fairness of comparison, it’s noted that we use the number of fitness
evaluations instead of generations as the termination condition.

4.2 Result and Analysis

Table 1 represents the experimental results of four comparison algorithms and QLBFO
on six benchmark functions. The Fig. 5 shows the convergence graphs on six functions.

As shown in Table 1, we can observe that QLBFO is superior to other optimization
algorithms on three unimodal functions. However, in the multimodal functions, com-
paring with other optimization algorithms, QLBFO’s average results of 30 runs are
better than other four algorithm. From these experimental results, the performance
superiority of QLBFO can be mainly attributed to Q-learning and the improved
operators that can well balance the exploration and exploitation during the process of
finding the optimal results.

We can observe that the convergence graphs about these five algorithms on 30-D
functions from Fig. 5, which shows that the QLBFO have the fastest convergence
speed on four functions (Rosenbrock Sum of different powers Rastrigin Weierstrass).
Although QLBFO on Sphere and Griewank have not obtained satisfactory conver-
gence, it may sacrifice fast convergence to obtain the diversity of the population,
indicating that the addition of Q-learning and improved operators play an important
role in making the algorithm have more potential capability to explore better results.

(a) Shpere (b) Rosenbrock (c) Sum of different powers

(d) Rastrigin (e) Griewank (f) Weierstrass

Fig. 5. The convergence graphs on six functions (a-c: unimodal functions; d-f: multimodal
functions).
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Furthermore, we employ the Friedman test on the termination condition to check
significant differences among these algorithms. It can be observed from the Table 2 that
our proposed algorithm (QLBFO) can improve the BFO performance significantly.
QLBFO’s performance differences are statistically significant on unimodal functions,
while the average result of QLBFO is still superior to other algorithms on the

Table 1. The comparison results of five algorithms on six functions.

No. Function Algorithm Best Worse Mean Std.

1 Sphere PSO-w 1.05E+01 2.21E+01 1.62E+01 2.67E+00
BFO 3.85E+04 6.25E+04 5.17E+04 6.81E+03
BFO-LDC 3.27E+04 5.34E+04 4.43E+04 5.45E+03
BFO-NDC 2.92E+04 5.23E+04 4.22E+04 5.61E+03
QL-BFO 1.57E−04 4.37E−04 2.48E−04 6.71E−05

2 Rosenbrock PSO-w 2.38E+03 6.15E+03 3.74E+03 9.36E+02
BFO 2.19E+02 1.28E+03 5.47E+02 2.02E+02
BFO-LDC 1.78E+02 4.28E+02 2.91E+02 6.62E+01
BFO-NDC 1.54E+02 4.29E+02 2.96E+02 7.00E+01
QL-BFO 2.28E−01 2.04E+02 5.83E+01 4.88E+01

3 Sum of different powers PSO-w 1.25E−01 1.40E+00 8.02E−01 3.14E−01
BFO 1.03E−04 8.89E−04 3.35E−04 1.76E−04
BFO-LDC 8.56E−06 7.84E−05 3.44E−05 1.65E−05
BFO-NDC 3.38E−05 2.77E−04 1.02E−04 5.10E−05
QL-BFO 6.20E−09 2.40E−07 7.65E−08 4.93E−08

4 Rastrigin PSO-w 1.90E+02 2.42E+02 2.21E+02 1.32E+01
BFO 1.46E+02 2.34E+02 2.05E+02 1.86E+01
BFO-LDC 1.31E+02 2.03E+02 1.74E+02 1.95E+01
BFO-NDC 1.52E+02 2.33E+02 1.96E+02 1.96E+01
QL-BFO 4.38E+01 2.97E+02 1.27E+02 5.92E+01

5 Griewank PSO-w 3.36E−01 6.82E−01 5.52E−01 7.74E−02
BFO 3.90E+02 6.57E+02 5.60E+02 6.38E+01
BFO-LDC 4.32E+02 6.48E+02 5.44E+02 5.63E+01
BFO-NDC 4.31E+02 6.17E+02 5.37E+02 5.64E+01
QL-BFO 1.81E−05 1.17E+00 5.13E−02 2.12E−01

6 Weierstrass PSO-w 3.71E+01 4.13E+01 3.89E+01 1.13E+00
BFO 3.17E+01 3.72E+01 3.49E+01 1.20E+00
BFO-LDC 2.98E+01 3.55E+01 3.25E+01 1.47E+00
BFO-NDC 3.02E+01 3.76E+01 3.50E+01 1.49E+00
QL-BFO 5.76E+00 1.75E+01 9.65E+00 2.45E+00

Note: “Best” in the fourth column means the minimum value of 30 runs for each
algorithm, while “Worse” in the fifth column means the maximum value of 30 runs for
each algorithm. “Mean” in the sixth column represents the average of experimental results
of 30 runs for each algorithm. “Std.” in the seventh column means the standard deviation
of experimental results of 30 runs for each algorithm.
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multimodal functions although there is no statistically significant on Rastrigin and
Griewank functions. We can confirm that RL strategy we adopted can select the
appropriate BFO chemotaxis operator for each bacterium during the searching process,
and the improved two BFO operators can further accelerate the convergence and
enhance the diversity of the bacteria to obtain optimal results.

5 Conclusion and Future Work

This paper proposes a novel hybrid BFO algorithm (QLBFO) based on the rein-
forcement learning mechanism. In QLBFO, using the Q-learning, the bacteria can
choose the proper strategy to update their position among three different chemotaxis
operators (FC, LDC, NDC). Moreover, we improved the chemotaxis and elimination &
dispersal operators, this is, we introduce the information learning mechanism to the
chemotaxis operator and change the region in which new bacteria are generated in the
elimination & dispersal operator. Finally, the comparison experiments on six functions
show that QLBFO outperforms its four compared algorithms. Moreover, the experi-
ments of statistical test confirm the better performance of the QLBFO.

In the future, we will propose other variants of QLBFO to find better results and
make algorithms become more robust. Moreover, we also can apply it or its variants to
solve industrial engineering problems to further verify its effectiveness.

Acknowledgement. This study is supported by The National Natural Science Foundation of
China (Grants Nos. 71971143), Guangdong Province Soft Science Project (2019A101002075),
Guangdong Province Educational Science Plan 2019 (2019JKCY010) and Guangdong Province
Bachelor and Postgraduate Education Innovation Research Project (2019SFKC46).

Table 2. The statistical test results of the Friedman test for average fitness of 30 runs among five
algorithms.

Function The statistical test results

Sphere QLBFO � PSO-w � BFO-NDC � BFO-LDC � BFO
Rosenbrock QLBFO 	 BFO-LDC � BFO-NDC 	 PSO-w � BFO
Sum of
different powers

QLBFO 	 BFO-LDC � BFO-NDC > BFO > PSO-w

Rastrigin QLBFO � BFO-LDC � BFO-NDC � BFO � PSO-w
Griewank QLBFO � PSO-w 	 BFO-NDC � BFO-LDC � BFO
Weierstrass QLBFO > BFO-LDC � BFO � BFO-NDC > PSO-w
Note: A >> B, A > B represent that A is significantly better than B with significant
levels of 1%, 5% respectively.
A � B means that although A is better than B, there is no significant difference
between them (two algorithms adjacent to each other.).
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Abstract. K-means is a classical clustering method, but it is easy to fall into
local optimums because of poor centers. Inspired by the good global search
performance of Inter-Peer Communication Mechanism Based Water Cycle
Algorithm (IPCWCA), three hybrid methods based on IPCWCA and K-means
are presented in this paper, which are used to address the shortcoming of K-
means and explore better clustering approaches. The hybrid methods consist of
two modules successively: IPCWCA module and K-means module, which
means that K-means module will inherit the best individual from IPCWCA
module to start its clustering process. Compared with original K-means and
WCA + K-means methods on eight datasets (including two customer segmen-
tation datasets) based on SSE, accuracy and Friedman test, proposed methods
show greater potential to solve clustering problems both in simple and customer
segmentation datasets.

Keywords: Water Cycle Algorithm � IPCWCA � K-means � Clustering �
Customer segmentation dataset � Friedman test

1 Introduction

In data mining, clustering is one of the most commonly used methods to divide a set of
unlabeled data into related clusters. Clustering has no prior knowledge about data,
which leads to it could acquire some hidden information in data. Among many clus-
tering algorithms, K-means is the one of most popular methods for its high efficiency
and simplicity, but K-means is prone to getting trapped into local optimums when
having poor initial centroids [1].

Nature-inspired heuristic algorithms, such as Genetic Algorithm (GA) [2–4], Particle
Swarm Optimization (PSO) [5–7], Ant Colony Optimization (ACO) [8, 9], which attract
scholars to apply them in clustering problems, have good performance in data clus-
tering. In this context, Water Cycle Algorithm (WCA) was proposed by Eskandar et al.
[10], focusing on the processes of water cycle and how streams and rivers flow to sea.

In WCA, besides the main step of flow, evaporation and raining are also important
portions, which help WCA escape from local optimization. To enhance the perfor-
mance of WCA, many improvements of WCA are proposed. Chen et al. [11] presented
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Hierarchical Learning WCA (HLWCA) to divide the solutions into collections with
hierarchy differences to improve WCA’s global searching ability. Al-Rawashdeh et al.
[12] applied hybrid Water Cycle and Simulated Annealing to improve the accuracy of
feature selection and to evaluate proposed Spam Detection. Bahreininejad [13] studied
the impact of the Augmented Lagrange Method (ALM) on WCA and presented WCA-
ALM algorithm to enhance convergence and solution quality. In 2019, an Inter-Peer
Communication Mechanism Based Water Cycle Algorithm (IPCWCA) was presented
by Niu et al. [14], aiming to utilize the information communication of inter-peer
individuals to enhance the performance of whole WCA. According to IPCWCA, each
stream and river need to learn and get information from one of their peers on some
dimensions before flow step, which is also beneficial to improve population diversity.

In this paper, we try to combine IPCWCA with K-means and apply it to clustering
analysis, including data clustering and customer segmentation. This kind of method can
be divided into IPCWCA module and K-means module: IPCWCA module is executed
at first to get a global best individual and then K-means module inherits this individual
to continue its clustering process. SSE (sum of squared error) is adopted as fitness
function to judge the performance of clustering. The smaller SSE is, the better;
otherwise, the reverse. In addition, to compare the performances of the above algo-
rithms from a statistical viewpoint, Friedman test is used in this paper.

The rest of the paper is organized as follows: Sect. 2, 3 and 4 introduce Water
Cycle Algorithm, Inter-Peer Communication Mechanism Based Water Cycle Algo-
rithm (IPCWCA), and K-means Algorithm respectively. Section 5 presents the series
of WCA + K-means based methods in details. In Sect. 6, the experiment and results
are discussed. In the final Sect. 7, conclusions of the work are presented.

2 Water Cycle Algorithm

Water Cycle Algorithm (WCA), simulating natural phenomenon of water cycle, is
originally presented to address engineering optimization problems. WCA mainly
consists of three steps: flow, evaporation and raining.

Specifically, WCA pays attention to the flow among streams, rivers and sea. It is
noted that sea is the best individual in the whole population while rivers are some good
individuals which are inferior to sea. Finally, the remaining individuals are considered
as streams.

After flow, a stream’s position will be updated, using

XStream tþ 1ð Þ ¼ XStream tð Þþ rand � C � XSea tð Þ � XStream tð Þð Þ ð1Þ

XStream tþ 1ð Þ ¼ XStream tð Þþ rand � C � XRiver tð Þ � XStream tð Þð Þ ð2Þ

Then, if the fitness value of a stream is better than specific river’s or sea’s,
exchange their roles.
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A river’s position is updated after flowing to the sea, using

XRiver tþ 1ð Þ ¼ XRiver tð Þþ rand � C � XSea tð Þ � XRiver tð Þð Þ ð3Þ

Similarly, if the river has better fitness value than sea, exchange their roles.

3 Inter-Peer Communication Mechanism Based Water Cycle
Algorithm

In order to decrease information loss and enhance communication efficiency among
individuals, an Inter-Peer Communication Mechanism Based Water Cycle Algorithm
(IPCWCA) is presented.

Unlike original WCA, IPCWCA considers the relationship between inter-peer
individuals, i.e. streams to streams, rivers to rivers. Besides learning from a higher level
individual, a stream/river can acquire information from another stream/river before
flow step in IPCWCA.

Peer of a stream or river is determined randomly, which helps to improve popu-
lation diversity, using Eq. (4)–(5)

IStream ¼ fix rand � S� Nsrð Þð Þþ 1 IStream 6¼ Xi ð4Þ

Iriver ¼ fix rand � Nsr � Sð Þð Þþ 1 Iriver 6¼ Xj ð5Þ

Where S is the number of individuals, Nsr is the total number of rivers and sea.

PositionStream 1; dð Þ ¼ PositionStream 1; dð Þ � gauss
gauss ¼ N 0; PositionIStream 1; dð Þj jð Þ ð6Þ

Positionriver 1; dð Þ ¼ Positionriver 1; dð Þ � gauss
gauss ¼ N 0; PositionIriver 1; dð Þj jð Þ ð7Þ

where “gauss” is a normal distribution with a mean of 0 and a variance of the Istream’s
or Iriver’s dth dimension’s absolute value. It is noted that the dimensions of learning
between inter-peer is selected randomly instead of studying from all dimensions.

4 K-Means Algorithm

K-means is a well-known clustering method, which divides data vectors into K groups,
usually adopting Euclidean metric to calculate the distance between data vectors and
cluster centers.

First of all, K-means needs to select initial K centroids (M = (M1, M2,…, Mj,…,
MK)) and distribute each data vector to the cluster Cj (j = 1,…, K) by Euclidean metric:
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d Xp;Mj
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNd

n¼1

Xpn �Mjn
� �2

vuut ð8Þ

where Xp is the p-th data vector; Mj represents the j-th centroid; Nd is the dimension of
data vector.

In K-means, it is important to recalculate cluster centroids, using:

Mj ¼ 1
nj

X
XP2Cj

Xp ð9Þ

where nj is the number of data vectors in cluster Cj.

5 WCA + K-Means Based Methods

5.1 The IPCWCA/WCA Module

In the module of WCA or IPCWCA, each individual is encoded as follows:

Pi ¼ Mi1;Mi2; . . .Mij; . . .;MiK
� �

where K represents the number of clusters;Mij is the j-th cluster centroid vector of the i-
th individual in cluster Cij. The fitness function is used to calculate the fitness value of
each individual to data vectors, which can be described as:

SSE ¼
XK

J¼1

X
8Xp2Cij

d Xp;Mij
� �2 ð10Þ

where d is defined in Eq. (8); nij is the number of data vectors in cluster Cij.
For clustering, inter-peer communication process is different from flow step in

learning dimensions, which can be concluded to three versions: IPCWCA-1, IPCWCA-
A, IPCWCA-R. IPCWCA-1 only gets information from the first category of a peer,
IPCWCA-A studies from all of the peer’s categories and IPCWCA-R learns randomly.
Additionally, the dimension of learning in each category is random.

Take an example, there are thousands of four-dimensional data vectors that need to
be divided into three categories. Therefore, each individual in population is a 3 � 4
matrix. Three potential learning methods from a peer are illustrated in Fig. 1.

Fig. 1. Three potential learning methods from peer X
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5.2 The K-Means Module

K-means module runs after WCA or IPCWCA module, acquiring initial cluster cen-
troids from the best individual of last module and then searching for the final solution.
Figure 2 shows the flowchart of IPCWCA + K-means.

6 Experiments and Results

6.1 Datasets and Experiment Settings

In this section, eight datasets from UCI are selected to test the performance of the
proposed algorithm, including six simple datasets for data clustering and two business
datasets (Australian Credit and German Credit) for customer segmentation. The

Fig. 2. Flowchart of IPCWCA + K-means
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information of these datasets is described in Table 1. For the purpose of decreasing the
negative effects of abnormal data points, all datasets are preprocessed by minimum and
maximum normalization. Besides SSE, accuracy is also selected to test the performance
of clustering.

In the experiments, K-means can converge quickly within 50 iterations while WCA
and IPCWCA need to run more iterations to find stable solutions. To compare them
easily, the whole times of iterations are set 100, which means K-means algorithm runs
100 iterations while IPCWCA/WCA module and K-means module runs 50 iterations
respectively in hybrid methods. Other parameters in WCA/IPCWCA module are set
according to [14], the number of individuals is 50, Nsr = 4 and dmax = 1e−16.

6.2 Results and Analyses

In the experiments, each algorithm is executed 30 time on each dataset. Numerical
result followed by the mean value and standard deviation of SSE and accuracy (%) are
illustrated in Table 2. In addition, Fig. 3 shows the convergence of SSE for WCA-
Based + K-means methods on eight datasets.

In general, as shown in Table 2 and Fig. 3, IPCWCA-R + K-means obtains the
best SSE and the best accuracy in seven and five datasets respectively, which acquires
the most optimal results among all algorithms on eight datasets. Although other hybrid
methods can’t perform well like IPCWCA-R + K-means in SSE and accuracy, they
still behave better than original K-means on most of the cases. For Banknote dataset,
K-means and other methods perform similarly in SSE and accuracy, possibly because
Banknote dataset is simple with low dimensions, which makes K-means capable of
solving this clustering problem well.

As for customer segmentation datasets, they have more instances and higher
dimension. For Australian Credit dataset, three proposed methods acquire better results
than K-means and WCA + K-means in SSE and accuracy, which indicates that the
three hybrid methods are applicable to solve this clustering problem. In German Credit
dataset, three proposed methods still get better SSE, but fail to acquire the best
accuracy. Interestingly, on the customer segmentation Australian Credit dataset,

Table 1. The chosen eight datasets

Name Type Number of
Instances

Dimension Class

Banknote Real 1372 4 2 (762, 610)
Seeds Real 210 7 3 (70, 70, 70)
Breast tissue Real 106 9 6 (21, 15, 18, 16, 14, 22)
Glass Real 214 9 6 (70, 76, 17, 13, 9, 29)
Wine Real 178 13 3 (59, 71, 48)
Zoo Real 101 16 7 (41, 20, 5, 13, 4, 8, 10)
Australian Credit Real 690 14 2 (307, 383)
German Credit Real 1000 24 2 (700, 300)
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IPCWCA-A + K-means gets the optimal result, but on German Credit dataset,
IPCWCA-R + K-means gets the optimal SSE value, which indicates that different
scenarios may require different approaches and one algorithm may not find the best
solution for all problems.

In order to compare the performances of the above algorithms from a statistical
viewpoint, Friedman test is adopted in this paper. The Friedman test is a nonparametric
statistical test of multiple group measures, which can be used to determine whether a
set of algorithms have differences in performance. Null hypothesis H0 is proposed:
There is not difference in the performance among these algorithms. The significance
level in this testing hypothesis is a = 0.05. We reject H0 when TF> Fa, where, TF-value
is given by

TF ¼ Tx2 N � 1ð Þ
N k � 1ð Þ � Tx2

ð11Þ

Tx2 ¼
12N

k kþ 1ð Þ
Xk

i¼1
R2
i �

k kþ 1ð Þ2
4

 !
ð12Þ

TF follows the F distribution with k−1 and (k−1) (N−1) degree of freedom. Where
k and N are the number of algorithms and datasets respectively, i.e. k = 5, N = 8. Tx2 is
defined in Eq. (12), Ri is the ith algorithm’s average rank value. As an unsupervised
method without label information guidance, clustering performance is evaluated by
SSE in this paper, i.e. the smaller the SSE, the better the clustering effect. Therefore, in
this Friedman test, mean value of SSE acquired by compared algorithms on each
dataset is used as evaluation indicator. Table 3 shows the aligned ranks of algorithms.
By Eq. (11)-(12), the result of TF-value is 4.852. Because TF > F0.05 (4,28) = 2.714,
H0 is rejected, i.e. these algorithms have difference in performance.

To further explore how these algorithms are different, Nemenyi subsequent vali-
dation is used as follow. CD is the critical range of the algorithm’s average rank- value
difference, which is defined as

CD ¼ qa

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k kþ 1ð Þ

6N

r
ð13Þ

qa = 2.728 (a = 0.05) in this paper. Calculated by Eq. (13), the value of CD is
equal to 2.157. Therefore, Friedman test pattern based on CD-value is shown in Fig. 4.

From the results of Friedman test, firstly, the null hypothesis H0 is rejected, which
means these compared algorithms have difference in performance. Secondly, according
to the rank-values of algorithms in Table 3, IPCWCA-R + K-means have the best
average rank-value followed by IPCWCA-A +K-means, IPCWCA-1 +K-means,
WCA + K-means and K-means. Compared with original K-means, three proposed
methods acquire better average rank-values, which means the three algorithms have
better performances.
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Fig. 3. Convergence of SSE for WCA-Based + K-means methods on eight datasets
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Finally, as illustrated in Fig. 4, the performance of IPCWCA-R + K-means is
significantly different from K-means’ and WCA + K-means’ performances, which
proves that the results obtained on all the datasets with IPCWCA-R + K-means differ
from the original K-means’ and WCA + K-means’ final results. In addition, it is noted
that the three proposed methods have overlaps in Fig. 4, therefore, there is no sig-
nificant difference in performance between them.

Table 2. Numerical Results on Eight Datasets

Dataset K-means WCA+
K-means

IPCWCA-1
+K-means

IPCWCA-
A + K-means

IPCWCA-
R + K-means

Banknote SSE Mean 138.1455 138.1455 138.1455 138.1455 138.1455

Accuracy Std. 1.0489E−05 1.0119E−05 1.0650E−05 1.0500E−05 1.0119E−05

Mean 57.4611 57.432 57.4636 57.4611 57.432

Std. 0.1489 0.163 0.1453 0.1489 0.163

Seeds SSE Mean 27.2413 27.1411 25.0094 28.8453 22.4509

Std. 12.882 6.372 5.501 6.4892 2.3349

Accuracy Mean 81.619 79.5079 83.381 76.5714 88.2222

Std. 13.4696 11.4562 9.9151 11.8058 4.2535

Breast
tissue

SSE Mean 11.1032 12.3061 12.0672 9.7089 9.2067

Std. 2.29 1.643 1.6703 2.0097 1.418

Accuracy Mean 43.8365 41.1635 40.5975 47.1698 48.9308

Std. 5.505 5.1463 5.3164 4.9301 4.5999

Glass SSE Mean 31.1259 25.0278 24.9301 23.8359 21.9728

Std. 2.5294E−14 1.7595 2.394 2.5055 2.1933

Accuracy Mean 45.7944 49.486 49.2835 49.8131 49.8287

Std. 7.2269E−15 1.2536 1.5166 1.506 1.0303

Wine SSE Mean 49.0154 54.6125 49.4884 50.5332 48.9835

Std. 2.8908E−14 7.5367 2.8424 4.748 0.0199

Accuracy Mean 93.2584 81.7978 93.5019 91.3109 94.7191

Std. 4.3361E−14 16.6366 6.3194 10.5894 0.9401

Zoo SSE Mean 138.5768 113.3467 114.2121 112.6272 111.3844

Std. 5.7815E−14 12.6859 10.7377 9.4395 6.6043

Accuracy Mean 65.3465 81.6172 82.8383 83.4323 86.1716

Std. 0 6.1458 6.1549 3.8385 2.7206

Australian
Credit

SSE Mean 755.4022 732.5268 665.5452 658.8763 678.1709

Std. 0 94.3183 22.2473 14.2846 31.0021

Accuracy Mean 62.6087 68.5217 79.1691 82.7826 73.3188

Std. 2.8908E−14 12.0841 11.3949 8.5878 16.0789

German
Credit

SSE Mean 2526.4 2387.7 2342.5 2352.5 2341.2

Std. 9.2504E−13 111.8499 39.3201 61.3984 38.945

Accuracy Mean 66.3 63.7633 60.9533 62.5033 61.7333

Std. 2.8908E−14 3.3302 3.3991 3.1862 3.2184
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7 Conclusions and Further Work

Inspired by the good global search ability of IPCWCA, three hybrid clustering methods
based on IPCWCA and K-means are presented and compared in this paper. Among
these three proposed methods, according to SSE, accuracy and statistical analyses,
IPCWCA-R + K-means behaved best in most of the datasets. However, in the dataset
of customer segmentation Australian Credit dataset, IPCWCA-R + K-means cannot
perform well, which indicates that different datasets may require different approaches.
Fortunately, compared with original K-means and WCA + K-means, IPCWCA + K-
means-based methods behave better in SSE and accuracy in most occasions and per-
form better in Friedman test.

Table 3. Aligned ranks of algorithms

Dataset K-means WCA+
K-means

IPCWCA-1 +
K-means

IPCWCA-A +
K-means

IPCWCA-R +
K-means

Banknote 3 3 3 3 3
Seeds 4 3 2 5 1
Breast tissue 3 5 4 2 1
Glass 5 4 3 2 1
Wine 2 5 3 4 1
Zoo 5 3 4 2 1
Australian Credit 5 4 2 1 3
German Credit 5 4 2 3 1
Average Rank-Value 4 3.875 2.875 2.75 1.5

Fig. 4. Friedman Test Pattern
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In future research, we will continue to improve the proposed methods to solve
different kinds of clustering problems, especially on high-dimensional data. In addition,
customer segmentation problems will be studied more comprehensively, such as cus-
tomer segmentation models, evaluation criterions and so on.
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Abstract. In this article through the analysis and summary of the specialty
characteristics of undergraduate and postgraduate students, we explore in detail
the advantages and features of AI in music composition, performance and
education and conclude that AI cannot replace humans, but it performs much
better than humans in many aspects, and that in the future, the new music
ecology of music AI + database + music education + social interaction will
become an inevitable trend with the development of AI. The article also studies
the “information security” factors in the application of music AI, and empha-
sizes that the “information security” includes not only the awareness and
understanding of information system risks, but also the technical and operational
specifications for preventing such risks. We put forward the idea that in order to
survive and thrive in the digital age, students must consciously abide by the
ethnical codes and laws and regulations in the information society and be
responsible in publication, use and dissemination of information.

Keywords: Information security � Artificial intelligence � Music education �
Music interaction

1 Introduction

Artificial intelligence, abbreviated as AI, was proposed and named at the 1956 Dart-
mouth conference. It is an interdisciplinary boundary discipline of natural science,
social science, and technological science, and a new science and technology that aim to
study human intelligence, and simulate, extend and expand it for applications in var-
ious fields [1].

Music AI is based on the artificial intelligence technology, analyzes the human
music intelligence through big data, simulates the information process of human’s
sight, hearing, touch, feeling, thinking and reasoning, and constructs its own neural
network and algorithm generation [2]. Finally, it can be applied to the music percep-
tion, cognition, research and creation by humans, and innovate the new music teaching
model of “human-computer interaction”.

With cloud space, big data, “Internet of music” and AI, it is an era evolving from
information explosion towards “intelligence explosion”. It changes the life of every one
and exerts influence on the global economy, culture, education, etc. As far as the
current situation is concerned, in the broad context of AI development, the research,
promotion and application of music AI in the field of music education will be perfected
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progressively. Specifically, both of AI technology and music education are benefited
from each other. Traditional music education can be promoted and enlightened with the
development of AI technology, where the format of education process, feedback of
education quality and management of education schedule in music are all improved by
introducing AI device and products. Moreover, the adoption of AI technology in music
education can also expand the application fields and brings a potential advancement for
AI technology.

In July 2015, the “artificial intelligence” was written into the Guiding Opinions of
the State Council on Vigorously Advancing the “Internet Plus” Action. In May 2016,
the National Development and Reform Commission and other four departments jointly
promulgated the Three-Year Action Plan for “Internet +” Artificial Intelligence [3]. On
March 5, 2017, Li Keqiang issued the Report on the Work of the Government for 2017
and proposed to accelerate the development of emerging industries, the most important
part of which was the AI technology. This was the first time that “artificial intelligence”
was written into the government report and fully reflected the importance attached by
the government to the research and development of AI technology.

The author will focus on artificial intelligence, information security and music
education, and apply the approaches of literature research, interdisciplinary research
and comparative research to study the characteristics of AI and students at different
school ages. This research gives the detailed and scientific reference materials with the
hope to provide some new ideas for the development of AI and information security in
the field of music education, so as to make AI better serve the music education of
humans.

2 Traditional Music Perception for Infants and Young
Children and Music Interaction in the Context of AI

The traditional music perception education for infants and young children is divided
into two types: one is based on the daily life of infants and young children, and played
as the background music surrounding listeners frequently for unconscious music edi-
fication. When they need the emotion regulation and spatial ambience before sleep, or
pacification during sleep, the music should be quiet, soft and peaceful; when they play
and become lively and active, the music should be upbeat with a certain rhythm. The
synchronization of emotions and music is beneficial for their healthy growth physically
and mentally. This type is called the functional music. Another type refers to the
conscious and purposeful permeation of the basic music theory education in the daily
music perception of infants and young children, such as training of pitch and rhythm,
and beat imitation. Scientific practice has proven that the ages from 3 to 6 years old are
very crucial to the memory ability of absolute pitch in music. The musical rhythm
training is extremely helpful for the intellectual development and body coordination of
infants and young children. Nowadays, multifarious music early education institutions
for infants and young children mostly offer the unidirectional pitch and rhythm
training, which is limited only to classroom interactions. The development of music
technology can allow infants and young children to have more scientific, reasonable
and enjoyable music perception. This type is called the skill-based music.
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In recent years, Google, Sony, Baidu, Tencent, Alibaba and other large interna-
tional and domestic companies are continuously enhancing their investment and R&D
in the field of artificial intelligence. In 2011, a pet game app “My Talking TOM” was
developed by the world-renowned mobile game developer Outfit7. TOM is a cute cat
that you can interact by touching him, caressing his tail or tapping him slightly. What’s
important, he is a talking pet that can completely repeat what you have said in a
humorous and funny voice. The machine has learned to listen, and consciously imitate
and actively change the human voice. The design principle of “My Talking TOM”
inspires and unlocks the new model of infant education.

Since 2016, the artificial intelligence was elevated to be a national strategy in
China. Large companies designed and produced a series of humanoid intelligent robots,
which could gradually become a member of the family. They had the knowledge of
astronomy, geography, Chinese, mathematics, English, science, music, fine arts, etc.
and could speak in various life scenarios. The machine had the ability of language
recognition, and began to talk with humans through its own neural network combined
with big data for analysis.

From the perspective of the music education for infants and young children, the
traditional music perception training for infants and young children is gradually
evolving towards a new AI music education model with active teaching and interactive
communication by the robots. Music information retrieval (MIR) is an important music
technology based on the musical acoustics. It extracts musical features by audio signal
processing, and the various machine learning techniques in artificial intelligence are
utilized in the back station [4]. MIR technology can extract massive audio information
of digital music or automated technical analysis, and classify according to the unique
features of every piece of music. Music AI can carry out the big data screening of early
education resources, embed the abundant knowledge library with materials suitable for
the music education of infants and young children in the back end, and form its own
regulated and accurate early education system.

The robot can perceive the real life of infants and young children and their vocal
emotions through the automatic language and speech recognition processing technology,
and automatically recognize and play the functional music. The robot is just like a resident
music teacher, who can accompany the daily life of infants and young children with
specific pitch and rhythm according to their life habits, and progressively infuse the basic
music theory education. The robot is a giant music library if there is music AI + Internet.
Traditionally, keywords are used to search music on the Internet, but currently, AI can
read the speech intentions of young children and parents, through its own neural network,
interact with humans by voice and provide various music services as needed.

3 The Convenience of AI in Music Education

Today’s music education in primary and secondary schools in China mainly comprises
the following areas: music appreciation, theoretical study (basic music theory and
music history), and play and performance skills (earning to play musical instruments,
singing and chorus, band training). The current situation is that students love music, but
they do not like the music courses. Consequently, music teachers continuously
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innovate the teaching models, such as increasing the multimedia teaching and the use
of modern network information technology; and mobilizing students’ teaching par-
ticipation to the maximum extent by the research and application of the music edu-
cation systems of Carl Orff, Kodaly Zoltan and Emile Jaques-Dalcroze [5]. Regarding
the rapid development of AI in the new era, the author proposes to build and configure
a “3D AI music classroom – musical scenario space for primary and secondary
schools”, which can greatly arouse the interest and enthusiasm of students to learn
music, thus providing some exploration, research and thinking on how to realize the
teaching in the new era with new concepts and new technology.

(i) Perceiving Music Stories in The “Musical Scenario Space”
The “musical scenario space for primary and secondary schools” applies the Dolby
Atmosphere technology. The hardware configuration is Dolby Atmos speaker setup,
which can be 5.1 or 7.1 for parallel processing. If the classroom has a large enough
space, it can also add a pair of front widening speakers in 7.1 setup. The voice will
come from all directions, including overhead, thus creating a clear, full and layered
sound space. During the class, different characters, music, sound effects and events
will surround the students in a detailed and deep three-dimensional space, so that
students seem to instantly become part of the immersive music story scenario.
(ii) Performing, Adapting and Composing Music Stories in The “Musical
Scenario Space”
In the “3D AI music classroom”, the combination of voice assistant and intelligent
3D audio enables students to change from the typing on the screen to the convenient
and fast mode of language command, listening, appreciation and creation. With the
music information retrieval (MIR) technology, students can immediately call the
music, sound effects and other materials they need from the massive music library.
The music stories can be imitated or adapted or used to inspire new creative ideas,
improve their ability to think proactively, and interact with music teaching in an
instant and efficient manner.
(iii) The Rapid Development of New Things Naturally Needs to Improve Many
Related Elements Synchronously
The biggest problem faced by the “3D AI music classroom – musical scenario space
for primary and secondary schools” is the very few sources of music education videos
with full audio atmosphere. There are laws for all things and everything has two sides.
The occurrence of a new problem implies new ideas and solutions, which will give a
new direction of learning and practice for the undergraduate music education.

4 Application of AI to Music Undergraduate Students

The traditional music education system of undergraduate students is important, but the
incorporation of AI technology into the music education in the new era is also
imperative. Music AI will provide a new multi-dimensional teaching practice platform
for the music education of undergraduate students. We should also pay special attention
to information security risks in music AI applications and enhance the awareness of
prevention. Any security risks caused by human factors must be prevented in terms of

596 H. Sun



“humans”, and the commonly used prevention techniques include identity verification
and authority management. For risks caused by software or hardware factors, the host
system security technology and the network and system security emergency response
technology should be applied for prevention. The risks caused by the data factors may
be prevented by data encryption technology and data backup [6], etc.

(i) Application of AI in Composition
The traditional techniques and theory of composition have a modular pedagogical
system, comprising harmony, texture and musical passage structure. Music AI can
not only simulate the pedagogical system, but also have the enormous computing
power of composition [7]. Orb Composer, the first intelligent musical composition
software with AI, is of great significance. Now it has six basic music templates,
namely Orchestral, Strings, Piano, Electro, Pop-Rock and Ambient, to help you pre-
select a musical environment. Orb Composer can instantly create the specified style
of musical composition by the following easy steps: A. to set the tempo, rhythm and
tonality; B. to select the complete structure of composition determined by the block
scheme, select chords and instruments (the preset basic music template may be
used); and C. to select the automatic generation. Music AI enables the dream of
“composition” of people who know a little about music to instantly come true. For
those who have the ability of composition to some extent, the software can give
them inspiration and make the personalized, professional and detailed revision of
the works automatically generated.
(ii) Application of AI in Music Performance
The traditional music performance achieves the image building and formal expression
by music. With the development of AI, the intervention of music AI will have the new
form of music performance by “human-computer interaction”. The “Informatics
Philharmonic” system invented by Christopher Raphael at the School of Informatics
and Computing, Indiana University, Bloomington can provide the complete and pro-
fessional orchestral accompaniment for the soloist. In November 2018, at the “Night of
AI – Music Concert of Music + AI Accompaniment System” jointly held by Central
Conservatory of Music and him, in addition to the classical music performed by AI
technology, The Great Wall Capriccio was also played for the first time. The “Infor-
matics Philharmonic” system has the powerful AI learning ability and can generate a
variety of different algorithms. It can be interactively changed according to the player’s
music rhythm and constantly adjust and improve its accompaniment ability.
(iii) Application of AI in Undergraduate Music Education
The solution to the problem of few sources of music education videos for the “3D
AI music classroom – musical scenario space for primary and secondary schools” is
to offer the Music Creation course in the undergraduate music education. Students
can learn and master the relevant knowledge structure, acquire the ability of creation
to some extent, use the AI music composition software Orb Composer, and based
on the current music textbooks for primary and secondary schools, gradually create
a number of music education videos with full audio atmosphere that are suitable for
China’s national conditions, so that the seniors of the music education major can be
well prepared for their internship in primary and secondary schools and combine
teaching, practice and internship together [8].
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5 New Research Direction for Music Postgraduate Students

At present, the application of music AI to music education and research is just at its
beginning. Artificial intelligence that is detached from music put the cart before the
horse, but how can it be counted as intelligence without a powerful technical team?
Hence, the interdisciplinary collaboration is the inevitable trend. Then what should
music postgraduate students think over?

Intelligent interactive music teaching platforms are currently springing up like
mushrooms and customize personalized teaching based on the big data analysis.
Teachers teach online to reproduce the offline one-to-one and one-to-many teaching
scenarios. In combination with music audio recognition of the new music AI tech-
nology, the teaching and interactions will have fun and can give answers, scoring and
learning suggestions at any time, thus being efficient and low cost. The music pro-
fessional groups and the technical teams should establish the long-term close coop-
eration, so as to guarantee not only the stability, security, advancement and ease of use
of the learning platform, but also the accuracy of music expertise on the platform as
well as the reasonableness, continuity and authority of music teaching. The post-
graduate advisors in departments of music and technology should lead and guide their
student teams for joint application of cross-disciplinary research projects, and only in
this way can such research be sustainably developed [9].

At every stage of teaching, we need to make students aware that the security risks
of the information system can be prevented and controlled. Operators and adminis-
trators must fully understand the possible hazards of information system risks, be
familiar with information with the prevention techniques of such risks, strengthen the
security operation specification of information systems, have a certain degree of
foresight and the ability to deal with the emergence of risks, and be able to use the
correct technology for eliminating the information system risks; and users must
strengthen the security awareness of information system use in daily application, attach
importance to setting passwords, anti-virus, frequent backup and careful Internet
access, and strive to reduce security risks in the process of use [10].

Google’s Magenta and Sony’s Flow Machines are two of the world’s top music AI
development projects in the field of compositional AI. Sony’s Flow Machines project
has collected and analyzed a large number of different styles of music database, and
allows users to improvise designated original music with a few simple compositional
commands. A representative piece of music is the song “Daddy’s Car”, which is
automatically generated in the database after analyzing 45 Beatles songs. The scientific
achievement of the research teams of these top companies is the neural networks that
can generate robots, the technological tools. It is just like the invention of the computer
in the 1930 s, when it was just an arithmetic tool that needed to be constantly given
new directions for learning and arithmetic. Different levels of use will give new
directions to music AI. The professional music research team can develop the auto-
matic composition and arrangement software for different music styles with the
development of the artificial intelligence technology. The music AI worldwide needs to
analyze and generate music of different levels, genres, ethnicities and styles to enrich
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itself. It will be advantageous to divide by regions, and analyze and study the ethnic
and folk music databases with different geographical characteristics.

Now Google’s Magenta project seems to be more technologically cutting-edge,
because they disapprove of the Turing test for music AI [11], and never want robots to
compose entirely according to the thinking patterns and laws of human beings. Douglas
Eck, the project scientist, is also a musician. He has attempted to train the neural
network of the project tool NSynth with the sound of 300,000 kinds of musical
instruments, so that its computing, learning, generation and display of new sound are
unique with the distinctive sound characteristics. The Magenta project team wanted the
music AI to have the relatively independently thinking and innovative ability. The
experimental work is not mature yet, but it may inspire a larger, freer imaginative space
for young music team with the creative mind. Human needs to be so open-minded and
tolerant, and the scientific and technological innovation needs to have enough N-
dimensional space. Maybe one day they will be able to make music with sound effects
that humans have never heard before.

6 Conclusion

Opinions vary on whether humans will be replaced by artificial intelligence, but it is an
undeniable fact that humans are defeated by artificial intelligence in chess and the game
of go. They cannot replace humans, but are superior in numerous aspects. Currently,
robots can understand music, analyze music, create music and apply it to music
teaching. With the continuous enhancement of the computing power of computers and
the development and research of deep learning in the context of big data, it will be an
inevitable trend to have a new music ecosystem of music AI + database + music
teaching and application + social interaction.

In teaching with music AI, teachers must, on the one hand, emphasize the learning
of information technology, which is a necessary skill for survival in the information
age, and, on the other hand, comply with the norms of the information society because
this is a precondition for a “qualified” citizen in the information age. To help students
learn to survive in the digital age, teachers must lay stress on the education of the norms
of the information society, so that students can consciously comply with the relevant
laws and regulations, follow the moral and ethical codes in the information society,
reasonably use the information technology, strive to regulate the behavior of Internet
access, and become the qualified citizens in the digital age [12].
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Abstract. A video steganography method based on H.265/HEVC (High Effi-
ciency Video Coding) video adaptive transform block size is proposed in this
paper. With the adoption of new quadtree splitting structure in H.265/HEVC
video compression standard, secret information could be embedded into carrier
bitstreams by adaptive modifying the transform unit (TU) size during the pro-
cedures of searching best coding syntax elements set. Different from traditional
video steganography methods, the proposed method could achieve at most
modifying the transform unit splitting once while multiple secret information is
embedded, which can achieve a high visual quality for digital carrier video.
Moreover, the proposed method is only manipulated on the splitting decision
process of TUs. Large volume quantity of TUs in compressed carrier video
could guarantee a high embedding capacity. The experimental results have been
proven the superiority of efficiency and performance about the proposed
method. Moreover, the proposed method can be better applied to high-definition
(HD) or higher video applications, and provides a practical tool for the pro-
tection of privacy data about digital video, as well as the contents of digital
video itself.

Keywords: Video steganography � Transform unit � Splitting structure � Intra-
frame prediction

1 Introduction

Digital video technology and applications has been applied in human’s daily life more
popular than ever before. With increasing diversity of devices, growing popularity of
HD video products which are more favored in recent decades, more and more video
application scenarios are developed by the continuously developing in video tech-
nology. For example, multimedia cloud [1], live broadcasting, beyond HD formats 8 K
ultra-high definition (UHD) video applications [2], etc. However, information security
issues which are companied by digital videos, especially for the protection of legitimate
rights for owner and clients, malicious tampering, copying and broadcasting, has
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brought severe challenges for the development of digital video either in applications or
in technology updating.

Video steganography technology provides a powerful tool for addressing these
challenges in recent years. Video steganography is a technique that utilizes the redun-
dancy of sampled signals on human visual organ to embed secret information into carrier
videos, which is transparency and unconscious for all inconclusive users except infor-
mation embedding and extracting sides [3]. Similar to digital watermarking, which
usually embed secret data into digital image and protect the legitimate owner interests or
prevent the contents from being tampered, video steganography also embed secret
information into digital video and can effectively protect the copyright information
referred to the legitimate owner. In addition, different from the watermarking with limited
to signal picture and low embedding capacity, video steganography is benefited for
achieving larger embedding capacity due to the infinite video sequence and can be
applied to more application scenarios, such as civilian or military covert communications
[4]. Moreover, targeted at the illegal spread and usage of digital video, the legitimate
interest of video owner can be embedded into digital video with video steganography,
which can be used as the trace and declaration of the specific video. Thus, video
steganography play a key role for the further security protection issues of digital videos.

The increasing demands of higher resolution digital videos and challenges traffic in
networks stimulate the rapidly development in video coding technology. From the
recent most popular standard of H.264/HEVC to the latest H.265/HEVC, video coding
technology is going more and more outstanding in coding efficiency, as well as higher
visual quality and resolutions. Compared to H.264/AVC, H.265/HEVC can achieve the
reduction of approximately 50% in bit-rate while maintaining equal visual quality. The
significant improvement is supported by a variety of new coding technologies and
structures, such as flexible coding size, quadtree spliting structure, more angel pre-
diction modes in spatial domain, and advanced motion vector prediction in temporal
domain, etc. The problem is that these new technologies are not always compatible to
its preceding H.264/AVC, especially for video steganography. So there is a strong need
for efforts to explore the video steganography technologies for high resolution digital
video based on H.265/HEVC.

In this paper, we examine the protection issues of video steganography in digital
video. The latest and relevant researches of video steganography are elaborated and
analyzed. Aimed at the challenges these methods couldn’t always achieve high effi-
ciency in the reduction of embedding error or sufficient embedding capacity, we pro-
pose to utilize transform block decision for size selection to embed secret information
into carrier video. In order to minimize the embedding error, we employ the minimum
processing unit-TU as the embedding carrier, and then modify at most one transform
split decision by embedding multiple secret information. Experimental evaluation is
proven that the proposed method can achieve high efficiency and security performance
in maintaining high visual quality and sufficient embedding capacity.

The remainder of this paper is organized as follows: Sects. 2 reviews the related
works on video steganography technology. Section 3 proposes the video steganogra-
phy method based on the adaptive transform decision in intra-frame prediction and the
experimental evaluation is presented in Sect. 4. Finally, the conclusion is shown in
Sect. 5.
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2 Related Works

With the continuous development of video coding technology, especially under the
emergence of H.265/HEVC, digital video on network is preferred to be higher reso-
lution along with asynchronized improvements on delay and limited traffic network.
Based on this preference, video steganographyis taken into consideration for digital
video security protection. Video steganography based on digital video plays a key role
among various security protections (e.g., encryption) for multimedia concerning digital
video occupying the majority of internet traffic.

In order to protect the secret information embedded into video carriers from
attention of illegal attackers, many powerful and effective attempts such as error
expansion [5], histogram shifting [6], discrete cosine transform (DCT) [7–9], etc., have
been made. In addition, there are also existed some methods [10, 11] which utilize the
new characteristics adopted in H.265/HEVC. Shanableh [10] utilized the splitting flag
sequence of one specified coding unit (CU) to embed approximately 4-6 bits secret
information. Specifically, one coding tree unit (CTU with size 64 � 64) can be divided
into four 32 � 32 coding units, where each splitting flag sequence of 32 � 32 coding
units can be represented as five binary splitting flag sequence. The front four bits of
splitting flags are used for embedding secret information and the fifth bit presented
whether is split into quadrants according to current 32 � 32 coding units as depicted in
Fig. 1. It can be seen that one CTU provides sixteen bits used to embed secret infor-
mation and has sufficient embedding capacity. However, the challenge is that
embedding is manipulated on large scale blocks-32 � 32 coding units, which would
introduce a large embedding error in the digital visual quality. Yiqi Tew et al. [11]
proposed an improved method which mainly utilizes the splitting structure of predic-
tion units which has rooted at CUs to embed secret information. Specifically, the
splitting referred to prediction units can be divided into two categories, one is mapping
to secret information 0 and the other is mapping to secret information 1 as depicted in
Fig. 2. Then the true splitting referred to prediction units is constrained to this
embedding mapping rule. Although this method will bring an improvement on carrier
visual quality, the improved efficiency is not always rapid and significant.

[ 0 0 0 1 1]
[ 0 0 0 0 0] [ 0 0 0 0 1]

[ 0 1 0 0 1]

64

64

Fig. 1. Embedding into coding unit splitting.
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Inter-frame prediction splitting
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Intra-frame prediction splitting

Fig. 2. Embedding into prediction unit splitting
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Different from these previous works, we employ the smaller transform units as the
actual embedding carriers to embed secret information. To decrease the embedding
error, only the size of 16 � 16 transform block are utilized as embedding candidate
blocks. Then, we put forward an efficiency embedding module which can embed
multiple secret information while modifying only one splitting flag in most cases.
Finally, we design and evaluate the high efficiency about the proposed method in terms
of improvements in the reduction of embedding error for video quality and in the
embedding capacity.

3 Proposed Adaptive Transform Block Decision Video
Steganography Method

The proposed video steganography method based on adaptive transform block decision
is illustrated in Fig. 3. The scheme is mainly composed of two components, including
embedding procedures and extraction procedures. In the embedding procedures, the
selection for candidate transform units is a key manipulation which is closely following
the decision process of coding syntax elements determined by H.265/HEVC encoder.
Then according to the pre-defined embedding mapping rules, the secret information can
be embedded into TUs by modifying the TU splitting flags. After entropy encode
(CABAC or CALVC), the carrier video which has been embedded secret information
would be encoded to bitstream and can be transmitted on public network. The
extraction procedures is an inverse loop compared to embedding, which are also
included the selection of transform blocks which has been embedded secret information
after video bitstream entropy decode. Then the secret information can be extracted from
the transform block splitting flags with the pre-defined extraction mapping rules.

3.1 Selection Candidate Transform Units for Embedding

The candidate transform units are constrained to size of 16 � 16. The basic principle
about this selection is that regions referred to 16 � 16 transform unit contains more
detailed texture signals compared to other larger size transform units, so embedding

Video
compressed

Modification on
TU splitting flage

Video
bitstreams

Select candidate
transform unit

Embedding
mapping rules

Video entropy
decoded

Extraction
mapping rules

Select embedded
transform unit

Extract secret
information

Original
video

Secret
information

Decoded
video

Secret
information

Coding syntax
elements

Entropy
encode Transmitted

Fig. 3. Proposed video Steganography method based on adaptive transform block decision
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secret information into 16 � 16 transform block splitting decisions will be more
unconscious of human sight and provides a higher security level than other size of
transform blocks (e.g., 32 � 32).

The selection of candidate 16 � 16 transform blocks can be divided into two
categories. The first category is directly 16 � 16 sizes of coding units which are
determined by H.265/HEVC encoder control. In addition, conforming to proceeding
constraint coding unit should also be certain that there’s at least splitting into quadrants
once again for transform splitting. That is, for the transform splitting structure rooted at
current 16 � 16 intra-frame coding unit, the final size of transform units determined by
encoder control is no more than 8 � 8 in the same covered region. One compliant
typical example is depicted in Fig. 4, where the selected 16 � 16 coding unit which
has been further split for the transform units contains two 8 � 8 transform units and
eight 4 � 4 transform units, respectively. Another category is targeted for those coding
units which size is larger than 32 � 32 (e.g. 32 � 32 or 64 � 64). When the selection
of candidate blocks process meets size of 32 � 32 or 64 � 64 coding units determined
by encoder control, the process will search whether there’s one transform units which
are confirming to the first category selection constraints with 16 � 16 coding unit
substituted by current 16 � 16 transform unit. If there’s one 16 � 16 transform unit
inside the current coding unit is confirming to the second category constraint, the
16 � 16 transform unit is processed at the same way as the first category 16 � 16
coding units. Figure 5 depicts one typical example for the second category, where the
current coding unit is 32 � 32 size and the top-right transform unit which are split
from the transform splitting consists three 8 � 8 transform units and four 4 � 4
transform units in the final transform structure determined by encoder control.

After the selection of candidate coding units or transform units, we can rewrite the
internal transform splitting structure as a form of binary flag sequence. The binary flag
‘1’ implicit that based on the current splitting structure, the transform splitting should
be carried out once again with quadtree format. Likewise, binary flag ‘0’ implicit that
the current splitting should be confined non-splitting. Then, the final candidate

Fig. 4. First category for embedding Fig. 5. Second category for embedding
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transform splitting structure determined by encode control can be represented as five
flag bits as depicted in Fig. 4 and Fig. 5 with 10110 and 10100. It is noted that the first
flag bit indicates whether the candidate is split into quadrants or not, and the successive
flag bit indicates whether each quadrant is further split into quadrants or not.

3.2 Embedding and Extraction Module

Embedding is manipulated on the transform splitting flag sequence. Specifically, the
latter four splitting flag bit are used for embedding secret information after the complex
tasks of selection for candidate codding units or transform units. One targeted goal of
embedding module is that multiple secret information is embedded while only one
transform splitting flag is modified. The detailed embedding and extraction module is
elaborated as follows.

Embedding module depends on the characters of transform splitting flag sequence
and values of secret information. Since both of splitting flag sequence and secret
information is presented as the form of binary sequence, the mapping rules between
them can be established as the form of matrix encoding–like procedures. The main
embedding procedures are depicted in Algorithm 1. First, a binary splitting flag
sequence of candidates F in single CTU can be constructed from the selection candidate
transform units procedures. Then according to the binary secret information sequence
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and mapping rules with matrix encoding-like formats (the interval among sequence is
3bits), the selected splitting sequence can be modified as sequence F̂. For example, if the
binary splitting flag sequence is ð0; 1; 1Þ, the embedded secret information binary is
ð1; 0Þ, the output of modified splitting flag sequence would be ð0; 1; 1Þ.

Extraction module is manipulated during the decoding process which is successive
entropy decoding and inverse process compared to embedding module. The splitting
flag sequence which is embedded secret information is obtained from the selection of
transform units with the same constraints as embedding side in each CTU. We can
rewrite the splitting flag sequence of transform units as array F̂, and utilize the bit-wise
XOR with the same interval length (e.g. 3) as the embedding module. The main
extraction procedures are depicted in Algorithm 2. First, a binary splitting flag
sequence of transform unit derived from transmitted bitstream F̂ can be achieved from
the selection of transform units which has the same constraints as embedding side.
Then the targeted secret information binary array S can be generated from bitwise XOR
in pairs. For example, if the binary splitting flag sequence is ð0; 1; 1Þ, then the output
of secret information binary sequence would be ð1; 0Þ.

3.3 Modification on Selected Transform Units

According to the modified splitting flag sequence F̂ generated from embedding
module, the initial splitting flag of selected transform units F should also be changed
synchronously. Specifically, the modification on transform splitting is actually hap-
pened on 8 � 8 transform unit which has been spilt once in terms of 16 � 16 coding
units or multiple times of splitting in terms of 32 � 32 coding units. If the modified
splitting flag in F̂ is different from the initial transform splitting flag in F, then the final
transform splitting on this specified 8 � 8 transform unit should be confined to split
again until the transform splitting structure is compatible to the corresponding modified
splitting flag in F̂. Obviously, the following transform and quantization for residuals
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should also be substituted by the new residual results with new transform splitting
syntax elements. Figure 6 provides an example about modification on transform units.
The initial transform splitting structure on 16 � 16 coding unit is shown in left and the
corresponding binary splitting sequence is 1; 0; 1; 1; 0ð Þ. If we embed the secret
information (1, 1), then the modified splitting flag would be 1; 0; 0; 1; 0ð Þ. The
actually modification on final transform splitting structure of 16 � 16 current coding
unit is depicted in the right. In the end, the final transform spitting syntax elements will
be encoded into bitstream by entropy coding.

4 Experimental Evaluation

The proposed adaptive transform block decision video steganography method is briefly
evaluated in the reference software HM16.0 and is tested on multiple official video
samples provided by JCT-VC. The tested video samples are encoded by 20 Intra-
prediction frames and profile is set to main. In addition, the size of CTU, maximum and
minimum size permitted in TU are configured to be 64, 32 and 4, respectively. The
maximum transform splitting depth for intra is also confined to be 3. The performance
of visual quality, embedding capacity and bit-rate increase for the proposed method are
tested and analyzed as follows.

Figure 7 depicts the comparisons of visual quality between carrier video embedded
secret information with the proposed method and video sample which just goes through
the process of compressing on H.265/HEVC and with nothing to embed. Figure 8
provides values of PSNRs referred to luma, and two chroma components, respectively.
The average discrepancy of PSNR among them is 0.28 dB, 0.0258 dB and 0.0075 dB
in the luma, chroma_Cb and chroma_Cr, respectively. It can be seen the proposed
method has maintained a high visual quality when the secret information is embedded
into transform block decision.

Fig. 6. An embedding example with embedding secret information (1, 1)
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Four tested video sequences are used to evaluate PSNR, embedding capacity and
bit-rate increase with the proposed method and [4] in Table 1. It is noted that PSNR
depicts the visual quality between the original video samples and the decoded video
samples which are achieved by the encoding and decoding process. Likewise, PSNR0

depicts the visual quality between the original video samples and the decoded video

a. Proposed Method                                                  b.  No embedding 

Fig. 7. Comparisons for visual quality between proposed method and No embedding video
samples.

Fig. 8. Comparisons for visual quality at different POCs in the range of 0–20.

Table 1. Performance of the proposed method

Video
sequence

PSNR Proposed method [4]
PSNR’ Capacity

(bits)
Bit-rate
increase

PSNR’ Capacity
(bits)

Bit-rate
increase

BasketballPass 35.50 35.22 10103 4.70% 35.07 3264 1.48%
keiba 34.76 34.48 11882 5.10% 32.55 2069 1.03%
BQSquare 42.21 39.28 9271 1.25% 38.18 10469 3.18%
BasketballDrill 41.64 40.72 38176 1.10% 40.16 5973 0.91%
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samples which carries secret information inside. It can be seen from Table 1 that the
proposed method can achieve a high visual quality and sufficient embedding capacity.

5 Conclusion

In this paper, a novel and effective video steganography method based on transform
block decision is proposed for video security protection. The proposed method mainly
utilize the transform splitting structure of 16 � 16 blocks (coding units or transform
units) to embed secret information. Effective embedding and extraction mapping rules
are also established between transform splitting flag and secret information sequences.
The experimental results show that the proposed method can effectively improve the
embedding efficiency and security protection for digital videos on H.25/HEVC.

Acknowledgement. This paper is sponsored by the National Natural Science Foundation of
China (NSFC, Grant No. 61572447).
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Abstract. A universal steganalyser has been the goal of many research leading
to some good trials. Such steganalysers relied on machine learning and a wide
range of features that can be extracted from images. However, increasing the
dimensionality of the extracted features leads to the rapid rise in the complexity
of algorithms. In recent years, some studies have indicated that well-designed
convolutional neural networks (CNN) can achieve comparable performance to
the two-step machine learning approaches. This paper aims to investigate dif-
ferent CNN architectures and diverse training strategies to propose a universal
steganalysis model that can detect the presence of secret data in a colour stego-
image. Since the detection of a stego-image can be considered as a classification
problem, a CNN-based classifier has been proposed here. The experimental
results of the proposed approach proved the efficiency in the main aspects of
image steganography compared with the current state-of-the-art methods.
However, a universal steganalysis is still unachievable, and more work should
be done in this field.

Keywords: Steganalysis � Steganography � Convolutional neural networks �
Deep learning

1 Introduction

The exponential growth in steganographic techniques in recent years has led the
research community to focus on reliable steganalysis techniques. The need to hide
secret information has led to Steganography where a cover image is used as the vessel
to hide the information. The goal here is to leave only a minuscule change in the cover
so that the stego-image is close to the cover in terms of visual quality and statistical
characteristics. Steganalysis is a probing measure to extract the embedded secret
information or discover the presence of confidential information from a stego-media
without any prior information about the steganographic method being used [1]. Hence
Kerckhoff’s principle is not applicable, and it is considered as the biggest challenge in
designing steganalysis techniques [1]. Generally, most of the steganographic systems
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often leave some traces of secret information or distortions in the stego-image. Ste-
ganalysis makes use of these distortions to detect the presence of hidden data by
identifying such distortions even though it may not be detectable by manual analysis.
Steganalysis is a type of pattern recognition approach as it decides whether the given
media belongs to either clean (without any secret data) or stego (with secret data).
Signal processing and machine learning theory are used by steganalysis to analyse the
statistical differences between cover and stego-image. Detection accuracy is enhanced
by updating the number of features which leads to improved performance of the
classifier. There are two main categories in steganalysis: active and passive [2]. In
passive steganalysis, the primary goal is to check whether the given media is embedded
with secret data or not. In active steganalysis, estimation of embedded secret data
and/or its retrieval is essential. Since state-of-the-art steganographic systems use robust
encryption mechanisms, the extraction of actual embedded data may be impossible.
However, the latest steganalysis approaches succeeded in estimating embedding
parameters, location, nature and size of the embedded secret information [3]. Ste-
ganalysis based on convolutional neural network (CNN) possesses superior accuracy
while compared with traditional steganalysis approaches. CNN models can predict
whether an image is embedded with some secret information or not. The goal of this
paper is to propose a universal CNN-based steganalysis tool that can accurately detect
stego-images. To make the model universal, the training dataset is embedded using
eight different embedding techniques.

This paper is organized as follows. Section 2 presents the literature review of
steganalysis. Section 3 describes the proposed methodology along with the results.
Discussion of results and conclusion are given in Sect. 4.

2 Literature Review

During the past eight years, steganalysis approaches are mainly carried out by calcu-
lating a rich model (RM) [4] followed by classification by ensemble classier (EC) [5].
The first CNN-based steganalysis system was proposed by Qian et al. in 2015 as results
of two-step approaches (EC + RM) [6]. Since then, many research articles mentioned
the possibility of getting high detection performance in steganalysis approaches such as
spatial, quantitative, side-informed, and JPEG steganalysis, etc. Xu et al. [7] got close
results to the state-of-the-art conventional steganalysis using an ensemble CNN model.
The Xu-Net CNN [8] was used as a base learner of the ensemble of CNNs. For JPEG
steganalysis, Zeng et al. [9] introduced a pre-processing approach inspired from the
RM and the use of a big database for learning which gives fair results while comparing
the state-of-the-art approaches. Inspired from the ResNet [10], Xu proposed the Xu-
Net-JPEG CNN with twenty layers and short residual connections, which resulted in
higher accuracies. [11]. Later, Huang et al. [12] proposed the ResDer CNN, which is a
variant of Xu-Net-JPEG, and obtained better results. Even though these results were
highly encouraging, they were not significantly better than the results of the classical
methods [13]. In most of the approaches, the design or the experimental effort was
costly for minimal performance improvement in comparison to the networks such as
AlexNet, VGG16, GoogleNet, ResNet, etc., that inspired those researches. By the end
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of 2017, and in 2018, researchers have strongly focused on spatial steganalysis as we
can see in Ye-Net [14], Yedroudj-Net [15, 16], ReST-Net [17], SRNet [18]. However,
Yedroudj-Net has the advantage of the small network and can learn from the small
dataset, and it outperformed other related architectures. The model works well without
any augmentation or transfer learning [13]. At the same time, ReST-Net uses a very
large dataset with multiple sub-networks and various pre-processing filter banks.
SRNet is another CNN model adapted to spatial or JPEG steganalysis. The main
drawback of SRNet while comparing Yedroudj-Net is that it needs transfer learning as
well as augmentation support to provide better results.

Although, CNN steganalysis models have been proposed so far, most of them
optimized and trained based on one or two embedding methods. It means that those
models could fail in detecting stego-images which embedded using different embed-
ding technique. In other words, those CNN steganalysis models are not universal.

3 Proposed Method

The goal of this research is to develop a steganalysis system based on CNN that can be
used to detect a wide range of embedding methods. For this purpose, two different
ways to build the CNN are investigated; from scratch and from using transfer learning.
The previous section demonstrated that steganalysis systems are developed based on
one type of embedding techniques, which means that the steganalysis may not detect
stego-images if they are embedded using a different embedding method. To avoid that
issue and to make the system more universal, the training dataset is prepared by
embedding the data using a wide range of embedding techniques which are the clas-
sical least significant bit (LSB), pixel value difference and modulus function (MF-
PVD) [19], discrete cosine transform (DCT) with quad-tree adaptive-region approach
[20], discrete wavelet transform (DWT) with minimized distortion [21], DWT with
diamond encoding (DWT-DE) [22], dual-tree complex wavelet transform (DT-CWT)
[23], DT-CWT with machine learning (DT-CWT-k-NN) [24], and DT-CWT with
super-pixel (DT-CWT-SP) [25]. The reader can refer to those papers for more details.
Two ways to build CNN and preparing dataset are described in the following sub-
sections.

3.1 Preparing the Dataset

The dataset that has been used in this experiment is VOC2012 dataset [26] which
contains 17,125 images. This dataset has been chosen because the research needs an
extensive training set. So, to make it even larger, the images are divided into sub-
images of size 128 � 128 and the final dataset contains 105,234 images. Only 100,000
are in the experiment. Then the 100,000-image dataset is divided randomly into eight
groups where each group is embedded using one of the eight embedding methods. The
final training set contains 100,000 embedded images and 100,000 original images.
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3.2 Building CNN-Based Steganalysis from Scratch

To train a CNN from scratch, three different architectures are investigated. The first one is
based on the network proposed in [6], the second is based on the work done by Pibre et al.
[27], and the third is based on large convolution filters, which were proposed in [28].

3.2.1 First CNN Model
Qian et al. [6] proposed a network, which is illustrated in Fig. 1.

The initial layer uses an image processing filtering which uses a pre-defined high-
pass filter, and its coefficients remain the same during the training process. This helps to
focus more on the high-frequency stego-noise (created during embedding) in the low-
frequency stego image. This is a commonly adopted pre-processing tool in most of the
steganalysis approaches as mentioned in the previous section. The filter that has been
used is shown below.

k ¼

�1 2 �2 2 �1
2 �6 8 �6 2
�2 8 �12 8 �2
2 �6 8 �6 2
�1 2 �2 2 �1

2
66664

3
77775

ð1Þ

After the pre-processing step, there are five convolutional layers with 16 filters of
the sizes 5 � 5, 3 � 3, 3 � 3, 3 � 3, and 5 � 5 respectively. The convolutional
layers are followed by two fully connected layers of 128 neurons each. Qian’s network
is adopted in two scenarios. In the first scenario, two changes are made to Qian’s
network in order to train it using the prepared dataset. First, the size of the input layer is
changed to 128 � 128 to match the size of the images. Second, the size of the filters
should be changed to 5 � 5 � 3, 3 � 3 � 3, 3 � 3 � 3, 3 � 3 � 3, and 5 � 5 � 3
to match the three channels of the RGB images used. In the second scenario, ensemble
learning or model ensembling is used. Since RGB images have three channels; R, G
and B, the proposed ensemble consists of three CNN’s, and the predictions are com-
bined using majority voting as is illustrated in Fig. 2.

Fig. 1. Convolutional Neural Network. The form “a@b * b” means the number of feature maps
a and resolution b * b of the corresponding layer [6]
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3.2.2 Second CNN Model
Pibre et al. [27] tested different architectures trying to minimize the probabilities of
error as they train the CNN using images embedded with S-UNIWARD [29] embed-
ding method. The most efficient network they obtained uses only two convolution
layers, followed by three fully connected dense layers. Figure 3 illustrates the archi-
tecture. The input images use the size of 256 � 256, and are filtered using the same
filter as used in Qian et al. [6]. Since having a size of 5 � 5, the filtered feature map
will possess a size of 252 � 252. In the first convolutional layer, 64 filters are used
with a size of 7 � 7 and the second filter uses 16 filters of size 5 � 5. The second
convolutional layer is followed by two fully connected layers of 1,000 neurons each.

Again, this network is adopted in this paper for two scenarios. In the first scenario,
two changes are made to the network in order to train it using the prepared dataset.
First, the size of the input layer should be changed to 128 � 128 to match the size of
the images. Second, the size of the filters should be changed to 7 � 7 � 3 and
5 � 5 � 3, to match the 3 channels of the RGB images used. In the second scenario,
ensemble learning or model ensembling is used. Since RGB images have three

Fig. 2. Scenario 2 Ensemble of CNN’s based on Qian’s CNN.

Fig. 3. The CNN architecture [27].
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channels; R, G and B, the proposed ensemble consists of three CNN’s, and the pre-
dictions are combined using majority voting.

3.2.3 Third CNN Model Based on Large Convolution Filters
Salomon et al. [28] proposed a convolutional neural network based on the following
considerations. Firstly, their proposed method suggested that CNN can learn kernel K
instead of using a fixed value for K. However, in the previous two networks proposed
by Qian et al. and Pibre et al., there was no solid proof to state the optimality of the
kernel K that filter the input image was more or less the same as that of an edge
detection filter. Pibre et al. observed it empirically that without the high-pass filter, the
CNN fails to converge and are used as a pre-processing in CNNs based steganalysis.
Secondly, the embedding approaches implant the secret bits widespread across the
whole image by changing the pixels closely correlated to the embedding data.
Therefore, it is advisable to include large convolutional filters to generate features
which may highlight the minimal modifications created by a steganographic process.
A wide range of filter kernel sizes can be observed in the literature such as 3 � 3 and
5 � 5, to 12 � 12 or 15 � 15. Larger filters are highly recommended to extract more
complex features in natural images. However, the selection of filters depends upon the
nature of image dataset, and the expected data correlations to guide the prediction
process. As they used 512 � 512 images with 3 � 3 kernel, the filtered image was of
size 510 � 510. The second convolutional layer had 64 feature maps of size
509 � 509, which generated an output of size 2 � 2. With respect to Qian’s network,
the convolutional part of the proposed CNN gives the same number of features (256).
While comparing models with less CNN as Pibre’s, the input image is exactly double
in size in both directions. Also, pooling is integrated into both layers to reduce the
computation cost. The final fully connected layers use classical ANN layers, and the
output layer consist of two softmax neurons as shown in Fig. 4.

This is the main difference in comparison with CNN models in the previous
approaches of Qiam et al. and Pibre et al. Although, Salomon et al. used this shallow
fully connected network without any hidden layers, their network was able to achieve
the classification task and detect stego-images successfully. As described earlier, this
network is adopted in this paper in two scenarios. In the first scenario, two changes
should be done to the network in order to train it using the prepared dataset. First, the

Fig. 4. CNN architecture [28].
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size of the first convolutional layers should be changed to 3 � 3 � 3 as RGB images
are used. Second, the second convolutional layer should be changed to 125 � 125 � 3
to match the size of the images. In the second scenario, ensemble learning or model
ensembling is used. Since RGB images have three channels; R, G and B, the proposed
ensemble consists of three CNN’s, and the predictions are combined using majority
voting.

3.3 Building CNN-Based Steganalysis Using Transfer Learning

Transfer learning is used for reducing the training time, and for this purpose, the
Alexnet pretrained network was used [30]. This network has outstanding performance
and has been used in many applications.

3.4 Training the Networks

Networks based on all architectures have been trained using the same dataset, and the
experiments are performed with MATLAB Deep Learning Toolbox on a cloud-based
virtual machine with an NVIDIA Tesla P4 GPU card. After months of investigations
and tuning and changing the parameters such as the strides and the learning rate, only
the CNN based on the pretrained Alexnet gave outstanding results. The other networks
could not converge in some cases or suffered from overfitting with low validation
accuracy in other cases as shown in Fig. 5.

After 200 iterations, the results of training CNN-based steganalysis using pretrained
Alexnet is shown in Fig. 6 with a validation accuracy of 91.2% and a training accuracy
of 94.47%. From Fig. 6, the pretrained Alexnet showed good performance; therefore,
in this paper, we use the pretrained AlexNet to develop a universal steganalysis model.

Fig. 5. Training results of the CNN based on Quin’s network with overfitting.

Towards a Universal Steganalyser Using Convolutional Neural Networks 617



3.5 CNN-Based Steganalysis Using Pretrained Alexnet Network

In order to validate the performance of the developed model for steganalysis, we ran
experiments on eight state-of-the-arts spatial and transform domain steganographic
approaches that are mentioned in Sect. 3. All of them are implemented and used to
embed random data with different hiding capacities. To test the trained CNN model, we
used a different dataset of images to the ones used for training. For this purpose, we
used RGB-BMP Steganalysis Dataset [31], which has 1,500 images of size 512 � 512.
The images were divided into sub-images of size 128 � 128 and the final testing
dataset has 24,000. It is worth mentioning that we used the maximum available
capacity during the embedding. The different hiding capacities are shown in Table 1.

Since the original networks tested in this paper are not available online, and also
they could not converge during training, it is impossible to compare them with Alexnet
network. So, three well-known steganalysis systems are used for comparison purposes
which are subtractive pixel adjacency matrix (SPAM) [32], quantitative steganalysis
using rich models (QSRM) [33] and steganalysis residual network (SRNet) [18] which
are available online. SPAM was developed to detect spatial steganography by merging
a low-amplitude individual stego-signal, for example, LSB matching. The QSRM

Fig. 6. Training results of the CNN based on pretrained Alexnet.

Table 1. Hiding capacities used different state-of-the-art steganography based approaches.

No. Embedding method Maximum hiding capacity (bit per pixel) Notes

1 LSB 1
2 MF-PVD [19] 3.33 Average
3 DCT [20] 4.38 Average
4 DWT [21] 8
5 DWT-DE [22] 2.5
6 DT-CWT [23] 1
7 DT-CWT-k-NN [24] 7.875
8 DT-CWT-SP [25] 31.2
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method is used to predict payload in the stego-image, which turns the detection process
into a regression rather than classification. Since the proposed steganalysis model
works as a classifier, the output of the QSRM should be converted into a classification
output-like for an appropriate comparison. This is achieved by converting the output of
the QSRM into ‘True’ or “False’ based on the prediction error. In other words, if the
difference between the predicted payload and the actual payload is less than 5% of the
actual payload, then the prediction is correct or ‘True’ and vice versa. The accuracy of
the QSRM then is calculated based on the number of the correct predictions. The
comparison between Alexnet and three well-known steganalysis in terms of accuracy
of detection is shown in Table 2.

In addition, for comparison with some of the other networks mentioned earlier and
for a fair comparison, we used the same dataset of images from the BOSSBase database
v.1.01 [34], and the same embedding methods S-UNIWARD [29], and WOW [35].
The results are shown in Table 3. All the results in the table are reported in the
corresponding papers.

Table 2. Accuracy of the proposed steganalysis network.

Embedding method Accuracy of detection (%)
Pretrained Alexnet SPAM [32] QSRM [33] SRNet [18]

LSB 72.48 89.65 63.67 89.77
MF-PVD 84.94 78.37 69.79 82.08
DCT 74.15 61.33 36.08 89.64
DWT 67.84 65.91 67.84 67.40
DWT-DE 78.29 76.64 37.24 76.82
DT-CWT 40.96 38.12 44.38 40.24
DT-CWT-k-NN 35.56 26.12 29.34 30.97
DT-CWT-SP 30.3 18.71 26.42 28.13

Table 3. Steganalysis error probability comparison at 0.2 and 0.4 bpp.

Steganalysis method Error (%)

WOW S-
UNIWARD

0.2 0.4 0.2 0.4

Qian et al. [6] – 29.3 – 30.9
Pibre et al. [27] – – – 7.4

Salomon et al. [28] – 4.6 – –

SPAM [35] 36.5 25.5 36.6 24.7

Yedroudj-Net [16] 27.8 14.1 36.7 22.8
Xu-Net [8] 32.4 20.7 39.1 27.2
Ye-Net [14] 33.1 23.2 40.0 31.2

Pretrained Alexnet 49.89 49.84 49.93 49.91
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4 Discussion and Conclusion

In this paper, the possibility of developing a universal CNN-based image steganalysis
is explored. Different CNN architectures and scenarios are investigated to try to come
up with the steganalysis model that can detect stego-images regardless of the
embedding technique or domain. A big dataset was used in this experiment, and the
images are embedded using eight embedding methods.

The extensive experiments show that training the universal CNN-based image
steganalysis from scratch is a very complex task. Sometimes the network could not
converge, and sometimes it suffered from overfitting. Although 200,000 images have
been used for training the networks, they are found to be insufficient for the task, and
much more images are needed. However, it is worth mentioning that the original
CNNs, which are investigated in this paper, are optimized for certain embedding
technique. This explains the paradox between their good performance when they are
used to detect a single steganographic method and their poor performance during
training experiments in this paper.

In contrast, the pretrained Alexnet showed good performance with a training
accuracy of 94.47% and a validation accuracy of 91.2%. However, when it was
compared with other networks as in Table 3, the pretrained Alexnet network showed
poor performance. The reason behind that is the fact that the network was not trained
using images embedded by the S-UNIWARD and WOW methods. This emphasizes
that a universal steganalysis is still hard to achieve even if it was trained using different
types of embedding methods. However, when the network was tested using images
embedded using the eight embedding methods; the network showed some good results,
especially when images embedded using MF-PVD or DWT-DE as presented in
Table 2. However, it did not perform so well with images embedded using DT-CWT-k-
NN or DT-CWT-SP. This vast difference is to the nature of the embedding algorithms
and the artefacts they created in the stego-images.

Detecting the stego-image using a classification model implies that it is quite easy
to distinguish between the cover image and the stego-image. In fact, it is not that easy
because the changes that were added to the image during embedding process could be
random or hard to patternize using the CNN especially when the payload is small. In
addition to the very small differences between cover and stego-images, utilizing dif-
ferent advanced embedding methods cause very different patterns of changes between
cove and stego-images, which makes the detection even more difficult.

The proposed model showed the ability to outperform the SPAM and QSRM in
detecting stego-images in 7 out of 8 embedding method and the ability to outperform
the SRNet in detecting stego-images in 6 out of 8 embedding method. However, it has
own limitations. For example, its accuracy of detection is not consistent for all
embedding methods as the accuracy range from 30.3% to 84.94%. In addition, it cannot
be generalized and used to detect stego-images that have been embedded using
methods rather than the 8 methods used in preparing the training dataset, i.e. WOW and
S-UNIWARD.

The modern blind steganalysis techniques are not universal in the sense that their
performance mostly depends on the cover images as well as the embedding approaches
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used. As a result, further research should be concentrated on developing a real universal
image steganalysis approach by considering a much wider range of hiding techniques
with a much larger dataset.
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Abstract. This paper presents a HEVC video steganography algorithm based
on QDCT coefficient without intra-frame distortion drift. We embed the secret
message into the multi-coefficients of the selected 8 � 8 luminance QDCT
blocks which meet our conditions to avert the distortion drift. With the use of
three multi-coefficients in each row or column of the 8 � 8 luminance QDCT
block, the embedded capacity is considerably larger than using single multi-
coefficients. The experimental results show that this video steganography
algorithm can effectively avert intra-frame distortion drift and get good visual
quality.

Keywords: HEVC � Video steganography � QDCT �Multi-coefficients � Intra-
frame distortion drift

1 Introduction

Video steganography is a branch of data hiding, which is a technique that embeds
message into cover contents and is used in many fields such as medical systems, law
enforcement, copyright protection and access control, etc. Since human visual system
are less sensitive to the small changes of digital medias, especially for digital video,
video steganography is a technique which hides message into a video and conceals the
fact of the transmission. Video steganography techniques can be classified into com-
pressed and uncompressed domains [1]. The steganography method in compressed
domain has greater application value and has gained more attention because the video
is usually transmitted or stored after compression coding. In the existing literatures,
most of the steganography method based on compressed domain combining with
certain aspects of the compression characteristics utilizes coding process to hide
information, such as intra prediction, motion estimation, DCT/DST transform, etc., as
shown in Fig. 1.

H.265/HEVC (high efficiency video coding) is the latest video coding standard
published by ITUTVCEG and ISO/IEC MPEG [2]. HEVC’s main achievement is its
significant improvement in compression performance when compared to the previous
state-of-the-art standard with at least 50% reduction in bitrate for producing video of
similar perceptual quality [3], and it is well adapted for network transmission.
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Since HEVC has been proposed for a short time and is very complicated, the
steganography technique based on HEVC video coding standard is in the beginning
stages.

Video steganography technique based on the QDCT coefficient blocks in intra-
frame mode is one of the most popular compressed domain techniques adopted in
H.264 [4–6]. However, distortion drift is a big problem of this steganography technique
in HEVC video streams. Video steganography technique based on intra prediction [7]
and motion vector [8] also have intra-frame or inter-frame distortion drift problems.
Moreover, the scheme that embed the secret information into the QDCT/QDST coef-
ficients of I frames for steganography is not suitable for HEVC video streams because
of the intra-frame distortion drift. Thus, it is necessary to introduce a mechanism
without intra-frame distortion drift to HEVC when data is hidden into the
QDCT/QDST coefficients. Chang et al. [9] employed a three-coefficients to solve the
QDST coefficient distortion drift problem for 4 4 luminance blocks. Gaj et al. [10]
further proposed an improved watermarking scheme which is also robust against dif-
ferent noise addition and re-encoding attacks, but the embedding capacity is reduced.
Liu et al. [11] proposed a robust and improved visual quality steganography method for
HEVC in 4 � 4 luminance QDST blocks. To solve the QDCT coefficient distortion
drift problem in HEVC, Chang et al. [12] proposed a paired-coefficients for 8 � 8
luminance QDCT blocks, But the single using of paired-coefficients will cause some
obvious image hot pixels that greatly affects the visual quality of the video.

In this paper, we proposed a coefficient compensation rule for 8 � 8 luminance
DCT blocks. According to this rule, more multi-coefficients can be obtained to com-
pensate the intra-frame distortion drift, and with the use of multiple multi-coefficients,
our steganography algorithm has better embedded capacity and visual quality.

The rest of the paper is organized as follows. Section II describes the intra-frame
distortion drift. Section III describes the proposed algorithm. Experimental results are
presented in Section IV and conclusions are in Section V.

Compressed
video

DCT/DST
coefficient

Intra prediction
mode

Motion
estimation

Secret
messageDecode

Fig. 1. Video steganography methods based on compressed domain
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2 Intra-Frame Distortion Drift

Distortion drift refers to that embedding the current block not only causes the distortion
of the current block, but also causes the distortion of its neighboring blocks. The intra-
frame distortion drift emerges because we embed bits into I frames. As illustrated in
Fig. 2, we assume that current prediction block is Bi,j, then each sample of Bi,j is the
sum of the predicted value and the residual value. Since the predicted value is calcu-
lated by using the samples which are gray in Fig. 3. The embedding induced errors in
blocks Bi − 1,j − 1, Bi,j − 1, Bi −1,j, and Bi − 1,j+1would propagate to Bi,j because of using
intra-frame prediction. This visual distortion that accumulates from the upper left to the
lower right is defined as intra-frame distortion drift.

For convenience, we give several definitions, the 8 � 8 block on the right of the
current block is defined as right-block; the 8 � 8 block under the current block is
defined as under-block; the 8 � 8 block on the left of the under-block is defined as
under-left-block; the 8 � 8 block on the right of the under-block is defined as under-
right-block; the 8 � 8 block on the top of the right-block is defined as top-right-block,
as shown in Fig. 3. The 8 � 8 block embedding induced errors transfer through the
edge pixels to these five adjacent blocks.

3 Description of Algorithm Process

3.1 Embedding

According to the intra angular prediction modes of these five adjacent blocks, it can be
judged that if the current block is embedded, whether the embedding error will be
transmitted to the adjacent blocks by the intra-frame prediction process.

In other words, when the intra prediction mode of the five adjacent blocks satisfies
certain conditions, if the embedding error just changed the other pixels of the current
block instead of the edge pixels used for intra-frame angular prediction reference, then

Fig. 2. The prediction block Bi,j and the adjacent encoded blocks
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the distortion drift can be avoided. We proposed two conditions to prevent the dis-
tortion drift specifically.

Condition 1: Right-mode2 {2-25}, under-right-mode2 {11-25}, top-right-mode
2 {2-9}
Condition 2: under-left-mode2 {27-34}, under-mode2 {11-34}.

If the current block meets Condition 1, the pixel values of the last column should
not be changed in the following intra-frame prediction. If the current block meets
Condition 2, the pixel values of the last row should not be changed in the following
intra-frame prediction. If the current block meets the Condition 1 and 2 at the same
time, the current block should not be embedded. If both the Condition 1 and 2 cannot
be satisfied, the current block can be arbitrarily embedded where the induced errors
won’t transfer through the edge pixels to the five adjacent blocks, that means the
distortion drift won’t happen, but in this paper we don’t discuss this situation, the
current block should also not be embedded. We proposed some multi-coefficients can
meet the above conditions when embedded in.

The multi-coefficients can be defined as two types. Type 1 is a four-coefficient
combination (C1, C2, C3, C4), C1 is used for bit embedding, and C2, C3, C4 are used for
distortion compensation. Type 2 is a paired-coefficient combination (C1, C2), C1 is used
for bit embedding, and C2 is used for distortion compensation. There are three group
multi-coefficients we used in this paper that applicable to 8 � 8 QDCT blocks, we can
define them as follow:

VS(Vertical Set) = (ai0 = 1, ai4 = −1), (ai6 = 1, ai7 = 2), (ai1 = 1, ai3 = −1, ai4 =
1, ai5 = 1) (i = 0,1,…,7)

HS(Horizontal Set) = (a0j = 1, a4j = −1), (a6j = 1, a7j = 2), (a1j = 1, a3j = −1,
a4j = 1, a5j = 1) (j = 0,1,…,7)

In fact, we found a coefficient compensation rule can create more usable multi-
coefficients. We can define it as follow:

Fig. 3. Definition of adjacent blocks
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Vertical Rule:
If the embedding coefficients of any row in an 8 � 8 QDCT block meet

64ai0 � 89ai1 þ 83i2 � 75ai3 þ 64ai4
�50ai5 þ 36ai6 � 18ai7 ¼ 0 i ¼ 0; 1; . . .; 7ð Þ

Then the pixel values of the last column in the 8 � 8 luminance block would not be
changed by the embedding.

Horizontal Rule:
If the embedding coefficients of any column in an 8 � 8 DCT block meet

64a0j � 89a1j þ 83a2j � 75a3j þ 64a4j
�50a5j þ 36a6j � 18a7j ¼ 0 j ¼ 0; 1; . . .; 7ð Þ

Then the pixel values of the last row in the 8 � 8 luminance block would not be
changed by the embedding.

As we can see, the multi-coefficients (ai0 = 1, ai4 = −1), (ai6 = 1, ai7 = 2), (ai1 = 1,
ai3 = −1, ai4 = 1, ai5 = 1) (i = 0,1,…,7) meet the Vertical Rule, the multi-coefficients
(a0j = 1, a4j = −1), (a6j = 1, a7j = 2), (a1j = 1, a3j = −1, a4j = 1, a5j = 1) (j = 0,1,…,7)
meet the Horizontal Rule. According to the coefficient compensation rule, we can create
many more coefficient combination to prevent the intra-frame distortion, but relatively
speaking, these three multi-coefficients we used have better PSNR performance.

After the original video is entropy decoded, we get the intra-frame prediction modes
and QDCT coefficients. We embed the secret data by the multi-coefficients into the
8 � 8 luminance DCT blocks of the selected frames which meet the conditions. Finally,
all the QDCT coefficients are entropy encoded to get the target embedded video.

We can use (ai0 = 1, ai4 = −1), (ai6 = 1, ai7 = 2), (ai1 = 1, ai3 = −1, ai4 = 1, ai5 = 1)
(i = 0,1,…,7) to embed 3 bits in a row when current block meets Condition 1, we also
can use (a0j = 1, a4j = −1), (a6j = 1, a7j = 2), (a1j = 1, a3j = −1, a4j = 1, a5j = 1)
(j = 0,1,…,7) to embed 3 bits in a column when current block meets Condition 2.

For simplicity, we refer to (ai0 = 1, ai4 = −1) and (a0j = 1, a4j = −1) as (1, −1)
mode, refer to (ai6 = 1, ai7 = 2) and (a6j = 1, a7j = 2) as (1, 2) mode, refer to (ai1 = 1,
ai3 = −1, ai4 = 1, ai5 = 1) and (a1j = 1, a3j = −1, a4j = 1, a5j = 1) as (1, −1, 1, 1) mode.
(i, j = 0,1,…,7).

Assume (a1, a2, a3, a4) is the selected QDCT coefficients to be embedded, where a1
is used to hide information, a2, a3, a4 are used to compensate the intra-frame distortion.
We take the multi-coefficients (1, −1, 1, 1) mode as an example.

(1) If the embedded bit is 1, a1, a2, a3, a4 are modified as follows:

If a1 mod2 = 0, then a1 = a1 + 1, a2 = a2 −1, a3 = a3 + 1, a4 = a4 + 1. If a1
mod2 6¼ 0, then a1 = a1, a2 = a2, a3 = a3, a4 = a4.

(2) If the embedded bit is 0, a1, a2, a3, a4 are modified as follows:

If a1 mod2 6¼ 0, then a1 = a1 + 1, a2 = a2 −1, a3 = a3 + 1, a4 = a4 + 1. If a1
mod2 = 0, then a1 = a1, a2 = a2, a3 = a3, a4 = a4.
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The (1, −1) mode and (1, 2) mode are similar to (1, −1, 1, 1) mode, but simpler,
because they have only 1 compensation coefficients.

3.2 Data Extraction and Restoration

After entropy decoding of the HEVC, we choose the embeddable blocks of one frame
and decode the embedded data. Then, we extract the hidden data M as follows,
ði ¼ 0; 1; . . .; 7Þ:

M =
1 if ~Yi0mod2 = 1 and current block meet condition 1
0 if ~Yi0mod2 = 0 and current block meet condition 1

�

M =
1 if ~Y0imod2 = 1 and current block meet condition 2
0 if ~Y0imod2 = 0 and current block meet condition 2

�

4 Case Study

The proposed method has been implemented in the HEVC reference software version
HM16.0. In this paper we take “Keiba” (416*240), “Container” (176*144) “Akiyo”
(176*144), “SlideShow” (1280*720) and “ParkScene” (1920*1080) as test video.
The GOP size is set to 1 and the values of QP (Quantization Parameter) are set to be 16,
24, 32 and 40. Since we can embed 24 bits information in one 8 � 8 luminance QDCT
block with the simultaneous use of multi-coefficients (1, −1) mode, (1, 2) mode and (1,
−1, 1, 1) mode, The method in [12] only using (1, −1) mode is used for performance
comparisons.

As shown in Table 1, the PSNR (Peak Signal to Noise Ratio) of our method is
slightly lower than the method proposed in [12] in each video sequences due to the
increase of embedded capacity. With the increase of QP value, the quality of the coded
videos also decreases, which affects the visual performance of the embedding algo-
rithm. Although the PSNR value of our algorithm is slightly lower than the other one, it
is still acceptable.

However, the visual effect in [12] is worse than our method. When the compression
quality of the videos decreases with the increase of QP value, as we can see in Fig. 4
(b), Fig. 5(b), there are some significant visual hot pixels on the pictures, and these hot
pixels are becoming more and more obvious as the QP value increases. It is because the
single using of the multi-coefficients (1, −1) sometimes will greatly change several
fixed pixels in one 8 � 8 luminance QDCT block.

In terms of embedding capacity, as shown in Table 2, the embedding capacity of
our method is nearly 3 times as much as the method in [12] of average per frame, but
not exactly 3 times. This is because the method in [12] can also embed some blocks
that do not satisfy Condition 1 and Condition 2, however, these blocks can be
embedded only 1 bit information per block, so there is little increase in embedded
capacity. It is also worth noting that when the QP value equals 24, the embedding
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capacity of each method is the largest, which is because the 8 � 8 luminance QDCT
blocks are used most in the vicinity of this QP value.

With the increase of QP value, the visual quality of the decoded image and the
embedded image are reduced. And since the single using of the multi-coefficients

Table 1. PSNR(dB) of embedded frame in each video sequences

Sequences Method QP = 16 QP = 24 QP = 32 QP = 40

Keiba In this paper 47.32 41.32 34.55 31.28
In [12] 48.53 42.89 35.47 32.75

Container In this paper 48.16 41.76 35.07 31.57
In [12] 48.77 42.63 35.79 32.42

Akiyo In this paper 47.27 41.34 35.87 31.55
In [12] 47.65 42.08 36.11 32.76

SlideShow In this paper 48.34 42.45 34.67 30.77
In [12] 48.85 42.83 35.23 31.43

ParkScene In this paper 47.52 41.61 35.16 31.24
In [12] 47.99 42.45 36.13 32.07

(a) (b)

Fig. 4. (a) Method in this paper (b) Method in [12]

(a) (b)

Fig. 5. (a) Method in this paper (b) Method in [12]
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(1, −1) sometimes will greatly change several fixed pixels in 8 � 8 luminance QDCT
blocks, which is easy to cause significant hot pixels when the QP value is big. How-
ever, with the simultaneous use of multi-coefficients can significantly improve this
visual problem, as shown in Fig. 4(a), Fig. 5(a).

5 Conclusion

This paper proposed a coefficient compensation rule to prevent the intra-frame dis-
tortion drift for 8 � 8 luminance QDCT blocks. As three multi-coefficients are
embedded at the same time, this method can get better embedding capacity and visual
effects than only using single multi-coefficients. Experimental results demonstrate the
feasibility and superiority of the proposed method. In the future, we will improve the
embedding coding method, such as introducing matrix coding, to further optimize the
embedding efficiency
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