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Preface

This volume contains the refereed papers presented at the Second International Con-
ference on Brain Function Assessment in Learning (BFAL 2020). The BFAL con-
ference addresses a multidisciplinary domain which regroups specialists in
neuroscience, computer science, medicine, education, human-computer interactions,
and social interaction. It promotes a cross-disciplinary approach to better understanding
how to use the brain’s capabilities to improve cognition and learning. The convergence
of cognitive studies, tools of artificial intelligence, neuroscience approaches, and health
applications opens a new era of multidisciplinary research tracks. The emergence of
new assessment devices allows new ways of experimentation in laboratories, with light,
non-intrusive, and low-cost sensors.

The call for scientific papers focused on a variety of topics of interest, including, but
not limited to:

• Alzheimer’s and Related Disorders
• Bioethics
• Biofeedback Systems
• Biometric Systems
• Brain Activity and Neurocognitive Functions
• Brain-Computational Mechanisms
• Brain Control for Learning
• Brain Data Extraction
• Brain Imaging
• Brain Plasticity
• Brain Training
• Consciousness and Social Behaviors
• Data Mining
• Emotional Processes in Learning and Memory
• Internet of Things
• Human-Computer Interface
• Healthcare Applications
• Image Processing
• Intelligent Environments
• Intelligent Training
• Intelligent Agents
• Intelligent Video Games
• Memory Neural Processes
• Mental Health
• Neurocognitive Development
• Neurolinguistics



• Sleep, Plasticity, and Memory
• Social Cognition
• Virtual Reality

The conference gave the researchers the opportunity to examine multiple applica-
tions of brain function assessment in learning – mainly in the education and health
fields – which are becoming more and more promising, initiating an exchange of ideas
on important open questions. For example, what is the role of virtual reality in medical
training, for Alzheimer treatment, or for virtual patients? How can brain assessment
foster serendipitous learning, considering a set of cooperative viewpoints? How can
EEG help to distinguish between writing and typing? How can gesture recognition be
useful for Alzheimer behavior? How can brain function analysis and technology
improve dyslexia and autism? How can mobile technology improve mild cognitive
impairment? What is the influence of emotions in medical education? What are adults
stress responses to unexpected tasks? How can brain-based quiz games improve cog-
nitive functions? How can mathematical problem solving and fuzzy logic improve
learning? What is the role of neuroscience to knowledge transformation and distance
learning?

There were 35 submissions. Each submission was reviewed by at least 1, and on
average 2.1, Program Committee (PC) members, according to a double-blind process.
The PC decided to accept 11 full papers leading to an acceptance rate of 31%.
10 additional short papers were accepted, building a complete and well-balanced
program structured into two main sections: Neural Assessment and Learning.

BFAL 2020 was initially scheduled to take place in Heraklion, Greece, as a
side-event of the GENEDIS 2020 conference. However, due to COVID-19 related
constraints, the conference was held as an online event. The hosting institution of the
conference was the University of West Attica, Greece, under the auspices of the
Institute of Intelligent Systems (IIS).

We would like to express our gratitude to many different contributors for the success
of the BFAL 2020 conference:

– All the authors for presenting original and high-quality research work, promoting
innovation in the fields of Neural Assessment and Learning.

– The keynote speakers, Dr. Themis Exarchos, Dr. Anastasios Mikropoulos, and
Dr. Dimitrios Vlachakis for honoring the conference with their input to the vibrant
scientific discourse of the conference.

– The members of the PC for their constructive work in making suggestions and
improvements to the papers.

– The program chairs for their devoted work towards the success of the conference.
– The University of West Attica for hosting this conference virtually, with special

thanks to the Vice Rector, Prof. Cleo Sgouropoulou.
– The GENEDIS conference, and in particular Dr. Panagiotis Vlamos for inviting

BFAL 2020 as a side-event.
– The organization team of NEOANALYSIS, and in particular Dr. Kitty Panourgia

(organization chair), Elisavet Vasileiou, Isaak Tselepis, and Aggelos Amarantos.

vi Preface



We would like to emphasize that the BFAL 2020 conference series opens chal-
lenging yet intriguing endeavors in the original and multidisciplinary sphere of Brain
Function Assessment in Learning, and we look forward to the next BFAL conference.

August 2020 Panagiotis Bamidis
Claude Frasson

Panagiotis Vlamos
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Decision Support Systems
in Neurodegenerative Diseases Diagnosis,

Treatment and Management

Themis Exarchos

Department of Informatics, Ionian University, 49100, Corfu, Greece
exarchos@ionio.gr

Abstract. Neurodegenerative diseases are an heterogeneous group of disorders
that are characterized by the progressive degeneration of the structure and
function of the central or peripheral nervous system. The most common ones
include Alzheimer’s disease and Parkinson’s disease. The presentation will
focus on the most recent achievements and research results of decision support
systems, both defined using data driven as well as knowledge based methods
towards the diagnosis, treatment, and management of the most common neu-
rodegenerative disorders. Systems, platforms, and methodologies employing
typical clinical data, wearable, or ambient sensors, as well as more complex
omics information will be presented, with the advantages and disadvantages of
each.

Keywords: Decision support systems � Neurodegenerative diseases �
Diagnosis � treatment � Management



Educational Neuroscience in General
and Special Education

Anastasios Tassos Mikropoulos

The Educational Approaches to Virtual Reality Technologies Laboratory,
University of Ioannina, Ioannina, Greece

In neuroscience, learning can be described as the process of creating neural connections
in response to external stimuli; accordingly, education is defined as the process of
creating and controlling these external stimuli. The basis of educational neuroscience is
that anything that influences learning has its foundation in the human brain. Neuro-
scientific methods act collaboratively with the methodology of social sciences and
contribute to the field of education. Under this framework, EEG signals were used to
investigate how feedback could be best incorporated in a digital educational game. Our
findings showed that the auditory feedback was preferred compared to visual, because
the alpha and beta brain oscillations of participants were increased. In special educa-
tion, our results from a study with Auditory Evoked Potentials showed that visually
impaired individuals processed auditory stimuli faster, regardless if these lacked
semantic content, in comparison to their non-visually impaired counterparts, since the
N400 component was presented earlier in the waveforms of visually impaired indi-
viduals. Findings like these indicate that the understanding of the way the human brain
functions could affect instructional practices and provide a conceptual framework of
how the human brain creates cognitive schemata.



Introducing Drugonfly; A Novel Computer-
Aided Drug Repurposing Pipeline Based

on Genomic, Structural and Physicochemical
Profiles

Dimitrios Vlachakis1,2,3

1 Genetics and Computational Biology Group, Laboratory
of Genetics, Department of Biotechnology, School of Applied

Biology and Biotechnology, Agricultural University of Athens, era Odos 75 Str.
11855, Athens, Greece

2 Laboratory of Molecular Endocrinology, Division of Endocrinology and
Metabolism, Center of Clinical, Experimental Surgery and Translational

Research, Biomedical Research Foundation of the Academy of Athens, Soranou
Ephessiou Str., 11527, Athens, Greece

3 University Research Institute of Maternal and Child Health and Precision
Medicine, Medical School, National and Kapodistrian University of Athens,

hivon 1 & Papadiamantopoulou Str. 11527, Athens, Greece

Abstract. Herein, we are proposing a novel and radical pipeline that will
facilitate the repurposing of approved drugs in an unprecedented way that will
eventually yield invaluable insights and results that will aid the pharma-medical
domain to tackle many more pathologies using weaponry that has already been
approved, is safe for the public, is very rapid relative to conventional drug
design, and requires no further significant investment to be made. The ultimate
goal is to develop a novel clinical concept and establish a computer-aided
pipeline that will facilitate and rationalize the repurposing of approved drugs,
orphan drugs, and generics. The end result of the described pipeline is a com-
petitive and reliable software that will be made available for the scientific
community.

Keywords: Drug design � Drug repurposing � Bioinformatics � Metagenomics �
Data mining � Data analytics
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The Role of Medical Error and the Emotions
it Induces in Learning – A Study

Using Virtual Patients

Maria-Revekka Kyriakidou , Panagiotis Antoniou(B) , George Arfaras ,
and Panagiotis Bamidis

Lab of Medical Physics, School of Medicine, Faculty of Health Sciences,
Aristotle University of Thessaloniki, Thessaloniki, Greece

mariareveccak@gmail.com, pantonio@otenet.gr,

georgearfaras@gmail.com, pdbamidis@gmail.com

Abstract. Virtual Patients (VPs) and Affective Learning are promising tools in
the research for enhancement of educational efficacy. The purpose of this research
is to explore the effect of medical error and the emotions it evokes on learning by
using these tools.

A sample of four undergraduate medical students took part in the experiment.
Each student managed two VPs, while connected to biosignal recording devices
(heart rate, skin conductance, brain activity, pupil diameter). Before and after
managing the VPs, each student filled in a sheet for each VP, containing one
competence self-evaluation question and one knowledge assessment question, so
that possible differences in their responses could be spotted.

The results showed that: a) medical errors with VPs can probably have slight
effects on the affect state as indicated by the biosignals, b) some of the errors made
by the students with virtual patients did contribute to learning – for the rest of the
errors there were no control questions. This research was unable to establish a
correlation between the affect state following an error and the learning outcome.

Keywords: Medical error · Medical education · Virtual patients · Biosignals ·
Emotion detection · Affective learning

1 Introduction

1.1 Virtual Patients in Medical Education

Medical students develop their clinical and patient management skills mainly by prac-
tice on real patients during their residency. This policy poses risks for the safety of
patients [1]. Technology provides several tools for alleviating this risk [2]. To address
this issue, solving medical cases with virtual patients has been proposed as comple-
mentary training for medical students [3, 4]. The term virtual patients (VP) refers to an
interactive computer simulation of real clinical case scenarios aiming at medical train-
ing, education and evaluation [5]. In this environment students can safely train on real

© Springer Nature Switzerland AG 2020
C. Frasson et al. (Eds.): BFAL 2020, LNAI 12462, pp. 3–12, 2020.
https://doi.org/10.1007/978-3-030-60735-7_1
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http://orcid.org/0000-0003-2650-9529
http://orcid.org/0000-0002-1051-6604
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problems, examine and clinically manage virtual patients, make mistakes and learn from
them (error-management training), thus allowing for active learning [6, 7]. Moreover,
the immediate feedback given to the students, as they are shown the consequences of
their decisions in real time, helps them realize their knowledge gaps. That gives them an
opportunity to reflect upon their mistakes and adapt their learning so that they fill their
knowledge gaps [8]. Such scenarios allow exploring the impact of affected states on
learning as well as using modification of affected states to further develop competency
[6]. VPs have become rather established in medical education after an initial accep-
tance period [9, 10] and have been enhanced with several “ease of use” technological
provisions such as semantic annotations for machine discoverability and repurposing
potential [11].

1.2 Affective Computing and Learning

Affective Computing is about designing and developing systems that can interpret and
respond to human emotions. It expands Human-Computer Interaction by including tools
which recognize the user’s emotions [12]. So, the main goal is the accurate detection
and recognition of the affect state, as this would allow computers to recognize human
emotions in real time and react accordingly [13].

The relation betweenAffectiveComputing and learning is known asAffective Learn-
ing and it is demonstrated by technologies which during the learning procedure perceive
affect states and respond to them in order to facilitate transfer of knowledge and skill
development [14]. Affect state detection during the learning procedure can help enhance
interest and participation of learners in ways formerly impossible [15].

The use of biosignal sensors, such as anEEGdevice, could allow educational systems
to identify affect states, to better understand students’ nonverbal reactions [15] and to
inform students about the state they are in [14]. This way, students can reflect upon the
impact of their affect state on their learning and adapt it accordingly. For instance, a
computer which detects that the student makes a mistake, albeit he is focused, could
let him carry on, as his mistakes might help him learn better. However, if the student is
nervous and repeats his mistakes, the computer could inform him about his affect state,
so that he is motivated to employ a different strategy [14].

It has been attempted in several studies to detect affect states of humans exposed to
stimuli (auditory-visual stimuli, during car driving, etc.) by monitoring their physiologi-
cal reactions (biosignals), using encephalography (EEG), electrocardiography etc. [16].
Generally, it seems that accuracy in emotion detection is better when more methods of
recording biosignals are combined [13].

In medical training there are platforms (e.g. Open Labyrinth [11]) which provide
simulations of medical cases. Students try to solve the medical cases, relying on their
judgement to make each time the best possible decision, while experiencing at the same
time the consequences of their mistakes. As a result, emotions are aroused, which can
be identified by biosignal recording devices [6].

This aim of this paper is to explore the effect of medical error and the emotions it
evokes on learning. Specifically, we set out to explore the following research questions:

1. Could a medical error within a VP scenario elicit emotions to medical students?
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2. Could these emotions (if and once evoked) have an effect on students’ learning
(competence self-evaluation and knowledge assessment)?

The paper is structured as follows: After this brief introduction, the Methodology
section describes the technological and research toolsets and procedures that were used
for this work. The Results section presents the direct outcomes of this experimental work
and the Discussion section explores the interpretation of the principal results as well as
their impact and limitations for future research.

2 Methodology

2.1 Sample

The research was conducted in two distinct phases: the pilot phase and the main phase.
In the pilot phase there was a call for volunteer participants among students in the

5th or 6th year of study, making sure they already had been taught basic Pediatrics, since
the VPs they would have to manage were all pediatric. Three students responded: two
in the 10th semester (male, 23, and female, 24) and one in the 12th (male, 24).

In the main phase there was a call for volunteer participants from earlier years of
study, since it was found in the pilot phase that students from later years did not make
many errors. Four students responded, two in the 2nd semester (male, 28, and male,
19), one in the 4th (female, 25) and one in the 6th (female, 25). None of them had any
knowledge of Pediatrics.

Having been briefed about the research purpose and the experimental procedure, all
students signed a declaration of consent. Finally, data anonymization was performed.

2.2 Emotion Arousal Tools - Educational Environment

Virtual patients. The educational intervention and emotion arousal tool were 10 virtual
patients, selected among the 59 created by facultymembers of theDepartment and loaded
on the OpenLabyrinth platform. The selection of VPs was based on two conditions: a)
they should be pediatric cases, and b) each node should clearly and emphatically set
off the right choice from the wrong, in order to trigger emotions to the participants
more efficiently. OpenLabyrinth is an online activity modelling system that allows users
to build interactive educational activities such as virtual patients, simulations, games,
mazes and algorithms [17]. Depending on the decisions the user makes each time, the
scenario takes a different path.

2.3 Data Collection Methods and Tools

Brief Description of Biosignal Recording Tools. The following biosignal recording
tools were used to detect the subjects’ affect state:

Emotiv EPOC+ is a portable electroencephalography device. It consists of 14 chan-
nels with gold-plated electrodes to record electrical signals produced by the brain to
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detect cognitive function, emotions, and user expressions [18]. Emotiv BCI is the pro-
gram that analyzes the generated electroencephalogram and translates it into emotional
responses (stress, engagement, excitement, attention, interest, relaxation) through its
internal algorithms. These responses are displayed on the computer screen in real time
as numeric values in percentage of relative intensity (0%–100%), updated every 10 s
(0.1 Hz).

The Empatica E4 wristband is a portable wireless device designed for easy, continu-
ous and real-time collection of biosignals. Heart Rate (HR) ismeasured via photoplethys-
mography with a sampling rate of 1 Hz. Electrodermal activity (EDA) is measured with
a sampling rate of 4 Hz and indicates the subject’s perspiration level [19].

The Gazepoint 3 eye tracker is a handy, high-performance ocular tracker. The oph-
thalmic detector detects two features of the eye: the corneal reflex and the pupillary light
reflex (pupillometry), with a sampling rate of 60 Hz [20].

Competence Self-evaluation and Knowledge Assessment Sheets. For the evaluation
of the learning outcome, competence self-evaluation questions (subjectivemeasurement)
and knowledge assessment questions were used. Both were created by a medical doctor,
faculty member of the Department. A sheet was created for every VP, containing one
question of competence self-evaluation and one question of knowledge assessment.

2.4 Procedure

Pilot Phase. To assess the virtual environment and the questionnaires, in order to reveal
and timely deal with possible underlying problems, a pilot research involving three
participants was carried out.

The experimental procedure lasted about half an hour for every student and consisted
of five stages:

1. The participant randomly selects a folder containing competence self-evaluation and
knowledge assessment sheets for the two VPs he/she is going to treat and fills in one
batch (pre-test).

2. The three biosignal recording devices (GP3 eyetracker, EMOTIV EPOC+, Empatica
E4) are installed.

3. The participant rests for 10 min, to provide a biosignal recording in relaxed state.
4. The participant treats two VPs, while his emotional reactions are being recorded by

the three devices described above. Specifically, the student reads the initial screen
of the VP and decides on a course of action to deal with the case, selecting from
a number of given choices. His decision leads him to the next screen of the VP
scenario. The treatment of the first VP is completed when the student arrives at the
screen that offers no more choices. The same procedure is repeated for the second
VP.

5. The procedure is completed with the student filling the second batch of the
competence self-evaluation and knowledge assessment sheets (post-test).
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Main Phase (4 Participants). The pilot phase proved one of the VPs as most suitable
for this research (based on the large number of errors made by one participant – no errors
weremadewith the otherVPs). So, it was decided for themain phase that each participant
is assigned two preselected VPs rather than left to randomly select two. Apparently, one
of the preselected VPs was the one picked out from the pilot phase as the most suitable.
The other was suggested by a medical doctor, an associate of the institution. Both were
modified by the associate doctor so that the feedback given to the participant after each
error is more intense; this way it is more likely to upset the participant and trigger
detectable changes to his biosignals. Other than that, the experimental procedure ran
exactly as in the pilot phase.

2.5 Data Processing

Since the size of the sample was quite small, there was no point in performing statistical
analysis. Instead, descriptive statistics were used.

In order to answer the first research question, there was a check for change in biosig-
nals immediately after the occurrence of everymedical error. Changes in biosignals indi-
cated changes in the student’s affect state. One of the participants in the pilot phase was
excluded from the biosignal analysis, becausemost of the subject’s biosignals weremiss-
ing (the encephalogram failed due to the subject’s cochlear implant, and the Pupillometry
failed due to the subject’s constant wiggle).

Regarding the second research question, the students’ answers on the competence
self-evaluation and knowledge assessment sheets before solving the medical cases were
compared with the corresponding answers after, and, where they differed, a correlation
with the students’ emotions when they made errors was sought.

3 Results

3.1 Biosignals

The following Figs. (1, 2, 3, 4 and 5) show node values (means of the values within each
node) for the students’ biosignals recorded while they treated two VPs each. Positive
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Fig. 1. Pupillometry of subject VPEL002
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Fig. 2. Selected biosignals of subject VPEL005

nodes (those following a correct decision) are depicted inwhite and negative nodes (those
following a wrong decision) in black. Standard deviation lines have been added. The
diagrams for HR and EDA are not presented because they did not show any significant
variations. For the same reason or for reasons of technical problems and unreliability
some diagrams relating to components of the EEG have been omitted.
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Pilot Phase. Worth noting is the Pupillometry of VPEL002 which shows pupil dilation
almost after every error (Fig. 1).

Main Phase. Examination of the biosignals of VPEL005 reveals a simultaneous
variation in many or all the biosignals at certain negative nodes (Fig. 2).

VPEL004 shows greater pupil dilation after a certain error (Fig. 3).
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Fig. 3. Pupillometry of subject VPEL004

The Pupillometry for VPEL006 shows greater variation at two negative nodes
(Fig. 4).
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Fig. 4. Pupillometry of subject VPEL006

VPEL007 shows greater pupil dilation (Pupillometry) and, at the same time, greater
drop of relaxation (Emotiv) at a certain negative node (Fig. 5).

3.2 Competence Self-evaluation

Except for VPEL007 with the first VP, all other answers claim equal (2 answers) or
greater (5 answers) competence to deal with the case, after treating the relevant VP
(Fig. 6).

3.3 Knowledge Assessment

All the students corrected their answers to the knowledge assessment questions after
treating the VPs, except for VPEL006, who answered correctly the question for VP2
both before and after treating the VPs.
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Fig. 6. Degree of agreement stated byVPEL004,VPEL005,VPEL006,VPEL007 to the statement
«I feel I can deal with…» before and after treatment of the two VPs in a five-level Likert scale: 1
= strongly disagree, 2 = disagree, 3 = neither agree nor disagree, 4 = agree, 5 = strongly agree

4 Discussion

This study attempted to find correlations between three parameters: medical error, emo-
tion during medical error occurrence, and the effect on learning outcomes. Results
showed that: a) medical error with virtual patients is likely to cause mild changes in
emotional state as shown by biosignals, b) some of the errors students made with virtual
patients probably contributed to learning – for the rest of the errors there was no control
question.

The results of the present study agree in part with those of other studies insofar as it
confirms that mistakes aid learning, but do not prove the role of emotions as a mediator
in learning. Previous research has indicated that mistakes cause negative emotions that
affect learning [21, 22].
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The absence of significant changes in the students’ biosignals when informed by
the system that they were wrong may indicate that, were there some changes in their
emotional state, their intensity was mild, while in other cases their emotional state
remained neutral. However, it is worth noting that this hypothesis is in line with the
findings of Vogel & Schwabe research [23], which showed that mild and short-term
stress facilitates learning, while high-intensity and chronic stress has adverse effects on
learning. Similar results were obtained by Zhao [22].

A significant limitation of the study was the small sample size (n = 4), which did
not allow statistical tests to be carried out and safe conclusions to be drawn. However,
it must be noted that the high volume of data epochs analyzed in each specific subject
provide a solid basis for the aforementioned qualitative results.

The VPs used in this study allow return to the previous node, so when students made
awrong decision they knew they could correct it by returning andmaking another choice.
This worked unfavorably to the immersion in the educational environment. Also, some
EEG measurements were considered unreliable due to poor contact of some electrodes.

Future research should provide more solid conclusions by increasing the sample of
participants. In addition, the problem of immersion of learners can be addressed by using
Virtual Patients in Virtual/Mixed Reality environments.

Finally, learning following VP scenarios could be monitored by repeating a VP sce-
nario session after a reasonable time, instead of self-evaluation and knowledge assess-
ment sheets. This way, not only the process would be simpler, but also the participant’s
choices would be checked one by one and not just by random sampling, as do the
questionnaires.
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Abstract. Studies support cognitive training as a potentially efficient method
to postpone cognitive decline in persons with mild cognitive impairment (MCI).
Virtual reality (VR) based serious games have found application in this field due to
high level of immersion and interaction possiblewith the environment.Wepropose
a fully immersive virtual reality 3D orientation game with real-time guidance
system for training of elder adults. We studied the immediate after-effects of
playing the orientation game on memory and attention abilities. After playing the
game, participants performed better in memory exercises compared to attention
exercises. The game was equipped with a real time guidance system to help the
participants complete the tasks in the game. We noticed that certain hints which
displayed positive messages or were easier to comprehend, helped in reducing
frustration. On the other hand, hints which gave a warning message or were more
difficult to follow, caused frustration to increase.

Keywords: Guidance system · Orientation · Game adaptation · Virtual reality ·
EEG

1 Introduction

Spatial navigation, an application of higher cognitive functions, is a key part of human life
and is essential for carrying out activities every day. Allison et al. [1] showed that early-
stage symptomatic Alzheimer’s Disease (AD) related deficits in the aspects of spatial
navigation for the use of both wayfinding and route learning strategies. According to
the cognitive map theory, the formation of representations of spatial information using
spatial reference frames and cues from the surroundings, in other words, the creation
of a cognitive map – helps reduce cognitive load and increases recall and the encoding
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of novel information [2, 3]. It has been observed that decrease in the volume of the
hippocampus – a structure playing a key role in memory – correlate with a decline in
cognitive function. Indeed, it is speculated that increasing greymatter in the hippocampus
could entail bettermemory [4]. Interestingly, playing 3D video games over a period, such
as Super Mario 64, reportedly increases hippocampal volume [5], as well as increases
performance in episodic and spatial memory quests. It is speculated that 3D games, such
as Super Mario 64, lead players to create a cognitive map of the environment.

Cognitive training on older adults suggest that cognitive training may also serve
to optimize the cognitive functioning of persons with noticeable cognitive decline and
contribute to a slowing of the onset of the disability [6]. It has been observed that virtual
environments lead to formation of cognitive maps similar as in the real environments,
despite certain limitations (misperception, cyber-sickness and disorientation) [7]. There
is an increasing trend of using virtual reality (VR) games and applications for cognitive
training of the elderly. AVR environment offers a safe way to achieve high level of inter-
action along with the possibility of performing activities, adaptable to the characteristics
and needs of individual patients [8, 9]. Another key aspect of using VR for training is
that it allows the collection of data in the form of biomedical signals of the participant,
which can be analyzed to study and improve the effectiveness of training sessions. In
terms of interaction, fully immersive VR environments using head mounted display cre-
ate a more realistic sense of presence compared to non-immersive or partial-immersive
environments (monitor-display) [10].

In this paper, we implemented a fully immersive 3D- VR game in which the partic-
ipants use his/her navigational skills to form a cognitive map of the environment and
complete the tasks within the game. The environment simulates a public garden in the
form of a maze, and the tasks are to search for certain items of interest in a listed order.
While the participant plays the game, the system records their EEG signals by the means
of an Emotiv headset. Navigating in an unfamiliar environment can be challenging, con-
sequently leading to increased negative emotions if the participant fails to locate the
required item. Hence, we implemented an intelligent guidance system that assesses the
emotions of the participants, tracks their movement in real-time, and pro-vide hints to
complete the tasks in the game.

Our objective is to explore the effect of a fully immersive VR navigation game on the
performance of attention and memory capacities of patients suffering from subjective
cognitive decline (SCD), a preclinical state of Alzheimer’s Disease (AD). Our re-search
concentrates on understanding if it is possible to improve memory and attention
performance through a virtual maze game. We also explore the benefits of hints in
game can in terms of change in frustration of the participants on providing hints.

The rest of this paper is organized as follows. In Sect. 2, we give an overview of the
related works. In Sect. 3, we describe our approach. In Sect. 4, we detail the experimental
procedure, and finally, in Sect. 5 we present the obtained results.

2 Related Works

Over the years, many studies have implemented multiple VR environments for cognitive
training. In one of the earlier studies, attention enhancement in young students was
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observed in a VR classroom compared to non-VR control group [11]. Another study
done on graduate students, observed an improved ability to recall the spatial location
of objects in VR environment simulating an apartment [12]. Optale et al. [13] observed
that VR memory training during a period of three months presented an improvement
in long term memory in elders with memory impairment. They suggested that repeated
exposure of elderly to VR based cognitive training may simulate their attention owing to
high degree of immersion and interaction. In a recentwork, aVR environment simulating
activity of daily life (e.g. cooking) and an environment focused onmemory training using
autobiographical memory has been proposed [14]. Gamito et al. [15] used working
memory tasks (i.e. buying several items), visuo-spatial orientation tasks (i.e. finding the
way to the minimarket) in a VR environment for training of stroke patients two to three
sessions per week over the four to six week period of treatment. Their study revealed a
general improvement in attention and memory abilities over multiple training sessions.

Research have used physiological sensing approaches like electroencephalography
(EEG) to detect and analyze mental states and emotion to assist in learning, intelligent
video games etc. Ghali et al. [16] used EEG signals to assess participants’ mental states
and focused on their engagement and frustration. Based on these two mental states
they proposed help strategies in a physics game. For the elderly, continuous feed-back
and guidance to complete the quests is one of the key elements, game designers need
to consider. Games that have elements which encourage positive emotions and tense
feelings, rather than excitement and continuous challenge are more suited to the elders
[17]. Additionally, research shows that it is more beneficial for AD patients to be helped
through the completion of a challenge, rather than see the challenge failed [18]. It is
important to present both audio and visual cues to cater to the needs of a specific profile
of patients suffering from either visual or auditory impairments [13]. Thus, real-time
assistance with audio and visual feedback is one of the mandatory components in games
for elders, to incorporate mechanism which achieves high-level engagement by keeping
player filled with positive emotions.

3 Orientation Game

We created a fully immersive and interactive VR environment that is adaptable in real-
time using Unity 3D. We aim to integrates the benefits induced by the creation of a
cognitive map of the surroundings in a fully immersive 3D VR environment. Items
are placed at a suitable distance from each other throughout the garden, forcing users to
explore the environment. The guidance system is designed to help the users in completing
the tasks without being overloaded with negative emotions.

3.1 Environment: Orientation Game

We designed a VR environment that simulates a botanical garden. The environment is in
the form of 5× 5 maze where trees make up the walls of the maze and clearings through
the trees are the pathways. The user navigates on the environment using a joystick by
clicking in the direction in which they wish to move. The user can see other elements in
the game: a map of the garden, their position and direction in the form of a red arrow on
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the map, a blue circle representing the target location of the items (dis-played when the
game starts or when a hint is shown), visual hints and verbal messages displayed when
needed.

When the game starts, the user is introduced to a tutorial to familiarize with the
environment and the controls.We explain the elements displayed in the game,we provide
an example item to find and collect which allows the users to understand the movement
within the environment and the different types of hints. Once the tutorial finishes and
the user is ready, the game can start. The game consists of four quests. In each of the
first three quests, we start by asking the user to collect an item which is in a specific
location of the maze. The item’s name is displayed in a list and its location is indicated
by a flashing circle on the map for 5 s. The user must then reach this location and collect
the requested item. Once the user has arrived at the correct location, they must search
for it by looking around and click joystick button to collect it. Every time an item is
collected, we display the list remove it from the list and show the next item with its
location. When all the three items are collected, one at a time, the user is presented to
the fourth one. For the last quest, the user needs to return to the starting point and put the
three collected items in a basket. The items are lavender, coconuts, and apples. Figure 1
shows the different elements displayed in the environment at the start of the game.

Fig. 1. The list of items to collect and the map representing the environment.

3.2 Guidance System

The guidance system actively tracks participant’s emotions and movement and pro-
vides hints that help to complete the tasks of the game. The list of emotions used in
this experiment are provided by Emotiv proprietary software: frustration, excitement,
engagement, meditation, and valence. Although we do not have access to the Emotiv
system proprietary algorithms to infer mental states from raw data and frequency bands,
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several studies have established the reliability of the output. It also keeps track of the
history of the participant’s movement and actions that are taken while completing the
quests within the maze. The guidance system sits outside the VR environment and the
emotions tracking system, and it receives emotions of the participants as well as their
position every second.

There are three different types of activation of hints:

1. Emotions: At every timestamp, the mean of the change and the rate of the change of
emotion values every ten seconds are used to calculate a net score for each emotion.
The emotion with the maximum score is compared with an empirically defined
threshold. A score higher than the threshold activates the emotion-based hints

2. Away from target: If the participant takes three steps or more, all of which are at four
blocks or more from the target, the hint level 2-1 is activated.

3. No Movement: If the participant does not move for more than a given amount of
time, the hint 2-1 based on no movement is activated.

Fig. 2. Different levels of hints

Figure 2 displays the level of detail provided in different hints. The number of details
provided by the guidance system increases progressively with the level of hints. Level 1
provides the least information and displays only the participant’s location and the object’s
location on the map. Additionally, level 2 displays a text message in a prompt in the
VR environment along with the verbal narration of the message. Level 3 hint highlights
a path in the map, which the participant can follow to reach a location immediately
next to the actual location of the object. This still leaves some scope of exploration
and allows the participant to search for the object in all possible directions. Level 4
hint highlights the complete path leading to the object’s location on the map. In case of
activation based on participant’s emotion, if the hint is triggered by a negative emotion
such as frustration, the level of hint increases which subsequently provides more details
to find the object. On the other hand, if the hint is triggered by positive emotions such as
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excitement or engagement, the level of hint decreases. In case of hint activated due to no
movement of the participant, the level increases every fifteen seconds till the participant
moves, at which point it resets to level 1. When the participant is away from the object
as determined by the guidance system, the hint provided is always level 2-1.

Once the help is received by the VE, the latter displays it as a text/sound message
or as a path displayed on the map. The way the help is displayed depends on the hint
level described earlier. As an example, Fig. 3 shows the hint level 4 as a complete path
to the target location on the map, where the numbers represent the steps the user must
follow to reach the target position. Hint is given with a verbal message asking the user to
follow the steps displayed which will lead then to the item. Every hint when dis-played,
remains on the screen for a duration of four seconds.

Fig. 3. Hint level 4

4 Experiments

We analyzed the impact of our orientation game on the attention and memory perfor-
mance to test the performance of our approach which is based on the cognitive map
theory. Therefore, in addition to the game, we developed 3 attention exercises et 3
memory exercises to compare participants’ performances before and after the therapy.

4.1 Attention Exercises

The participant starts with the first attention exercise. In this exercise, we present a
sound sequence of 5 numbers then a numerical pad is displayed, and the participant must
repeat the same sequence; then we hide the pad, we present another sound sequence of
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3 numbers and the participant must report the sequence in the backward order. In the
second attention exercise, we present a sound sequence of different letters at a rate of
one per second and the participant must click the space bar each time they hear the letter
“A”. The third attention exercise is about naming different objects. For every object, we
show an image for 4 s then we replace it by four letters and the participant is asked to
select the first letter of the object’s name.

4.2 Memory Exercises

The fourth exercise which is the first memory exercise is a contextual memory test.
The participant is asked to memorize a series of different objects which are presented
either visually or orally with their names. Once the series is over, we introduce a series
of objects’ images or names presented auditorily. For each object, the participant must
determine whether the object showed or heard was presented in the first series of objects.
They must tell if it was seen visually, auditorily or never presented in the previous series
by clicking on one of the 3 buttons displayed. For instance, an image of a ship is shown
in the first series, and in the second series, the participant should choose if they saw it,
heard its name, or if the object was not presented in the previous sequence.

In the fifth exercise, which is a short-term memory test, we start by presenting ten
white circles. Then we highlight a series of circles one by one to create a sequence and
the participant is asked to memorize it. The participants are then asked to reproduce the
same sequence. We present two sequences with two different levels of difficulty.

The sixth and last memory exercise is a working memory one. We present a set of
3 pictures for a short period of time that the participant must memorize. Then, this set
is replaced by four sets of three pictures and the participant is asked to identify the set
which was presented. They do this for two sets.

4.3 Process of the Experiment

Our approach was performed on 17 participants (13 females) with subjective cognitive
decline (SCD). The mean age was 72.76 with a standard deviation SD = 5.66. Each
participant must go through two sessions.

In the first session, we described the study to the participants and invited them to
sign a consent form. Then, we asked them to perform clinical tests in order to confirm
diagnosis and determine whether they are eligible to participate in the experiment or
not. Once we make sure that a participant is eligible, they are invited to take part in
the experiment. We invite the participant to fill two pre-experiment forms: the Positive
and Negative Affect Schedule (PANAS) scale [19], a self-assessment of emotions, and
a questionnaire on cyber-sickness [20].

Once they finish the first step, the participant is equipped with an EEG headset
and is invited to resolve attention and memory exercises. After the participant finishes
the exercises, they are equipped with Fove VR headset and can start the orientation
therapy. Participants are encouraged to take the time they need in order to navigate in
the environment. Once the orientation therapy game is finished, we remove the Fove
VR headset and the participant is invited to complete the same 6 exercises with different
examples than the first time.
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Finally, we remove the EEG headset and the participant fills up four post-experiment
forms: PANAS scale, cyber-sickness, the AttrackDiff 2 [21] and a self-report form.
Figure 4 shows the different steps of the process of the experiment.

Fig. 4. Process of the experiments

5 Results and Discussion

The first objective of this research is to check whether it is possible to improvememory
and attention performance through a virtual maze game. We started by analysing
the difference between the performance before and after the orientation therapy. For the
attention exercises, the performance improvement are as follows: On the exercise 1, the
general mean improvement was 4.41%. For exercise 2, the performance improvement
was 1.6%. On the third exercise, there was amean improvement of 0%.We also analysed
the improvement of the memory exercises. For exercise 4, the mean improvement was
0.98%. On exercise 5, there was a mean improvement of 12.94%. For exercise 6, the
mean frustration was 32.35%. We note that exercise 6 has the highest percentage of
improvement. We analysed then the attention exercises versus the memory exercises.
Figure 5 shows a clear difference between the improvement of performance on attention
exercises versus the memory exercises.

The trend obtained in our first analysis lead to our second research question which
is to check whether it is possible to reduce participants’ negative emotions by helping
them to orient in the orientation game. To this end, we analyzed the frustration of the
participants before and after the hints was given. Figure 6 shows a comparison of mean
of the total frustration in ten seconds before the hint was provided and next ten seconds
after the hint was provided.

For the different types of hints, we observed that except for hint level 2-2 and hint
level 4, the average values of frustration for all the participants were lesser in the next
ten seconds after the hints were provided. Hint level 2-2 provides a warning message:
‘You’re too far. Try to take few steps back.’. This led the participants to believe that they
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Fig. 5. Histogram of performance improvement for attention vs memory exercises

might be doing something wrong leading to higher frustration. Hint level 4 dis-plays the
complete path to the item’s location. But, since we configured the hint to appear for only
four seconds, it was not enough for the participants to memorize the complete path to
the item’s location, which may have led to a higher level of frustration.

In the after-experiment survey, 78% of the participants found the hints to be helpful
to solve the quests, which further supports the utility of the real-time guidance system
in 3D VR orientation games.

Fig. 6. Average values of frustrations for each hint over all the participants, 10 s before and after
the hints were provided.
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6 Conclusion

In this paper, we presented a novel approach to intelligently help patients suffering
from pre-clinical states of Alzheimer’s disease to orient in a fully immersive virtual
reality maze game to improve their attention and memory performance. We conducted
experiments involving 17 participants and results show that after the orientation game,
almost all participants had an improvement in memory performance. Results show that
the real-time guidance system is helpful to the participants in completing the tasks in
the game. Simple and positive hints help to stabilize the frustration of participant and
complete the given tasks. However, hints which have a warning tone or are more difficult
to understand may have opposite effect and increases their frustration. This shows that
audio-visual hints in a serious game for elderly should have positive message and be
easy to comprehend.
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Abstract. In this study we propose a newmachine learning classification method
to distinguish brain activity patterns for healthy subjects. We used ElectroEn-
cephaloGraphic (EEG) data associated with five userdefined mental tasks. We
collected a data set using theMuse headbandwith four EEG electrodes (TP9, AF7,
AF8, and TP10). Sixteen healthy subjects participated in this six-session exper-
iment. In each session, we instructed them to conduct five different one-minute
tasks, we abbreviated the tasks as think, count, recall, breathe and draw. After
dealing with noise and outliers, we first fairly compared the performance of exist-
ing classifiers, including linear classifiers, non-linear Bayesian classifiers, nearest-
neighbor classifiers, ensemble methods, and deep learning, with the same settings.
Among these, Random Forest (RF), and Long Short-Term Memory (LSTM) out-
perform others. We then introduced a new ensemble classifier called Time Con-
tinuity Voting (TCV), combining these top two. The timewise cross-validation
results showed that TCV could correctly classify the five tasks (20% by chance)
with an accuracy of 70% which is at least 6% higher than the top individual
classifiers.

Keywords: Time Continuity Voting ·Machine learning · Deep learning ·
Classification · ElectroEncephaloGraphy · EEG

1 Introduction

Brain Computer Interfaces (BCI), have been widely used for clinical and non clinical
applications, such as diagnosis of abnormal states, evaluation the effect of the treatments,
helping patients with motor disabilities to move a mouse or to control a motorized
wheelchair, mental workload, seizure detection, motor imagery tasks (left hand, right
hand, foot and tongue) [9], BCI based games [6] and passive BCI [26]. Most data are
collected in a clinical or research setting [7, 16]. For other domains, such as ImageNet for
image classification, or MNIST for handwritten digit recognition, more data of the same
kind can be generated directly from the general end users, and more general patterns
could be recognized based on such large scale data. To narrow this gap, we designed a
pilot study towards building such a large scale EEG data set, for multi-class classification
of user-centered tasks, generated by general end users. This is a simple experiment design
with our new algorithm, Time Continuity Voting (TCV), to collect and analyze more
data (Fig. 1).
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Think (T) For this task, subjects were asked to think of a certain number of random objects, then in 
following steps they were asked to recall and draw such objects. We asked the participants to 
think of different objects each time, and different numbers for each session, in session one and 
two, six objects; three and four, seven objects; five and six, eight objects. Within one minute, 
they typed these objects down in a text entry box on the screen. 

Count (C) Subjects counted numbers aloud, from 200 towards 0, each time subtracting by seven, 
e.g. 200, 193, 186, 179 ..., the subjects were asked to count as slowly and clearly as possible, 
with eyes open, and minimize the movements of the body, especially the eyes and jaws. 

Recall (R) Each subject recalled the objects they had just typed in the Think (T) task, in the correct 
order, if possible. The results were again entered in a text entry box through the keyboard. 

Breathe (B) Subjects were instructed to breathe deeply with eyes open. They were asked NOT to 
think about the objects they just thought or recalled in earlier task(s), ideally, they just focused 
on the breathing task itself. 

Draw (D) Each subject was asked to draw the objects they thought about in the earlier task Think 
(T), with a pen, on a blank A4 paper. The objects were listed on the screen in front of them so 
they did not need to recall, just focus on drawing. 

Fig. 1. Tasks in this experiment

Previous studies [4, 7, 16, 20] demonstrated that EEG signals could successfully be
used to distinguish several kinds of cognitive tasks. In this study, we designed these five
user-centered tasks, abbreviated them as Think(T), count(C), recall(R), breathe(B) and
draw(D). The order of the five tasks was randomly shuffled for each of the six sessions,
as shown in Fig. 2.

Our result is that the Time Continuity Voting (TCV) algorithm can recognize the
different tasks at a 70% level, compared with 20% by chance.

Beyond the clinical devices with 128 or 64 electrodes, commercial wearable devices
for monitoring brain activity (EEG) are now widely available on the consumer market
at an affordable price [11, 18], including the Neurosky Mindwave, the Emotiv Epoc, the
Open BCI Mark IV headset, and the Muse Headband etc. In this experiment, EEG data
were collected using Fig. 3. Muse headsets developed by Interaxon.

Such EEG data collection devices could be used by the general end users in order to
support better understanding of cognitive tasks, emotion states, health monitoring, and
diagnosis of abnormal states. Also it can be used in the classroom to facilitate teaching
and learning [8, 19, 25].

Our long term goal is to 1) develop a personalized EEG-based biofeedback system to
help more users better understand their unique individual brain signal patterns; 2) make
it easier for general end users to collect, analysis and share more EEG data in daily life,
and eventually discover the general patterns for most people based on large scale data.
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Fig. 2. Session (S) with Task (T)
order

Fig. 3. 10–20 System, four electrodes used on
shuffled Muse Headset were highlighted

2 Algorithms

We reviewed and implemented several classifiers commonly adopted in the field, as
summarized in [16, 17] and [7], such as Linear classifiers, ensemble methods, and deep
learning. The code discussed in this paper is available online (the Github link is hidden
for the double blind review).

2.1 Existing Algorithms

Linear Classifiers: Both Linear Discriminant Analysis (LDA) and Support Vector
Machines (SVM) are discriminative classifiers. Because they use linear functions to
classify, the computational requirement is usually low, which make them good for per-
sonal computers and smartphones. Previous research has shown the shrinkage LDA
(sLDA) and SVM perform from adequately to reasonably well with little data in EEG
research. [3, 15].

Nearest Neighbour: Such classifiers look for the nearest neighbours; and we used the
k-Nearest Neighbour (kNN) classifier. It is very sensitive to the curseof-dimensionality,
especially with a typical 64 or 128 electrodes EEG headset; however, it works well with
low-dimensional feature vectors [16, 17]. We suspected that since our headset only has
4 electrodes, it would perform adequately.

Ensemble Classifiers: Boosting [10], bagging and Random Forest [5] are types of
Ensemble Machine Learning Algorithms which use a group of weaker learners (e.g.
random decision trees) to make a stronger classification. These have been the gold stan-
dard for several EEG-based classification experiments, here we implemented Random
Forest (RF), Adaboost and RusBoost.
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Deep Learning: Deep learning, especially Convolutional Neural Network(CNN) per-
formed well in several previous EEG band power (feature) based research [7, 13]. We
implemented it with two layers with maximum pooling layers. We also adopted Long
Short Term Memory (LSTM) based on our task type [2, 3, 7, 24]. As motioned in pre-
vious research, we expect it to perform well with two recurrent layers followed by two
fully-connected layers.

2.2 Our Algorithm

In this paper, we propose a new voting approach based on temporally nearest neighbors.
Voting is a popular way of classifier combination, [12]. In EEGbased research, the
following approaches have performed well: majority voting, weighted majority voting,
and voting based on classification entropy [1, 28].

Fig. 4. Time Continuity Voting (TCV)

Time Continuity Voting: As shown in Fig. 4, for each data point, if classifier A and
classifier B have the same prediction on a task, e.g. a data point is predicted as task 1, then
the prediction result is 1, and it is marked as ‘start’. If the two predictions are different.
e.g. classifier A predicts this data point as task 1, and classifier B predicts the same data
point as task 2, the algorithm then move on to the next data point until find the nearest
neighbor, where the two predictions from the two classifiers are the same, and mark it
as the ‘end’, within the task time frame. Because of the time continuity effect [21, 22]
of EEG signals, we assume the task and its nearest neighbor have a high probability to
have the same label. Thus the algorithm is trying to find the nearest neighbor where both
of the classifiers have the same prediction. If there are two such nearest neighbors but
they have different classifications at these two different data points, then the algorithm
divides the data points in between evenly, first half as the ‘start’ data point, and second
half as the ‘end’ data point. If the number of data points between ‘start’ and ‘end’ is odd,
then the middle data point is randomly assigned the same label as either ‘start’ or ‘end’
data point.
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3 Experiment

In this experiment, scalp-EEG signals were recorded from sixteen subjects. Each one
was tested in six sessions, each session is five minutes long, with five tasks, each task
is one minute. Tasks were selected by the subjects together with the researchers, based
on frequent tasks in study environments for students in their everyday life. Each subject
completed six sessions over several weeks.

Each subject first signed the informed consent form. Then, they put on the Muse
headbands and test the recording. Subjects then completed an entrance survey. After
these preliminaries, Official EEG recording began. Subjects were directed by an online
data collection system, which kept track of time and alerted the subjects to change their
tasks after every 60 s. After subjects completed all the five tasks, the EEG recording
stopped, subjects then completed a short exit survey.

Data Cleaning: When collecting EEG data, one or more electrodes may have momen-
tarily lost contact with the subjects’ scalp. The result was that multiple sequential spec-
tral snapshots from one or more electrodes had exactly the same 32 bit value. When
we detected this anomaly, we set that entire spectral snapshot of 20 values to 0, while
keeping the time-stamped value, even if the anomaly was only detected on one electrode.
Such cleaning action resulted in a loss of 43% of the entire data. This result echoed with
other researches facing the same challenge of low signal-to-noise ratio.

Subjects: Sixteen healthy subjects finished the experiment. Data from four subjects
have less than 35% data points left after removing noises. Thus these four subjects were
excluded from subsequent analysis.

Six males and six females are included in the final data set. Ten of the twelve retained
subjects were undergraduate students, the other two were graduate students. Seven sub-
jectswere computer sciencemajors; the remainingfiveweremath, biologyor psychology
majors, or had not yet decided on a field of concentration. The average age of the subjects
was 20.2.

All twelve subjects completed the six sessions, producing a data set comprising
360 min of EEG recordings (12 subjects × 6 sessions per subject × 5 min per session).

Feature Extraction and Feature Selection: We used the Band Powers (BP) features,
the absolute band power for a given frequency range (for instance, alpha, 9–13 Hz) is
the logarithm of the power spectral density of EEG signals summed over that frequency
range [16]. TheMuse headsets, as shown in Fig. 3, are equippedwith seven dry electrodes
that make contact with the subjects’ scalp, three of them are reference, the other four
are input. The four input electrode locations corresponded to sites TP9, AF7, AF8,
and T10 [23]. The Muse EEG recording application automatically filtered out muscle
artifacts, such as eye blinking and jaw movements. The EEG system down-sampled
sensor signals from 12 kHz to 220 Hz, with 2 uV (RMS) noise. Spectral analysis was
performed on-board the Muse device and then transmitted wirelessly at 10 Hz to the
researcher’s workstation. Each of these spectral snapshots consists of 20 numeric values
– five spectral values for each of the four electrodes. This procedure generated a total of
3,000 spectral snapshots per subject per session (10 snapshots/second * 300 s).
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Timewise Cross Validation: Samples, if randomly selected, could be near to each other
chronologically in both the training set and the testing set. This may cause over-fitting
because EEG signals change slowly. To lessen the possible over-fitting effect, we adopted
the timewise cross validation from [21, 22]. For each five minute session there were five
tasks, we divided each task into 10 parts, evenly and contiguously, each part had 10%
of the task based on time.

Then we did a 10 fold cross validation first, realized the first 20% and last 10% data
are demonstrating low accuracy due to the task transition effect. We then cut off these
transition time and only use the rest 70% of the data. In each fold, we trained on the
six subsets and tested on the left-out subset. Figure 5 showed a graphical representation
of this seven-fold timewise cross validation approach. We also did a session-wise cross
validation, but the accuracy is average 18% to 25% lower than this within-session cross
validation, such results were expected, probably because of the relatively small number
of sessions.

Fig. 5. Timewise cross validation

4 Results

Two main results were observed from the EEG classification. First, the machine learn-
ing/deep learning algorithms can distinguish these five tasks fairly well, especially our
Time Continuity Voting (TCV) (see Fig. 6). Second, although there are individual differ-
ences, (see Fig. 7), the user defined tasks demonstrated general patterns (see Fig. 8) with
just six-minute of data from twelve subjects, TCV 0.7, RF 0.64, LSTM0.64 showed sim-
ilar trends (see Fig. 6), here we just include the RF figures, the rest figures are available
on Github).
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Fig. 6. Compare algorithms

Fig. 7. Subject difference of all twelve
subjects.

Fig. 8. Task prediction accuracy, average

5 Conclusion and Discussion

The main contributions of this paper are the demonstration that Time Continuity Voting
(TCV) algorithm can improve the accuracy of EEG classification of such user-centered
tasks. TCV outperformed all other widely adopted classifying approaches in the offline
classification task (see Fig. 6). It is voting based on the output of the other individual
learners, this version is using the top two: RF andLSTM, it captured the different patterns
recognized by these different individual machine learning and deep learning learners,
and achieved a six percent increase of classification accuracy.
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Figure 6 showed that Linear methods like LDA and SVM still performed adequately.
Among all the ensemble methods, Random Forest (Bag) still the best. The two deep
learning options, CNN and LSTM, are still very strong predictors even with such a
relatively small size of data, but the training time jumped fromminutes to hours compared
with the traditional machine learning techniques.

The separability of thesefivedifferent tasks (seeFig. 8, echoedwith previous research
with clear and distinct EEG patterns from five or more different classes [14, 27], implied
that the multi-class task detection could be classified from adequately to good. Although
there are still individual difference (see Fig. 7), the similar trends can be observed with
these twelve subjects.

Interesting general patterns could be observed from these results (see Fig. 8), such
as task Draw and task Breathe are more accurately predicted, possible reasons including
muscle related sub-tasks such as inhale, exhale or draw, Also the different objects in each
session actually showing the framework is sensitive to the different content subjects
are thinking, the low accuracy of task Think and task Recall probably comes from
each session the subjects were asked to come up with different objects. The individual
difference (see Fig. 7) in task Count is a little surprise to the researchers, we expected it
to be as clearly classified as task Breathe, but it was not, probably because the difference
of calculating such numbers in mind, between subjects and within subject between
sessions, some subjects in some session count it so fast, reaching zero while there were
still several second left, while others may just stopped at around a hundred when the
time went up, also some subjects count it wrong during the process. These all could lead
to the individual difference reflected here.

Such experiment and analysis framework is also sensitive enough to catch the task
transition, and early task finishing, as shown in Fig. 5, some subjects finish the task
Think, task Recall, task Draw earlier than the designed one minute time, thus the last
10% of time is hard to predict, as subjects could be daydreaming or thinking about
something else. Also the transition effect is pretty clear, although we observe the subject
switching to the next task pretty fast physically between tasks, it is still an obvious
general pattern that the EEG signals changed slowly, it took the first 20% of time, which
is twelve second to actually enter the stable states of the next task.

Overall, our Time Continuity Voting (TCV) framework outperformed benchmark
individual classifiers in this multi-class task classification experiment. Thus TCV could
be a useful option for future research of such EEG classification.
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Abstract. Understanding and forecasting brain functions is the major challenge
of our times. The focus of this endeavor is understanding and forecasting learn-
ing events, such as the dynamic adaptation of beams connecting neuronal cards
in Edelman’s Theory of Neuronal Group Selection (TNGS). We have conceived,
designed and evaluated a new paradigm for constructing and using collective
knowledge byWeb interactions that we called ViewpointS. By exploiting the sim-
ilarity with the TNGS we conjecture that it may be metaphorically considered a
Collective Brain, especially effective in the case of trans-disciplinary representa-
tions. Far from being without doubts, in the paper we present the reasons (and
the limits) of our proposal that aims to become a useful integrating tool for future
quantitative explorations of individual brain functions as well as of collective
wisdom at different degrees of granularity. We are therefore challenging each of
the current approaches: the logical one in the semantic Web, the statistical one
in mining and deep learning, the social one in recommender systems based on
authority and trust; not in each of their own preferred field of operation, rather
in their integration weaknesses far from the holistic and dynamic behavior of the
human brain.

Keywords: Collective brain · Collective intelligence · Knowledge graph ·
Knowledge acquisition · Semantic web · Social web

1 Introduction

On one side, today’s research on the human brain allows us to visualize and trace the
activity along the beams connecting the neural maps. According to the Theory of Neu-
ronal Group Selection (TNGS) that G. M. Edelman made public more than thirty years
ago, the dynamic adaptation of these beams is the key of individual learning all lifelong.

Each brain is unique and open on the world, both through the observation/action
loop and through social interactions mediated by language. Both loops involve a com-
plex multi layers network of neural maps bi-directionally interconnected by beams of
neural terminations, the reinforcement of which is supervised by our homeostatic inter-
nal systems, also called system of values. On the other side, we live a digital revolution

© Springer Nature Switzerland AG 2020
C. Frasson et al. (Eds.): BFAL 2020, LNAI 12462, pp. 34–44, 2020.
https://doi.org/10.1007/978-3-030-60735-7_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60735-7_4&domain=pdf
https://doi.org/10.1007/978-3-030-60735-7_4


ViewpointS: A Collective Brain 35

where the Web plays an increasing role in the collective construction of knowledge;
this happens through the semantic Web and its ontologies, via the indexing and mining
techniques of the search engines and via the social Web and its recommender systems
based on authority and trust. Our goal is twofold: i) to exploit the metaphor of the brain
in order to improve this collective construction of knowledge and ii) to better exploit
our digital traces in order to refine the understanding of our learning processes. We
have prototyped a Knowledge Graph built on top of Web interactions where resources
(agents, documents and descriptors) are dynamically interlinked by beams of digital
connections called viewpoints (human viewpoints or artificial viewpoints issued from
algorithms). We-as-agents endlessly exploit and update this graph, so that by similarity
with the TNGS, we conjecture that it may be metaphorically considered a Collective
Brain evolving under the supervision of all our individual systems of values. Moreover,
each viewpoint may embed a mental state, either in the shape of an emoticon, or as
the result of a measure of brain activity. In the paper we open pathways and show their
limits, hoping to have stepped forward in the direction of our goal.

In Sect. 2, we present a schematic view of the biological bases of cognition. We
start by the “three worlds” of K. Popper (1978) who sets a simple framework where the
interaction between minds can be studied. We re-visit the biological bases of cognition
as described by the Theory of Neuronal Group Selection of G.M. Edelman (TNGS).
According to the TNGS, the perception-action loop and the social interaction’s loop
mediated by language are regulated by our homeostatic internal systems, or system of
values, that biologically ground our emotions, personality traits, motivation, ethics1. We
illustrate “learning through interaction” as exposed by D. Laurillard or J. Piaget, in this
schematic view.

In Sect. 3, we explore the collective construction of knowledge in theWeb paradigm,
assuming that a large proportion of the traces we produce and consume today are digital
ones,managed by artificial systems governed by algorithms.Wedistinguish three distinct
paradigms, respectively governed by logics, by statistics and by authority and trust. Thus
it becomes a challenge to integrate these paradigms and describe how individual systems
of values participate to learning events.

Section 4 is dedicated to the ViewpointS approach, as a candidate for answering the
challenge. The metaphor of “neural maps interconnected by beams of neurons” led to
the design of a graph of “knowledge resources interconnected by beams of viewpoints”,
where each agent can benefit from the traces of others and react to them by adding
new traces. As a result, the combination of all individual “system of values” regulates
the evolution of knowledge; we conjecture that it may be metaphorically considered a
Collective Brain. In [1] we had presented some reflections about the potential exploita-
tion of our ViewpointS approach as an environment for the elicitation and analysis of
brain functions during interaction sessions. In particular, the key question was to under-
stand and forecast – as much as possible supported by empirical evidence – cognitive

1 From: http://www.acamedia.info/sciences/sciliterature/edel.htm#1 « Values - simple drives,
instincts, intentionality - serve as the tools we need for adaptation and survival: some have
been developed through eons of evolution; and some are acquired through exploration and expe-
rience. It needs to be stressed that “values” are experienced, internally, as feelings - without
feeling there can be no animal life. »

http://www.acamedia.info/sciences/sciliterature/edel.htm#1
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and emotional events linked to serendipitous learning; we therefore proposed that each
viewpoint would embed amental state, either in the shape of an emoticon, or as the result
of a measure of brain activity. It was expected that a “world of knowledge” structured in
terms of proximity between and among documents, descriptors (tags) and agents would
be likely to trigger serendipitous learning. In this paper we deepen these reflections.

We then conclude by recapitulating our proposal that aims to become a useful inte-
grating tool for future quantitative exploration of individual brain functions as well as of
collective wisdom at different degrees of granularity. We are not yet sure if the collective
knowledge emerging from our proposed Collective Brain will perform competitively
with the existing separate paradigms respectively governed by logics, by statistics and
by authority and trust. Our proposal has the limits inherent to any integrator; nevertheless,
if it does not ensure scientific discovery, it may facilitate the process.

2 A Schematic View of the Biological Bases of Cognition

In this section, we start by adopting a well-known philosophical position where the
questions of cognition and interaction can be addressed. Then we draft a schematic
view of the lessons learned from Edelman about the biological mechanisms supporting
cognition, and finally we use this representation within D. Laurillard’s conversational
learning scenario in order to test it against the question of knowledge acquisition through
interaction.

2.1 The Three Worlds

To start with our analysis about minds in interaction, we need some philosophical default
position; “the three worlds” of K. Popper [2] provides a relevant framework. Such a
framework, which had already found an expression in the semantic triangle of Odgen
and Richards [3], is in line with what J. Searle writes in [4]. In the following, we shall
refer to the three worlds as W1, W2 and W3, with the following definitions:

W1 is the bio-physical world where objects and events exist independently from us,
from our perceptions, our thoughts and our languages. Causal relations, insofar we are
not directly implied by some event, are also considered independent from us.

W2 is the internal world of subjectivity, where the perception of objects and events of
W1 leave traces in memory that are combined in order to participate to the construction
of our own knowledge, our consciousness about the world, where intentions appear and
the emotions that will be the trigger for our actions.

W3 is the world of the cultures and languages, made of interpretable traces: signs,
symbols, rules of behavior and rules for representing objects and events ofW1.W3 is the
support of communication among individuals; Odgen and Richards call “referencing”
the process that binds within each individual W2 the shared referents of W1 to the
shared symbols of W3. Within W3, we find all specialized languages of the scientific
disciplines, as well as the language of emotions represented by smileys. Digital images,
e.g.: a satellite image or the scan of a document, are traces interpretable by humans or
by algorithms (machines).
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W1 is where it happens, W3 is where we can communicate about what happens, and
W2 is where all the links are … this is why we are going to pay special attention to the
internal world W2.

2.2 The Internal World of the Mind

This section is a synthesis of the work of G.M. Edelman [5, 6], founder of the Theory
of Neuronal Group Selection (TNGS).

There is neither correlation between our personality and the shape of our skull
(despite the teachings of phrenology), nor localized coding of information; no autopsy
will ever reveal any single chunk of knowledge available in the brain. The brain is not
a computer, but a highly dynamic, distributed and complex system, maybe the most
complex “object” of the known universe.

According to the TNGS, every brain is twice unique: first because its cellular organi-
zation results from the laws of morphogenesis. Most important, however, is Edelman’s
second reason for the brain uniqueness: the brain is a set of “neural maps” continuously
selected according to the individual’s experiences. These cards, or adaptive functional
units, are bi-directionally linked one-another by a fundamental integrating mechanism:
the “re-entry”. This crucial hypothesis allows a functional integration requiring neither
any “super-card” nor any “supervising program”: the neural maps are like “musicians
of an orchestra linked one-another by wires in the absence of a unique conductor”. The
bi-directional re-entry links are the result of a selective synaptic reinforcement among
groups of neurons; similarly: the cards result from a synaptic reinforcement internal to
each group of neurons composing them.These reinforcements are triggered andmanaged
by the homeostatic internal systems, also called “system of values” of each individual.

Figure 1 (/left part of the figure) shows an observation-action loop that highlights
several brain cards re-entering. The external world’s signals enter, in this representation:
the perception of an apple, and exit in order to produce a movement: grasping the apple.
On turn: the movement modifies the signals perceived. This type of loops originates the
perceptual categorization event, common to all organisms highly evolved. It is a periph-
eral process, somehow prisoner of the current time, but correlated in the hippocampus
with the system of values and the experience of the past, what allows adaptation of the
behavior according to the likelihood of benefits or dangers.

In humans as well as in some higher mammals, there is a second level of categoriza-
tion, supported by cards situated in the temporal, frontal and parietal areas. Beyond the
immediate cartography of the world, humans may shape some durable concepts (con-
ceptual categorization) that consider the past and/or the future. The activation of the
bi-directional links binding the two zones of categorization - perceptive and conceptual
– correspond to the emergence of a primary conscience, as it appears in Fig. 1 (/right
part of the figure)

Finally, the human brain parts specialized in language (the Wernicke and Broca
areas), also linked bi-directionally to the two categorization areas, play a major role in
the emergence of a consciousness of a higher level, enabling the human subject to “map”
his-her own experience and study him-herself.
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Fig. 1 The brain according to the TNGS of G.M. Edelman: a complex network of re-entrant maps
in interaction loops with the world

The basic principles of the TNGS (selective reinforcement and re-entry) can explain
all learning processes, from simple memorization to skill acquisition (reacting to a con-
text by updating the perception-action loops) and knowledge acquisition (by evolving
the conceptual categorization with the help of language, specifically during social inter-
actions). All these processes are correlated to the memory of internal states, in such a
way that learning is selected according to the advantages that they offer to the subject,
i.e., is regulated by our system of values.

A kernel element learned from the TNGS, very relevant for us, is the following
one. Since the supports for knowledge consist of a “physiological complex and adaptive
network of neural maps interconnected”, the metaphor of “knowledge graph” seems
to us justified. This metaphor, consequently, induces naturally to search for a topology
allowing to define distances and proximity, like it was conjectured by the “zone of
proximal development” of Vygotsky [7, 8].

2.3 Minds in Social Interaction

According to the two loops at the right of Fig. 1, we always learn through interaction:
observation/action versus social interaction. These two loops clearly appear in D. Lau-
rillard’s work [9] when she analyzes the acquisition of knowledge in higher education;
in her scenario, a student faces his teacher, they share a laboratory experimentation and
simultaneously discuss it.
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In [10] we have extended this scenario to interactions within a group of peers co-
constructing a representation of a shared territory. In this multi-peers scenario, interac-
tions occur through external processes at two levels: i) peers act in the shared territory
i.e., act within the worldW1 of objects and events and ii) peers exchange personal views
about their perceptions and actions i.e., exchange within the world W3 of language.

While the actors exchange their inner views of the shared territory in the form of
traces interpretable by the others, the assimilation / adaptation processes described by
J. Piaget in [11] are activated within their internal worlds W2. These internal processes
can be interpreted in terms of series of re-entry loops according to the TNGS.

As consequence of all the above processes (external and internal), the inner views
tend to synchronize and yield a shared representation. This may be called collective
knowledge acquisition. We propose that what happens on the Web is a generalization of
this prototypical scenario.

3 Humans in Web Interaction

The change in our lives that we have been experiencing since when Internet has gained
a significant place, often called the digital revolution, has been theoretically addressed
by several authors, among which S. Vial [12] and D. Cardon [13] for respectively the
philosophical and sociological approach. This revolution has suggested a significant
hope: Internet as a “space of shared knowledge” in the sense given by Gruber in [14]
i.e., a space providing tailored advice on top of collected knowledge, structured data
and high level automated expertise and able to bring in new levels of understanding. If
we refer to the conceptual framework of K. Popper presented previously, Internet as a
support for a huge set of digital traces interpretable by humans but also by machines
is therefore part of W3, the world of cultures and languages. This numeric space is far
from being homogeneous in its contents however, and the approaches to co-build shared
knowledge are multiples. Hereafter, we consider three paradigms.

The first paradigm is governed by the logical evidence: we usually call semanticWeb
this part of Internet logically structured where humans interact with databases encoding
the knowledge of experts according to a conceptual scheme or ontology established by
consensus. Thismode has the advantage to give logical responses to correctly formulated
questions (and only to questions with such a property) and allows one to be helped by
algorithms during the conversation in order to delegate to them part of the job. But it
has problems and limits. The first reason is that each ontology does only represent a
fragment of the reality, and the consensus it reflects is necessarily local and temporary.
Another reason is that the query languages are formal languages that assume a closed
world – what is rarely the case –, at the same time requiring a certain learning effort in
order to be used properly. And finally, interconnecting ontologies and supporting their
evolution with time in a rapidly changing world are very heavy and costly processes.
Various approaches basedon automatic alignment [15],machine learning [16] or instance
evaluation [17] exist; however the task is huge and never ending, due to the fact that
each ontology’s evolution is domain-dependent [18].

The second paradigm is governed by the statistical evidence. The issue is to exploit
techniques of data mining, i.e: scan without too many assumptions a corpus, also called
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data set, of tweets, sequences, clicks, documents,… and detect regularities, frequencies,
co-occurrences of items or terms. In other words: to feed suitable algorithms with the
big data in order to reveal regularities. This approach has the advantage to contribute
to make the digital world W3 visible by reducing it to a synthesis produced by the
mining algorithms. However, the simplicity of these descriptions must pay a price to the
expressiveness or even to the effectiveness: we often just see the surface, the “syntax” and
not the depth, the “meaning”. Today, a simple question with three independent keywords
on Google may give very disappointing results. Further: what is even worse, is that any
inferential statistics – the only one allowing us to take significant decisions - requires to
select the data to analyze according to the goal chosen for the analysis, not independently
from the objective. Therefore, the statistical space very often has interest for describing
some apparent phenomena, rarely for interpreting them in order to abstract and cumulate
the knowledge associated to their meaning; i.e., build chunks of science.

The third paradigm is based on authority and trust, and builds upon light traces such
as ‘likes’, ‘bookmarks’ and ‘tweets’. The algorithms of the social Web propose services
of information search and recommendations by applying methods of graph analysis and
exploiting the various personal, subjective and spontaneous contributions available on it.
They clearly operate in an open world. However, the quality of their responses is hardly
to be evaluated by logical criteria neither their stability assured along time.

The semantic Web project [19] aimed somehow at subsuming the three paradigms
described above within the first one i.e., building up upon logics. After a first enthusiasm
on the integration of ontologies (in order to assure interoperability among subdomains)
it seems that the purely logical approach has its limits, even if they are daily pushed
forward. In spite of the difficulties, the dream of Gruber and many others to fuse the
three spaces: humans, algorithms and contents in order to profit from the emerging
collective wisdom is very actual. Due to the digital revolution we have never been so
near to the goal, and the following section aims to offer a potential way to explore this
intriguing hypothesis and perhaps realize concrete steps towards significant progress in
the direction of subsuming the three paradigms within the third one i.e., building up
upon trust towards ‘peers’, would they be humans, databases or mining algorithms.

4 The ViewpointS Approach Discussed and Exemplified

This section first briefly recalls the ViewpointS framework and formalism for building
collective knowledge in the metaphor of the brain - a detailed description can be found
in [20, 21] - and then illustrates them through an imaginary case.

In the ViewpointS approach, the “neural maps interconnected by beams of neurons”
are transposed into a graph of “knowledge resources (agents, documents, topics) inter-
connected by beams of viewpoints”. The “systems of values” of the agents influence the
viewpoints they emit, but also the way they interpret the graph.

We call knowledge resources all the resources contributing to knowledge: agents,
documents and topics. We call viewpoints the links between knowledge resources. Each
viewpoint is a subjective connection established by an agent (Human or Artificial)
between two knowledge resources; the viewpoint (a1, {r2, r3}, θ, τ) stands for: the
agent a1 believes at time τ that r2 and r3 are related according to the emotion carried
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by θ. We call Knowledge Graph the bipartite graph consisting of knowledge resources
and viewpoints. Given two knowledge resources, the aggregation of the beam of all
connections (viewpoints) linking them can be quantified and interpreted as a proximity.
We call perspective the set of rules implementing this quantification by evaluating each
viewpoint and then aggregating all these evaluations into a single value. The perspec-
tive is tuned by the “consumer” of the information, not by third a part “producer” such
as Google or Amazon algorithms; each time an agent wishes to exploit the knowledge
of the community, he does so through his own subjective perspective which acts as an
interpreter.

Tuning a perspectivemay for instance consist in giving priority to trustworthy agents,
or to the most recent viewpoints, or to the viewpoints issued from the logical paradigm.
This clear separation between the storing of the traces (the viewpoints) and their subjec-
tive interpretation (through a perspective) protects the human agents involved in sharing
knowledge against the intrusion of third-part algorithms reifying external system of val-
ues, such as those aiming at invading our psyche, influencing our actions [22], or even
computing bankable profiles exploitable by brands or opinion-makers [23]. Adopting a
perspective yields a tailored knowledge map where distances can be computed between
knowledge resources, i.e. where the semantics emerge from topology as well as from
our own system of values expressed by the tuned perspective.

The shared semantics emerge from the dynamics of the observation/action loops.
Agents browse the shared knowledge through the perspectives they adopt (observation),
and reversely update the graph by adding new viewpoints expressing their feedback
(action). Along these exploitation/feedback cycles, shared knowledge is continuously
elicited against the systems of values of the agents in a selection process.

To illustrate this, we develop below an imaginary case where learners have to select
resources inside an Intelligent Tutoring System (ITS) to which a Knowledge Graph is
associated. Theywish to learn about the topic ‘apple’ and from step1 to step4 the learners
adopt a ‘neutral’ perspective which puts in balance all types of viewpoints (issued from
the logical or mining paradigms, or from the emotions of the learners). However at step5
where B chooses a perspective discarding his own viewpoints in order to discover new
sources of knowledge. What is figured in the schemas is not the Knowledge Graph itself,
but the views (also called Knowledge Maps) resulting from the perspectives; in these
maps (Fig. 2), the more links between two resources, the closer they are.

Step1 illustrates the initial state of the knowledge. A, B and C are co-learners in
the ITS (linked as such within the logical paradigm); the blue arrows represent their
respective systems of values, which play a key role both in the choice of perspectives
and in the emission of viewpoints. D1, D2 and D3 are documents that a mining algorithm
has indexed by the topic/tag ‘apple’.

Step2: A is a calm person who has time; she browses through D1, D2 and D3 and
has a positive emotion about D1 and D2 (she likes both and finds them relevant with
respect to ‘apple’); the capture of this emotion results in linking D1 and D2 to her and
reinforcing the links between the documents and the topic ‘apple’. B is always in a hurry;
he asks the Knowledge Graph the question “which is the shortest path between me and
the topic ‘apple’?”. According to the paths in the diagram, he gets a double answer:
B-A-D1-‘apple’and B-A-D2-‘apple’.
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Fig. 2 The network of interlinked resources evolves along the attempts of the learners A, B and
C to “catch” the topic ‘apple’ through performing the modules D1, D2 or D3

Step3: B has a positive emotion about D1 but not about D2; this results in reinforcing
the path B-A-D1-‘apple’. If he would ask his question now, he would then get only D1.

Step4: C likes to explore; rather than taking a short path she browses through D1,
D2 and D3 and has a positive emotion about D3 (she likes it and finds it relevant with
respect to ‘apple’); this results in linking D3 to her and reinforcing the linking between
D3 and the topic ‘apple’. At this stage, if A, B and C would ask for the shortest path to
‘apple’, they would respectively get D1, D1 and D3.

Step5: B is not fully satisfied by D1; he asks again for a short path: but in order
to discover new sources of knowledge, he changes his perspective: he discards the
viewpoints expressing his own emotions. This new perspective yields the view drawn in
the figure, B-A-D1-‘apple’, B-A-D2-‘apple’and B-C-D3-‘apple’ have the same length
i.e., D1, D2 and D3 are equidistant from him. He may now discard D1 (already visited)
and D2 (already rejected) and study D3.

Along the five steps of this imaginary case, the evolution of “knowledge paths”
follows the metaphor of the selective reinforcement of neural beams, except that this
reinforcement is not regulated by a single system of values, rather by a collabora-
tion/competition between the three systems of values ofA,B andC. The three co-learners
learn as a whole, in a trans-disciplinary way: the dynamics are governed by emotions
and topology, not by logics.

5 Conclusion

Starting from the three worlds proposed by K. Popper (the external world of objects and
events, the internal world of mind and the world of language: interpretable by humans
andmachines), we have explored the internal world by following the Theory of Neuronal
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Group Selection (or Neural Darwinism) of G.M. Edelman. Learning and understanding
rely on a complex network of re-entrant neural maps, i.e., maps connected by beams
whose force is continuously reinforced – readjusted by the events of our life. These
learning phenomena are regulated by our system of values and occur mainly through
social interactions.

We have re-visited these elements within the paradigm of the Web and reformu-
lated the question of the emergence of a collective knowledge partially supported by
algorithms. The ViewpointS approach offers a formalism as well as a metaphor able to
integrate most if not all these elements: we have illustrated through an imaginary case
how to produce and consume knowledge in a trans-disciplinary mode.

Within ViewpointS: logical inferences of the semanticWeb, statistical recommenda-
tions of the mining community, authority and trust of the socialWebmay all be exploited
within the world of digital traces interpretable by human or artificial agents. Since both
the construction of the graphs and their use, occur as a result of spontaneous activities
of the humans, we conjecture with Edelman that these choices are regulated by the indi-
vidual system of values that include instincts, culture, personality traits, shortly: affect
[24]. As a consequence, we speculate to be facilitated in the goal to measure these values
during the interactive activities constructing and using our knowledge graphs and maps
in order to understand and forecast human brain behaviors [25].

SinceViewpointS integrates the logical, the statistical and the socialWeb, it is evident
for us that we gain in the integration but we loose with respect to the advantages of
each of the three approaches taken individually. For this reason, we are not yet sure if
the collective knowledge emerging from ViewpointS graphs and maps (our proposed
Collective Brain) will perform competitively with a similar wisdom emerging from each
of the three crowds.

Nevertheless: as it has been always the case in the synergies between technological
developments and scientific progress, the developments do not ensure scientific discov-
ery, rather may facilitate the process. For instance: Galileo’s telescopes did not directly
produce the results ofmodern astronomy, but enabled a significant progress.We hope and
believe that our proposed Collective Brain will have a positive impact in understanding
and forecasting some aspects of human cognition.
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Abstract. Dyslexia is a disorder characterized by reading impairment and it is
affected by both neurocognitive and developmental factors. The aim of this paper
is to present the latest scientific evidence which reveal different neurocognitive
interventions that can improve brain function in order for children with reading
difficulties and dyslexia to reach long-term reading improvement. As well as to
evaluate the level of accomplished results of each neurocognitive intervention.
Understanding the difficulties children with dyslexia face on their academic and
personal life, it is important to expand research on how to successfully intervene
in the process of learning. A variety of interventions such as visual perceptual
training, intensive reading training, motor cognition training and several others
have been shown to have positive effects on dyslexic children.

Keywords: Dyslexia · Neurocognition · Digital tools · Brain training ·
Neuroscience · Brain structures · Digital interventions

1 Introduction

Developmental dyslexia is a term used to define a learning disorder which is character-
ized by a severe disability or impairment in reading [1]. Scientists have given a variety of
definitions to the term “dyslexia” over the years. The most widely cited definition asserts
that “Dyslexia is a disorder manifested by difficulty in learning to read despite conven-
tional instruction, adequate intelligence and sociocultural opportunity. It is dependent
upon fundamental cognitive disabilities which are frequently of constitutional origin”
[2]. A more recent definition that incorporates educational and psychological notions
states that “dyslexia is a persistent and unexpected difficulty in developing age- and
experience-appropriate word reading skills” [3]. Dyslexia has been associated with both
neurocognitive and developmental factors.

Speech and languagedevelopment aremultifactorial processes that include cognitive,
motor and sensory inputs and involve several brain regions such as the insular cortex,
the angular gyrus, the basal ganglia, Wernicke’s area and Broca’s area [4–6]. The insular
cortex has proven to be play a role in language processing [7]. The angular gyrus aids
in word/concept comprehension [8]. The basal ganglia are associated with cognitive
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functions. Wernicke’s area works in collaboration with the insular cortex, the angular
gyrus and the basal ganglia for word processing in order to determine their meaning
[9]. Broca’s area is essential for language formation and expression [10]. A vast body of
studies show that the frontoparietal control network (FPN) is responsible for facilitating
the neural health in specific brain domains including regions that are linked to the reading
ability [11].

One of the major scientific concerns in the field of Developmental Psychology is
whether particular neurocognitive interventions can enhance the brain functions of chil-
dren with neurobiological disorders like dyslexia. The question that arises is whether
certain interventions can stimulate the typical neural circuits that are associated with
language and reading processes in children with reading difficulties [12]. The aim of
this paper is to present the latest scientific evidence which reveal different neurocog-
nitive interventions that can improve brain function in order for children with reading
difficulties and dyslexia to reach long-term reading improvement. Another goal of this
paper is to ascertain the level of accomplished results of each neurocognitive interven-
tion. A variety of research suggests that there is a broad relationship between educational
resilience and FPN involvement while cortical connections allow individuals to regulate
the health of neural systems [11]. Thus, through high levels of intervention, the executive
function of reading networks can be enhanced in individuals with reading impairment
and difficulties.

2 Brain Function

2.1 Brain Function and Language

The process of reading is a complex process that involves several steps and their cor-
responding brain regions. Initially, the brain needs to detect text. This step involves the
optic nerve and other nerve bundles that transport signals from the eyes to the visual
cortex. Subsequently, the brain interprets the text via a system of regions including the
Broca’s area, the angular gyrus, insular cortex, basal ganglia, cerebellum andWernicke’s
area. The majority of the areas associated with language and reading are located in the
left hemisphere of the brain. The frontal lobe is the largest lobe of the brain and it is
responsible for several cognitive functions such speech and emotions regulation, plan-
ning and consciousness. The parietal lobe is linked with the conveyance of language
inputs to memory for contextual understanding. The occipital lobe is important for letter
identification and the temporal lobe is involved in verbal memory.

2.1.1 Broca’s Area

Broca’s area is located in the frontal lobe and plays a significant role in language for-
mulation and manipulation of language and speech [13]. Broca’s area is proposed to be
involved in synaptic processing [9, 14]. Studies have also implicated Broca’s area with
verbal working memory and sentence comprehension [15]. Studies implicate the pars
triangularis part of Broca’s area with sentence comprehension. Evidence suggests that
Broca’s area plays a role in the contextual comprehension of sentences [16, 17].
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2.1.2 Angular Gyrus (AG)

Dejerine (1891) initially introduced the involvement of the angular gyrus (AG) in reading
comprehension [18]. Research shows that reading and writing impairment is associated
withAGdamage [5, 8, 19]. The angular gyrus (AG)plays a role in amultitude of functions
(Fig. 1). Friston, 2010, proposed a framework in which AG stood as an integration step
between transforming sensory inputs (bottom-up processing) to cognitive perceptions
(top-down processing) [20]. This integration has a significant impact in the comprehen-
sion and reasoning of a variety of fundamental processes such as semantic access, fact
retrieval, categorization of events and shifting attention to relevant details/events (Fig. 1,
orange box). The bottom half of Fig. 1, is a simplified schematic illustration of the mul-
tifaceted interactions of the AG with other parts of the brain and their involvement in
certain cognitive functions [19, 21].

Fig. 1. This figure shows the variety of functions AG is linked to. Top part (A): It illustrates
the conversion of multisensory inputs that are integrated in the AG (green box) to top-down
predictions (blue box). The integration in the AG occurs from the transformation of bottom-up
prediction errors (red arrows) to top-down predictions (blue arrows) until the minimization of the
prediction error. The processes in which AG appears to contribute to can be seen in the orange
box. Bottom part (B): An illustration of the relationship between the AG and other subsystems.
It shows the convergence of different inputs to the AG (red arrows) and the connections with
different subsystems (orange arrows). Connections with other potential subsystems are shown
with blue arrows. (Taken from [22]) (Color figure online)
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2.1.3 Insular Cortex

The insula cortex is part of the cerebral cortex. Evidence shows that the insula is involved
in certain aspects of speech and language [23–25]. The role of insula in the production of
speech was initially speculated from studies of patients with speech impairment caused
by stroke [26].Ameta-analysis of fMRI andPETbyEickhoff et al., 2009, showed that the
insular may act as a relay between cognitive-related tasks of language and motor-related
aspects for vocalization in basal ganglia and cerebellum [7, 27].

2.1.4 Basal Ganglia

Basal ganglia (BG) are a group of subcortical structures (nuclei) in the cerebral hemi-
spheres. Each nuclei of the basal ganglia acts both individually with particular functions
in the brain as well as in an interconnected manner. The nuclei of the basal ganglia
form a network that plays significant role in several key functions such as cognitive,
emotional, and movement-related functions. Evidence shows that the BG is involved in
executive functioning (EF) [28]. Several studies have indicated the role of basal ganglia
in several reading and language tasks [29]. Ullman, 2001, proposed a model in which
the basal ganglia are part of a cognitive system that is implicated in the transformation
of phonemes into words [30].

2.1.5 Cerebellum

A mounting amount of studies implicate the involvement of the cerebellum in sev-
eral cognitive processes such as language processing [31–36]. Another study by Booth
et al., 2007, showed that the cerebellum had reciprocal involvement with brain regions
associated with phonological processing [29].

2.1.6 Wernicke’s Area

Wernicke’s area is located in the temporal lobe on the left side of the and has proven
to play a significant role in language development, processing and understanding as
well as reading and speech comprehension [13]. It works in collaboration with AG,
insular cortex and basal ganglia for word processing in order to comprehend context
and meaning [10]. Damage to this particular area can lead to impairment of language
development and/or usage [37]. Language aphasia is language impairment that has an
impact on the ability to comprehend written and spoken communication [10].

2.2 Comparison with Normal Brain

Lobier et al., 2014, used contrasts in order to identify the main networks of brain regions
activated in several tasks in dyslexic and control subjects [38]. Multi-element (ME)
visual processing plays a significant role in reading difficulties in dyslexic individuals
who present no impairment in their phonological skills [39–41]. Figure 2 shows the brain
areas activated in both groups. ME processing lead to the activation of a bilateral cortical
network, the occipital extra-striate cortex bilaterally, the pre-supplementary motor area,
the right superior and middle frontal gyri and the fusiform and inferior temporal gyri
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bilaterally in control participants regardless of the stimulus type. In dyslexic subjects
the activation included a more limited network including the lingual gyrus, the parietal
postcentral gyrus, the left rolandic operculum and supramarginal gyrus.

Fig. 2. Activations as a result of multiple element processing for control and dyslexic subjects.
Voxel-wise threshold of p < 0.001 uncorrected with an extent threshold correction of p < 0.05 at
the cluster level was used. (Taken from [38]).

3 Neurocognitive Interventions in Order to Enhance Learning
in Children with Dyslexia

3.1 Cortical Connections

Mental health research suggests that there is a broad relationship between educational
resilience and the frontoparietal control network (FPN). FPN plays a significant role
in facilitating neural health [11]. Cortical connections allow individuals to regulate the
health of neural systems. Therefore, through high levels of intervention in individuals
with reading impairments, the executive functions which are considered critical for
learning could improve [42, 43]. However, this approach shows inconsistent validity
of prediction for the level of improvement through said intervention [44]. This means
that isolated cognitive control networks cannot predict the levels of response to the
intervention. Cognitive control systems are essential for their role in resilient learning
since they strengthen and facilitate connections on critical control networks by creating
alternate paths of the reading systems. Therefore, studentsmaybenefit from interventions
that involve reading and executive functions [45].

3.2 Visual Perceptual Training

According to research, another training that has effectively improved the reading com-
prehension for dyslexic children is theVisual Perceptual training (VPT) [46]. Although it
does not include phonological, orthographic or reading interventions there are significant
improvements in fluency compared to established treatments since it develops automati-
zation of visual, perceptual and attentional processing [47], global visual processing [48,
49], rapid endogenous visuospatial orienting and inhibitory-controlled attentional focus
[50]. Reading acceleration programs represent letter units, words and sentences which
through computerized adaptations stimulate the working memory, attention and execu-
tive functions. However, explicit phonological or orthographic training is not included,
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fact that leads to a gap on the scientific findings in terms of how easy it would be for
the children to accurately decode and comprehend morphological, orthographical and
then reading processes. Therefore, only tentative conclusions can be drawn regarding
the impact of the intervention’s efficacy in orthography [46].

3.3 Intensive Reading Training

What has been suggested as an intervention which is also involved in the brain’s abil-
ity to adapt to environmental changes is Intensive Reading training which stimulates
white matter strongly correlated with academic skills. Research suggests that the cross-
sectional correlations in tissue properties change from week to week leading to rapid
changes across cortical associations [51]. Through the connection of distinct components
in certain aspects of reading, phonological awareness is achieved, projecting visual word
recognition. By affecting the learning process there are longitudinal changes inmany dif-
ferent white matter tracts which arise from common biological mechanisms over a large
anatomical scale. Consequently, short-term plasticity which is associated with intensive
training on reading skills leads to widespread positive effects in the reading networks
[50]. fMRI findings reflect that anatomy-behavior correlation changes over the course of
learning. Considering the fact that the posterior corpus callosum is considerably stable
during intervention, it is believed to also have a stable correlation with reading skills.
Consequently, when the children’s educational environment follows a targeted inter-
vention program that involves intensive reading training, white matter tissue properties
change, leading to phonological decoding skills. Intensity and repetition, involving 5 h
each day for 5 days a week in letters, syllables, words and connected texts through a
personalized instruction, become the foundation for spelling and comprehension [51].

3.4 Reading Acceleration Program

The rate in which children can monitor their errors and cognitive abilities is suggested
to be another neurocognitive intervention. According to Horowitz-Kraus et al., 2014,
greater awareness of the reading errors makes the children more active and efficient dur-
ing the process of recognizing the desired and actual responses [12]. Several improve-
ments in reading which are related with cognitive abilities occur during the Reading
Acceleration Program (RAP) training. On the other side, further research is needed for
spatial resolution and change in the brain activation since EEG only provides spatial
information which cannot pinpoint possible changes that may occur in the neural cir-
cuitries. Detection on the levels of brain activation and specifically on the frontal lobe
activation is necessary since it plays a significant role in the reading process. Although
these functions were tested, they did not underlie reading therefore there are no specific
findings in terms of the level of the improvement they offer and as a result statistical
analysis did not reveal any significant interactions. The issue that arises at this point is
the way through which a dyslexic child could achieve RAP training when the working
memory is impaired.
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3.5 Motor Cognition Program

As working memory is considered to play an essential role in information acquisition,
intervention programswhich enhance its function are believed to be assistive in a dyslexic
child’s reading skills. Cognitive psychological memory mechanisms are responsible for
the observation, rehearsal, encoding and retrieval of information [52]. In order to reach
assimilation, a child needs to be able to decompose a task into sensory input in order
to register the component into his long-term memory. In the case when children have
impaired working memory the Motor Cognition program involves the improvement of
the workingmemory throughword decoding for reading. By paying attention to verbally
presented digits, encoding them and reciting them verbatim the amount of information
that a child can hold in their workingmemory increases. Consequently, workingmemory
is improved and phonological decoding is built as a skill.

3.6 Computer Programs

Considering the different domains which are responsible for the reading process, a com-
pilation of brain domains that are involved in the enhancement of brain functions would
be of great advantage. Composite keys for the reading fluency are considered to be
the phonological, orthographical, semantic and basic higher order abilities related to the
executive functions such as attention, workingmemory and the speed of processing [12].
Although research is based on instructional strategies which have proven to be effec-
tive for sub-domains of literacy, reading intervention programs should include different
combination of sub-components of reading. This would lead to the improvement of sev-
eral domains of reading. These domains involve reading recovery, multi-components,
treatment mastery, discrimination in depth, and fast forward. The drawback at this point
though, would be the necessary time required for the intervention in order to train non-
impaired domains according to the traditional program curricula. Accepting the fact
that the majority of time is devoted to the reading domains with greater impairments,
it would be necessary to adjust a traditional school curriculum or the intervention so
that it could lead to the future expected outcomes. When human intervention cannot
cover the number of students that populate the school environments, computer programs
could be created and used in order to further support the intervention. Research suggests
that computer programs offer several advantages compared to teachers’ interventions
alone. Since computers provide manipulations, digitized speech and tailored instruc-
tions they can give direct feedback to the students and motivate them to proceed with
the relevant tasks more systematically and directly. Mioduser et al., 2000, supported
that computer-based instructions bring higher scores in phonological awareness, word
recognition and letter naming skills [53]. This brings a successful reading acquisition
through the auditory and visual characteristics of the computerized environment.

4 Conclusions

Learning difficulties and specifically dyslexia have been a matter of concern for many
years. Many conclusions were drawn about the ways through which teachers and edu-
cators could academically approach the learning process. Latest research has guided
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professionals to consider as major factors that exceed the social and emotional envi-
ronment, the brain functions and its effects on the learning process. Taking as a fact
that each brain is unique and adaptable to the environment, further investigation and
research regarding the plasticity of the brain is required. Plasticity and adaptation lead to
the formation of neural circuits which are involved in an individual’s ability to process,
activate and restore information to his memory. Understanding the difficulties children
with dyslexia face on their academic and personal life, it is important to expand research
on how to successfully intervene in the process of learning. Machine and computerized
learning could be implemented for intervention in order to assist educators in their daily
responsibilities. Computerized programs that are based on a multisensory approach that
affect different brain domains, would achieve the expansion of the neural networks and
simultaneously the synergy of the different brain structures that are considered respon-
sible for the reading process. Focusing on certain brain functions, specific computerized
tasks could create a new teaching model that would estimate the required time in order
to strengthen the auditory, visual and kinesthetic characteristics that are involved in the
learning process and give the necessary feedback and scaffolding. The feedback pro-
vided is essential not only for the academic achievements but also for the emotional
stability of each student so as not to underperform and experience emotional burnout
and failure.

A multidisciplinary approach to dyslexia would involve i) the activation of working
memory, ii) visuospatial sketchpads, and iii) central executive functions. Early interven-
tion programs in orthographic and morphological spelling, in combination with high
intensity reading practices promise new positive future findings in the field of develop-
mental psychology and brain disorders such as dyslexia. What is necessary though to
be further investigated are the varying intensities and durations of the interventions in
order to measure their long-term effects and automation on larger samples, manipulating
other dimensions such as attention and working memory [11].
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1 Introduction

Affective Computing is a multi-disciplinary field which “relates to, arises from, or influ-
ences emotion” [1]. Numerous studies have demonstrated the impact of emotions on
learning experience and their potential role in promoting or hindering student’s aca-
demic achievement, self-regulation and higher-order thinking skills [2, 3]. Inspired by
experienced human teachers who inform decisions based on both student knowledge and
feelings, early works on Affective Computing applications in education had highlighted
the potential benefits from creating computer tutors that display empathy and intelli-
gence during their interactions with students [4]. Today, Affective Computing is one of
the most active research topics in education, with studies focusing on the design of emo-
tion recognition and expression systems/methods/instruments as well as on examining
the relationships between emotion, motivation, learning style, and cognition [5].

Emotions are expressed and communicated through various channels, including text
(contextual information), audio (speech), facial expressions and body gestures (visual)
and internal neurophysiological changes (brain activity, blood pressure, heart beat rate,
etc.) [6, 7]. Systematic reviews of Affective Computing in education have revealed
that the textual channel is the most widely-used affective measurement mode within the
domain and dimensionalmodels are themost preferred approach for describing students’
affective states [5]. This trend towards text data and dimensional models is in line with
the growing research interest in sentiment analysis (SA) techniques and applications
in education. Although SA is an umbrella term that encompasses many related Natural
Language Processing (NLP) tasks [8], it is most commonly used to refer to the task
of polarity classification [9]. The latter deals with the automatic determination of the
valence of a text, be it positive, negative and/or neutral, and this task is the focus of the
present work, as well.

Although NLP researchers have been exploring SA solutions for almost two decades
in numerous fields, such as movie reviews, politics, e-commerce and different product
reviews, a generally applicable solution does not yet exist. The key barrier lies in the
context and its direct impact onwordmeaning and polarity. Previous studies have demon-
strated that SA is domain-dependent, topic-dependent, temporally-dependent and lan-
guage style-dependent [10]. In the educational domain, dependency may take the form
of course discipline and content, since each course has its own technical vocabulary [11].
Nevertheless, SA in education is coarsely approached and studies seem to neglect the
high heterogeneity of this domain. As a result, most SA solutions are explored without
providing enough information regarding the courses under consideration, while a great
amount of the datasets used for training and testing the SA models are multidisciplinary
[12]. Examples of studies that focus on the teaching-learning context and dataset origin
are scarce (e.g., [13, 14]). However, in order to develop robust tools that will accurately
identify positive, negative and neutral sentiment in student-generated texts, an in-depth
understanding of the special challenges of the educational domain is needed in the first
place.

The purpose of the present work is to investigate machine learning-based sentiment
classification in the educational domain, and specifically, to explore the influence of the
teaching-learning context on classification performance.Different dataset configurations
are tested, aiming:
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1. To compare performance between single-course and multi-course classifiers.
2. To compare performance between in-course and cross-course classification.

The rest of the paper is organized as follows: Sect. 2 presents the study methodology,
describing the datasets, the model development workflow and the experimental process.
Section 3 presents the classification results, which are discussed in Sect. 4. Finally,
Sect. 5 concludes this work and poses future research considerations.

2 Materials and Methods

2.1 Datasets

Two educational datasets, previously introduced in [15], were employed. These datasets
consisted of student forum posts in Moodle Learning Management System and origi-
nated from two academic courses offered by a public Higher Education Institution in
Greece. The first dataset came from a postgraduate course on “Affective Computing
and Learning” while the second dataset came from an undergraduate course on inter-
disciplinary approaches to Science and ICT in education, which focused on educational
robotics (hereinafter, “Educational Robotics”).

Data were collected across a semester, under blended learning. That is, apart from
face-to-face lectures, students were also engaged in distant, asynchronous discussions
in the courses’ forums in Moodle. In both courses, discussion topics fell into two types,
i.e., teacher-initiated discussion and student-initiated discussion. Table 1 summarizes the
topic categories for each discussion type and includes some representative examples.

Since student posts were written in Greek, Google Translate was used in order to
automatically translate them into English and any translation errors were then man-
ually corrected. Previous studies in multilingual SA have demonstrated that machine
translation systems can produce datasets that yield similar results as their corresponding
native-speaker translations [16].

The datasets were used at sentence level, that is, each dataset instance was a student
post’s sentence. Each sentence was independently labeled by two annotators, by assign-
ing a sentiment class (i.e., positive, negative or neutral). In order to assess the quality
of the dataset labels, percent agreement and Krippendorff’s alpha [17] were calculated.
Dataset size, class distribution and inter-rater reliability values are provided in Table 2,
where “+tive” and “–tive” signify positive and negative sentiment, respectively.

2.2 Model Architecture

The model architecture for sentiment classification was the same in all experiments
conducted. Themodelswere developed usingMicrosoft AzureMachine Learning Studio
(ML Studio)1, which offers a graphical user interface (GUI)-based environment for
constructing and operationalizing Machine Learning workflow. Specifically, Azure ML

1 https://studio.azureml.net/.

https://studio.azureml.net/
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Table 1. Discussion types, topic categories and example posts in course forums

Discussion type Topic category Examples

Teacher-initiated discussion Student feedback towards
course and activities

“What were your impressions of
our first meeting?”
“How was the experience of
co-creating the online report?”

Debate and reflection upon
course content and material

“[…] search for different
emotion recognition and
recording systems, and discuss
[…] their potentialities in the
educational domain”
“which concepts/procedures [of
the BeeBot] would you need to
understand in depth before you
carry out educational robotics
activities and why?”

Student-initiated discussion Technical or administrative
issues

“I would like some clarifications
on the conference and
mandatory attendance”
“Girls, I created an email
account but I cannot edit the
document…Could anyone add
me in the group?”

Course assignments “[…] We would like some
information about the software
used in the
experiment […]”
“Do you know exactly what the
assignment is about?”

Table 2. Dataset size, class distribution and inter-rater reliability values for each course

Dataset Size Class distribution Percent agreement Krippendorff’s alpha

+tive -tive Neutral

Affective computing
and learning

881 34% 13% 53% 86.8% 0.773

Educational robotics 383 33% 25% 43% 79.6% 0.747

Studio’s Text Analytics modules were used for pre-processing the datasets, representing
text as feature vector, training the algorithm, testing and validating the models. The
workflow is presented in detail in the following subsections.
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Data Pre-processing
Pre-processing is a data “cleansing” process in order to reduce the noise caused by the
unstructured nature of text. This phase included lemmatization, lowercasing, removing
stopwords, numbers, special characters, emails and URLs, and expanding verb contrac-
tions (e.g., don’t→ do not). Additionally, the emoticons that were most commonly used
by students in order to express positive or negative sentiment, were extracted using regu-
lar expressions and were replaced with the words “posemotion” (for positive emoticons,
such as , ♥) and “negemotion” (for negative emoticons, such as ).

Feature Extraction
Unigrams, weighted by Term Frequency – Inverse Document Frequency (TF-IDF), were
employed for converting input text to feature vector. Unigrams also included the emoti-
cons extracted in the pre-processing phase. During the development process, the model
vocabulary was produced by extracting and weighting the unigrams included in the
training set and the resulted vocabulary served as an input for representing the test set.

Minority Class Oversampling
SyntheticMinority Over-sampling Technique (SMOTE) [18] was applied on the training
sets in order to handle the dataset imbalance problem. SMOTE is an oversampling app-
roach in which the minority class is oversampled by creating new, “synthetic”, examples
rather than by oversampling with replacement [18]. SMOTE implementation in Azure
ML Studio accepts only binary labels and, hence, oversampling was performed in pairs.
That is, multi-class oversampling was decomposed into two binary sub-problems and
each of the minority classes was oversampled against the prevalent class.

Algorithm
Support Vector Machines (SVM) were selected for building the classifiers, due to their
suitability for text categorization tasks [19]. Since the study dealt with multiclass classi-
fication, the One-Versus-All (OVA) technique was employed and three different binary
classifiers were built, each one trained to distinguish the examples of one class from
the examples of other two classes [20]. Thus, an ensemble classifier was built, which
combined the hypotheses of the three individual ones. During training, hyper-parameter
tuning was performed using the entire grid method. The latter is an exhaustive method
which tries all possible combinations over a range or number of parameter values and
selects the best performing one. Specifically, grid search was performed for selecting
the number of iterations and the value of lambda parameter. The number of iterations
controls the trade-off between training speed and classifier performance while the value
of parameter lambda defines the weight for L1 regularization, which controls model
complexity for avoiding over-fitting and performs a kind of feature selection.
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2.3 Experimental Process

The machine learning experiments conducted originated from three factors, namely:

1. The course (Experiment I): classification on the “AffectiveComputing andLearning”
dataset, classification on the “Educational Robotics” dataset.

2. The training data source (Experiment II): single-course data, multi-course data.
3. Model transferring (Experiment III): in-course classification, cross-course classifi-

cation.

Experiment I was a preparatory analysis to determine the baseline models for each
course. Thus, two models were developed in total. Model training and testing was
performed with a stratified 3-fold cross-validation.

In Experiment II, one classifier was built for each course, by merging the trainings
sets of that coursewith the dataset of the other course. Thus,multi-source classifierswere
developed,meaning that eachmodel vocabularywas produced fromdata of both courses.
Training and testing was again performed with a stratified 3-fold cross-validation. The
dataset of the second course was fed into the first course’s two-thirds that served as
training set, and this process was repeated three times; one for each cross-validation.

In Experiment III, the whole dataset of each course was used for training the algo-
rithm, and each classifier was then transferred from the training course (source course)
to the other course (target course). Thus, the model trained on the “Affective Comput-
ing and Learning” dataset (source course) was tested on whole “Educational Robotics”
dataset (target course), and conversely.

3 Results

Beginning with the baseline models from Experiment I, Table 3 presents the F-measure
values for each individual class as well as on average. As Table 3 shows, both classifiers
were most successful at predicting the neutral class and least successful at predicting
the negative class. F-measure was substantially lower for negative sentiment compared
to the other two classes. This is especially true for the “Affective Computing and Learn-
ing” classifier, which exhibited a bias towards neutral sentiment. Although average F-
measure was higher for the “Affective Computing and Learning” classifier, results for
the “Educational Robotics” dataset were more consistent across the three classes.

Table 3. Classification results for the baseline models

Course F-measure

Positive Negative Neutral Average

Affective computing and learning 0.695 0.488 0.806 0.663

Educational robotics 0.637 0.568 0.652 0.619
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Regarding Experiment II, Table 4 reports the results from the multi-course clas-
sifiers, compared with the performance of the classifiers built from individual course
data (baseline models). Both multi-course classifiers scored higher on the neutral senti-
ment and lower on the negative sentiment, exhibiting a pattern similar to that observed
in the baseline models. Bias towards neutral sentiment was reduced for the “Affective
Computing and Learning” course while relative consistency across the three classes was
maintained for the “Educational Robotics” dataset. Nevertheless, multi-course classi-
fiers’ performance was substantially poorer both overall and at each individual class,
compared to the performance of the single-course models.

Table 4. Classification results of multi-course and single-course classifiers against each course

Course F-measure

Source data Positive Negative Neutral Average

Affective computing and learning Single source 0.695 0.488 0.806 0.663

Multi source 0.66 0.385 0.738 0.594

Educational robotics Single source 0.637 0.568 0.652 0.619

Multi source 0.584 0.508 0.599 0.564

Table 5 presents the results of cross-course classification from Experiment III. As
Table 5 shows, both classifiers exhibited an extremely poor performance on negative
class. Additionally, neutral sentiment had the highest F-measure score in the “Affective
Computing and Learning”-to-“Educational Robotics” transfer scheme while positive
sentiment had the highest F-measure in the “Educational Robotics”-to-“Affective Com-
puting and Learning” transfer scheme. Thus, the “Affective Computing and Learning”
model maintained the same pattern as the in-course classification while the behavior of
the “Educational Robotics” model changed, when transferred to the “Affective Com-
puting and Learning” dataset. In order to get a better insight into that model’s behavior,
the Confusion Matrix produced when transferred from the source-course to the target-
course is presented in Fig. 1. Matrix rows represent the instances in the predicted classes
while matrix columns represent the instances in the actual classes. A more intense box
color indicates a higher number of instances. As Fig. 1 reveals, when the “Educational
Robotics” model was transferred to the “Affective Computing and Learning” dataset,
its sensitivity towards neutral instances greatly decreased. Neutral sentiment was con-
fused with positive sentiment and most neutral instances were assigned to positive class
rather than neutral class. Regarding the overall cross-course results, Table 6 reports
the mean F-measure values for the in-course and cross-course classification, across
both courses. As Table 6 shows, classification performance dramatically dropped during
model transferring between courses, both overall and at each individual class.
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Table 5. Cross-course classification results

Transfer scheme F-measure

Positive Negative Neutral Average

Affective computing and learning → Educational
robotics

0.507 0.24 0.536 0.428

Educational robotics → Affective computing and
learning

0.536 0.222 0.465 0.408

Fig. 1. Confusion matrix of the “Educational robotics” model, when transferred to the “Affective
Computing and Learning” dataset

Table 6. Mean in-course and cross-course classification performance across both courses

Test course F-measure

Positive Negative Neutral Average

In-course 0.666 0.528 0.729 0.641

Cross-course 0.522 0.231 0.501 0.418

4 Discussion

The domain-dependent nature of SA and the heterogeneity of the educational domain
are the two main points that gave rise to the present work. This study explored machine
learning-based SA on datasets comprised of student posts in forums, pertaining to two
different academic courses. Cross-course and multi-source classification were tested, in
order to promote understanding towards the effect of the teaching-learning context on
classification performance.
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A sentiment classifier was built for each course, exhibiting a fair performance that
ranged from0.62 to 0.66 in average F-measure. However, classification performance dra-
matically dropped, when the two models were transferred between courses. Although
performance loss was apparent in both transfer schemes (i.e., “Affective Computing
and Learning” to “Educational Robotics”, and conversely), an interesting model behav-
ior was observed when the “Educational Robotics” model was transferred to the “Af-
fective Computing and Learning“dataset. Specifically, its sensitivity towards neutral
instances dramatically decreased, and most neutral instances were assigned to positive
rather than neutral class. This finding suggests that neutral discussions around course
contents –such as, a student post regarding Positive Psychology stating that “the posi-
tive social environment […] is a factor in the development of positive emotions”- were
falsely identified as student expressions of positive sentiment. That is, the “Educational
Robotics” model missed the contextual information needed to separate actual positive
sentiments from neutral instances that simply integrated “positive” words. Previous
studies have also demonstrated that each course has its own technical vocabulary, which
strongly affects classification performance, both in lexicon-based [11] and machine
learning-based methods [13].

A simple approach in overcoming domain dependency and adapt machine learning-
based sentimentmodels to a newcontext, is training onmixed context data. This approach
results in general-purpose classifiers that are less domain-specific than a classifier that
has only seen data fromone domain [21]. Results from the present study showed that clas-
sifiers trained on a mixture of courses underperformed single-course classifiers. Thus,
feedingmodels withmore, yet non-specialized, information does not boost classification
performance. Findings supporting the peculiarities of SA regarding the choice of training
data have also been reported in [14]; model transferring benefits from greater amounts of
target-course data, yet it worsens when multi-source, instead of single-source, datasets
are employed. However, it is possible that the distribution of features between certain
courses is similar enough, allowing out-of-course data to be used to some advantage
[21]. In particular, positive features are often shared among different courses [14], indi-
cating that instead of the current practice of fusing whole course datasets [12], a special
focus should be placed on which subset of those courses or even which subset of training
examples from those courses has a feature distribution most similar to the target domain
[21]. Future extensions of this work could adopt a transfer learning approach to deal
with data from multiple courses and improve model transferability.

5 Conclusions

This study investigated the transferability of sentiment classifiers between different
courses and compared the popular approach of usingmulti-course andmulti-disciplinary
educational datasetswith course-specificmodels. Findings suggested that SA is a course-
dependent task and, as a rule of thumb, less but course-specific information results in
more effective models than more but non-specialized information. The limitation of the
small and unbalanced datasets employed in the present study was a result of two factors,
i.e., the lack of publicly available educational datasets and the difficulty in collecting
data from real-word teaching-learning settings. Similar studies with larger datasets could
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help determine whether the observed model behaviors are generalized across models
with greater vocabulary coverage. Additionally, large datasets enable the deployment of
sophisticated deep learning methods, like the case of ConvL model [14], which seems to
be a promising solution in the cross-course classification problem. Therefore, there arises
the need for properly annotated, open-access affective datasets of student-generated text,
to enable standardized SA in education.
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Abstract. This study is designed to test the hypothesis of whether writing and
typing can be detected as different patterns within the same cognitive task. We
designed this pilot study with five frequently-conducted learning-related tasks.
We used the four electrode Muse Headset. Sixteen healthy subjects participated
in this six-session experiment. In each session, we instructed them to conduct
five different one-minute tasks, including reading, copying by writing, copying
by typing, answering a question by writing and answering a question by typing.
We compared the performance of classifiers of different categories within the
same context, including the same users, the same feature extraction approach,
and the same training and testing split. Most of the machine learning and deep
learning algorithms could correctly classify the five tasks (20% by chance), the
best algorithms achieved an accuracy for individual subjects of up to 70% for
within session training and 44% for between session training.

Keywords: Machine learning · Deep learning · Classification ·
ElectroEncephaloGraphy · EEG

1 Introduction

More and more Electroencephalography (EEG) data are available on the web, as we can
search from the newly developed Google Dataset Search [16], reflecting the increased
interest in EEG in both clinical and nonclinical fields, especially in emotion recognition,
motor imagery, event related potential (ERP) detection, mental workload, seizure or
stroke detection, Alzheimer’s classification, depression, meditation and sleep analysis
[8, 13, 20]. In this study we focus more on passive BCI [28], rather than the EEG
controlled applications, like BCI based games [7].

Previous studies [5, 18] demonstrated thatEEGsignals could successfully distinguish
several kinds of cognitive tasks. Such as programming in Python vs. solving Math
problems; solving Math problems (GRE) vs. solving Reading problems(GRE). These
experiments focused on distinguishing different cognitive tasks, but not on whether
different communicationmodesmay also have a distinguishable impact onEEGpatterns.
The experiment in this paper was designed to test the hypothesis of whether AI based
EEG markers could distinguish both between two modes of communication: typing vs.
writing, and between three cognitive states: reading vs. copying vs. answering.
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Read (R) For this task, each subject was asked to read from a PDF file containing a computer 
science textbook on Data Structures and Algorithms. During each of the six sessions the text 
varied, and all of the reading material consisted mostly of text with a relatively small amount of 
computer code or mathematical equations.  

Write Copy (WC) Each subject wrote on a blank white paper with a pen, copying the text 
from the textbook PDF file display on the monitor. We used the same textbook as in the ”Read” 
task, but subjects copied different sections in each session.  

Write Answer (WA) Each subject wrote a short essay using pen and paper answer- ing the 
question: ’Why did you choose your major?’ Although one might think that students would 
produce the same answer in subsequent sessions, we found that their answers in each session 
were substantially different.  

Type Copy (TC) Each subject read a section of the same textbook PDF file, and copied what 
they read into an Essay Text entry box by typing on the computer keyboard. They copied dif-
ferent sections in each session.  

Type Answer (TA) Subjects typed their answers to the question ’What is your aca- demic plan 
for this semester?’ The researcher asked the same question in each session, the answers varied 
for each session.  

Fig. 1. Tasks in this experiment

In this study, each session has five tasks, we use Task Read as the baseline, selected
additional four multi-label cognitive tasks that produced a text-based result, and com-
pared the impact of communication mode (typing on a keyboard or writing with pen on
paper) and cognitive task (e.g. reading or copying or composing) on the EEG signals,
as shown in Fig. 1, the order of the tasks are randomly shuttled in the six sessions. Our
main result is that even when the tasks are designed to be similar both in communica-
tion mode and in cognitive mode, the AI based EEG markers can clearly recognize the
different patterns up to a 70% level for within session training and 44% for between
session training, compared with 20% by chance.

Among the frequently used portable and affordable EEG devices [10, 15], including
the Neurosky Mindwave, the Emotiv Epoc, the Open BCI Mark IV headset, and the
Muse Headband. We selected Muse headsets developed by Interaxon [21] for this study.

2 Algorithms

As many studies focus on designing new algorithms, there is also a need to analyze
the existing algorithms and make full use of them. We implemented several highlighted
machine learning and deep learning approaches mentioned by [8, 13, 14]. The code
mentioned in this paper is available online (the Github link is hidden for the double
blind review).

Linear classifiers: Both Linear Discriminant Analysis (LDA) and Support Vector
Machines (SVM) still performed fairly well after several decades since they were first
implemented in this field [3, 4, 12].
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Non-linear Bayesian classifiers: Hidden Markov Models (HMM) is the algorithm we
implemented. It observes a given sequence of feature vectors and outputs the probability.
HMM is suitable for the classification of time series data, especially in the field of speech
recognition. HMMs have performed well in several EEG signal classification studies
[27].

Nearest Neighbour: k-Nearest Neighbour(kNN) [13, 14]. Usually performed from
adequately to well in our previous research.

Adaboost and Random Forest: Boosting [9], bagging and Random Forest [6] are
types of Ensemble Machine Learning Algorithms which use a group of weaker learners
(e.g. random decision trees) to make a stronger classification. These have been the gold
standard for many EEG classification experiments, including ours.

Transfer Learning: Transfer learning has performedwell with EEGdata, asmentioned
by [2, 13].We used the training set with labeled data as the source domain and the testing
setwithout labels as the target domain.We selected transductive transfer learning because
the source and target tasks are the same, and the source and target domains are different
but related.

CNN: Deep learning, especially Convolutional Neural Network(CNN) performed well
inmany previous EEG research projects [8, 11].We implemented it with two convolution
layers and one fully connected layer.

RNN, LSTM: Long Short Term Memory (LSTM), as motioned in previous research
[1, 4, 8, 24], works well with time series data, we implemented it with two recurrent
layers followed by two fully-connected layers.

3 Experiment

All subjects first signed an informed consent form. Then, researchers helped them to put
on the Muse headbands and test the recording. The Subjects then completed an entrance
survey on the computer and became familiar with the online Qualtrics system used in
this experiment, especially the sample task switching notice. Next, the Official EEG
recording began. A survey in Qualtrics kept track of the time and alerted the subjects
to change their tasks after every 60 s. After subjects completed all the five tasks, the
Official EEG recording stopped and subjects completed a short exit survey.

Subjects: Sixteen healthy subjects participated the experiment. Of those, data from
three subjects were excluded from subsequent analysis; one for failing to participate in
one of the required six sessions, and another because of considerable data loss from one
of the Muse electrodes, and the third due to a very high level of noise in the electrode
recordings.

Seven males and six females are included in the final data set. Ten of the retained
subjects were undergraduate students, the other three were graduate students. Eight
subjects were computer science majors. The average age of the subjects was 20.9.
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Feature Extraction: Weused the absolute Band Powers (BP) feature of theMuse head-
set, it is the logarithm of the power spectral density of EEG signals summed over that
frequency range [13]. The Muse headsets, are using four dry input electrodes, locations
corresponded to sites TP9, AF7, AF8, and T10 [23]. The Muse EEG recording applica-
tion automatically filtered out muscle artifacts, such as eye blinking. Spectral analysis
was performed on-board the Muse device and then transmitted at 10 Hz to the EEG
recording application on the researcher’s computer. Each of these spectral snapshots
consists of 20 numeric values – five spectral values for each of the four electrodes.

Data cleaning: During the EEG recording, some electrodes may have temporarily lost
contactwith the subjects’ scalp. The resultwas thatmultiple sequential spectral snapshots
from one ormore electrodes had exactly the same value.Whenwe detected this anomaly,
we set that entire spectral snapshot of 20 values to 0, while keeping the time-stamped
value, even if the anomaly was only detected on one of the four electrodes. Such data
cleaning action resulted in a loss of 27% of the entire data.

Cross Validation: EEG data point samples, if randomly selected, could be near to
each other chronologically in both the training set and the testing set. This may cause
over-fitting because EEG signals changes slowly. To lessen this possible effect, we first
adopted the time-wise cross validation [19, 22].

For each five minute session there are five tasks, we divided each tasks to 10 parts,
evenly and contiguously, each part has 10% of the data.

Then we did a 10 fold cross validation first and realized that the first 30% of the data
were predicted with low accuracy due to a task transition effect. We then cut off these
transition times and only used the rest (70%) of the data. In each fold, We trained on
six of the remaining seven subsets and tested on the left-out subset. Figure 2 showed
a graphical representation of this seven-fold time-wise cross validation approach. The
results reflect some general patterns, as shown in Fig. 9.

Based on that we also did a session-wise cross validation, as shown in Fig. 3, to see
how the classifiers work with the data from unseen session. The results are in Fig. 10.

Fig. 2. Time-wise cross validation
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Fig. 3. Session-wise cross validation

4 Results

As shown in Fig. 4, most (nine of the ten) machine learning and deep learning classifiers
correctly classified the data into five classes with probability far above chance (20%).
Deep learning (LSTM and CNN) and ensemble methods (Random Forest and Adaboost)
outperformed other algorithms.

Fig. 4. Compare algorithms, within session

We first implemented the within-session approach, to investigate the general trends.
Different individual algorithms generated different accuracies for each subject, such as
subject 9 and subject 14, their order is different using LSTM (see Fig. 4) and Random
Forest (see Fig. 5), but the general trends for most subjects are still similar to each
other, in that some subjects data are more easily classified than others. Also we noticed
a significant transition effect, as shown in Fig. 9, even though the subjects physically
switched to the next task quickly, the EEG signals changed slowly, in general it took 12
to 18 s to switch to the stable states of the next task, which corresponds to the first 20 to
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30 percent of the data for that task. We then cut this first 30 percent off before running
the classification algorithms again.

Fig. 5. Within session, by subject, for RF Fig. 6. Within session, by task, for RF

When we averaged the results by task, as shown in Fig. 6, compared with 20 percent
by chance, all of the five tasks are classified well with these classifiers, (here we only
put RF, the other figures are available on Github).

Previous research [8, 13] has demonstrated there can be significant variations
between sessions. We implemented a between session analysis, to see how well the
algorithms performed when facing unseen data for the same user but on different ses-
sions The analysis showed that even with just six sessions, the classifiers still classify
with accuracies significantly above random, as show in Figs. 7 and 8. Task Read and
Task Write Answer are still the highest, Task 2 Write Copy is still the most confusing
task, which is similar to pattern in the within session approach shown in Figs. 5 and 6.

Fig. 7. Between session, by subject, for RF Fig. 8. Between session, by task, for RF
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5 Conclusion and Discussion

Our immediate goal was to study the effectiveness of machine learning classification
algorithms in distinguishing among different basic communication tasks (write vs. type)
and investigate whether the method of communication (write vs. type) and the different
cognitive tasks (copy or answer) could be identified.We confirmed previous findings [13,
19] that machine learning with EEG signals could discriminate two cognitive activities
(copy and answer).

We also hypothesized that this approach could reliably distinguish the two modes of
communication (write and type) fromone another evenwhen the cognitive task remained
the same. The confirmation of that hypothesis is a suggestion that future studies should
control the communication mode variable, also this can be used for multi-label tasks in
the experiment design. It is possible that the write and type tasks were distinguished by
signals from the motor cortex which is located between the frontal and parietal regions
of the brain.

Although these basic tasks may seem similar at the level of cortical activity, we have
shown that AI classifiers can successfully capture subtle differences between such tasks.
Such result could be used in the online or offline classroom to get better understanding
about teaching and learning [17, 25]. Transition effect (Fig. 9) and Session variation
(Fig. 10) can also be sensitively detected and integrated to the future experimental design.

The main contributions of this paper are the demonstration that AI classifiers support
effective approaches for classifying sets of tasks based on either copying text or answer-
ing questions using either handwriting or typing. Random forest is a fast and low-cost
solution which works on most mainstream personal computers and smart phones; while
LSTM is a slow and expensive solution which currently requires high-end GPUs, or the
training time will jump from minutes to hours on the same personal computer compared
with other classifiers like RF.

Fig. 9. Transition within session
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Fig. 10. Transition between session

Such passive BCI approaches, as [8, 13, 28] mentioned, could be helpful for a
better understanding about real-time brain signals for healthy subjects beyond medical
applications[26]. More such non-clinical data sets from healthy users could in the future
contribute back to the clinical researchwith newpatterns being recognized or discovered,
as well as with more effective AI classification algorithms.
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Abstract. There have been significant efforts in the direction of improving accu-
racy in detecting human action using skeleton joints. Determining actions in a
noisy environment is still challenging since the Cartesian coordinate of the skele-
ton joints provided bydepth sense camera depends on camera position and skeleton
position. In a few of the human-computer interaction applications, skeleton posi-
tion and camera position keep changing. The proposedmethod recommends using
relative positional values instead of actual Cartesian coordinate values. Recent
advancements in the Convolution Neural Network (CNN) help us achieve higher
prediction accuracy using image format input. To represent skeleton joints in image
format, we need to represent skeleton information inmatrix formwith equal height
andwidth.With some depth sense cameras, the number of skeleton joints provided
is limited, andwe need to depend on relative positional values to have amatrix rep-
resentation of skeleton joints. We can show near the state-of-the-art performance
on MSR 3-Dimensional (3D) data and the new representation of skeleton joints.
We have used image shifting instead of interpolation between frames, which helps
us have state-of-the-art performance.

Keywords: Human action · Gesture recognition · Real-time · Skelton-joint ·
Deep learning · Resnet

1 Introduction

Representing skeleton joint information in an image format and utilizing it for human
action detection is the most reliable and computationally powerful approach. Processing
real images or videos for action detection requires a lot of computation resources [1].
There has been tremendous research effort to improve prediction accuracy in detect-
ing human action with the help of skeleton joint information. CNN (Convolution Neural
Network) exploits the spatial relationship between pixels when arranged in matrix repre-
sentation [2–4]. Shift invariance property possessed by CNN helps in detecting features
residing in any part of the image. Encoding spatial and temporal information of skeleton
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frames in an image is proven to be the best representation for a deep neural network to
understand human action [2–4].

Detecting human action when the camera’s position and the position of the skeleton
keeps changing is a challenging task [5]. We need to train the CNN model with a lot of
training data to understand all variations in the coordinate values of a skeleton. Encoding
spatial and temporal information of skeleton frames in an image is not sufficient, and
hence we need to consider encoding the difference between joints for the skeleton trans-
formation process. Depth sense cameras provide a limited, varying number of joints [6],
and therefore it has become challenging to come with better representation of skeleton
information.

We propose a method to encode the difference between 3D coordinates values in
an image and train a deep residual neural network [7] for better prediction accuracy.
Existing practice insists on adapting interpolation between frames as the approach to fill
the picture when we do not have enough frames [3, 4]. CNN can only understand static
images, and hence we need to bring in temporal dependency of frames of the current
image on previous frames of the skeleton action sequence. We can achieve exploiting a
better representation of the picture by shifting earlier frames to the current image.

This method could be used to detect hand gestures and body gestures in many fields,
especially for medical applications like to create applications for Alzheimer’s disease.
The rest of this paper is organized as follows. In Sect. 2, we give an overview of the
related works. In Sect. 3, we describe our methodology. In Sect. 4, we detail the Residual
Network. In Sect. 5, we detail the experiments, and finally, in Sect. 6, we present the
obtained results.

2 Related Works

Skeleton joint information was extensively used for predicting human action and pos-
ture detection. Intel Realsense camera [10] provides precise skeleton joints information
with third-party SDKs (Software Development Kit). Nuitrack is one of the most reliable
SDK’s in the market, with which it is easy for a Unity developer to build a skeleton track-
ing application. Depending on the system’s hardware abilities, framerate changes, and
it is effortless to develop a hardware-independent software module to capture skeleton
frames in real-time with the help of the Unity platform. Kinect [8] of Microsoft provided
a skeleton tracking facility for a long time, and it was adopted in most of the research
practice. Kinect [8] provides just twenty skeleton joints information; Intel Realsense
camera [10] instead can capture twenty-four joints 3D coordinate values. Leap Motion
hardware is a dedicated camera for detecting hand joints position along with rotation.
There have been efforts to convert 3D coordinate values to RGB (Red, Green, Blue.
A color model represents a pixel’s color by combining Red, Green, and Blue in differ-
ent ranges) image representation for training deep neural networks. The transformation
step of skeleton information to RGB representation is a significant data pre-processing
stage. Encoded RGB image should include extensive temporal and spatial information
of skeleton frames in a sequence.
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2.1 Realtime Pose Detection

The authors in [8] explain estimating human pose using skeleton data given by theKinect
sensor. Instead of using the temporal sequence of 3D coordinates, relative to the camera
position, the authors in [8] uses coordinate values relative to the other joints. Relative
coordinate values remove the prediction accuracy dependency on the size and location
of the subject. Firstly, three-dimensional skeleton coordinates transformed into a one-
dimensional feature vector. The feature vector is the input to amachine learning algorithm
with or without pre-processing. The proposed algorithm is assessed on a vocabulary
containing eighteen poses and employing machine learning algorithms: Support Vector
Machines (SVM), Artificial Neural Network, K-Nearest Neighbors, and Bayes classifier
and SVM outperforms on the data set used in experiments. The method explained in [8]
works excellently with a predefined set of actions and failed to consider the temporal
dependency of frames in predicting human action.

2.2 Skeleton Based Action Recognition Using Translation-Scale Invariant Image
Mapping and Multi-scale Deep CNN

Transforming from skeleton information to image representation is a crucial and signif-
icant step in human action classification using skeleton data. A sophisticated, promising
method of transformation is discussed and demonstrated by the authors in [2] with the
help of results. Very few parameters, which plays a vital role in the transformation pro-
cess, are extracted from each video sequence instead of referring the whole data. The
proposed method in [2] helps preserve scale invariance and translation invariance of the
training data. The authors in [2] also claim that the complete process of transformation
becomes data set independent.

2.3 Recognizing Human Action from Skeleton Moment

Deep learning algorithms need data to be represented in image format so that machine
learning models like CNN and its variants can extract image features and classify the
image into an available class efficiently. Transforming skeleton joint coordinate values
into RGB image space is explained by the authors in [3]. Skelton parts are divided
into five significant parts P1, P2, P3, P4, and P5. Each section will have 3D coordinate
values of the set of skeleton joints (P1, P2: two arms, P4, P5: two legs, P3: trunk).
Transformation module explained by the authors in [3] will convert skeleton joints into
an image by arranging pixels in the order of P1->P2->P3->P4->P5. The proposed
transformation method helped the authors in [3] achieve the best prediction accuracy
with three different variants of Resnet models [7]. The paper [3] fails to effectively
incorporate Spatio-temporal information of skeleton motion when the skeleton motion
has a higher number of frames.

2.4 Skepxels: Spatio-Temporal Image Representation of Human Skeleton Joints
for Action Recognition

We need an effective method to represent skeleton 3D coordinates so that deep learning
models can exploit the correlation between local pixels, which helps us have better
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prediction accuracy. The paper [4] talks about a method that can help us arrange skeleton
information like Skepxels [4] in the horizontal and vertical directions. Skepxels [4]
in the horizontal direction, carry the frames in skeleton data. Spatial information of
the skeleton frame sequence was captured in the vertical direction of the transformed
image by rearranging pixels of a skeleton frame at a time ‘t’. The proposed way of
arranging skeleton frames in [4] will increase the prediction accuracy as each image
carries rich temporal-spatial information. In [4], the author also explains how using
image interpolation between frames can create a full image even though we have a
smaller number of frames in a skeleton motion. If the number of frames exceeds the
number of frames required to make an image, then the rest of the frames are moved to
the next image and labeled with the same class name. NTU 3D action data [9] was used
to evaluate the model, and the transformation process generates millions of pictures after
the transformation step. For data-augmentation author in [4] has recommended adding
Gaussian noise samples to each frame and double the training data size. With all the
proposed changes in [4], the Resnet model [7] can achieve state-of-the-art performance.
If the position of the camera and skeleton changes, then model prediction accuracy will
change to a great extent. With the proposed method in [4], we need to take more data
with all possible skeleton positioning to ensure better test accuracy. When the skeleton
frame sequence is long, dividing sequence into multiple images will ignore the current
picture’s temporal dependency information on the previous frames in the series.

3 Our Methodology

Using pixels of training images, CNN tries to build minor and significant features of
images. CNN models are translation invariance, and they can recognize trained charac-
teristics anywhere in the pictures. This paper demonstrates how to generate images from
skeleton joints information by creating building blocks of a picture called SkepxelsRel.
We don’t use skeleton joint coordinates; instead, we use a list of 3D coordinate values
generated after taking the difference between two joints. We need to group a set of pair
of joints which contribute more in deciding the class of action. Combining a couple of
skeleton joints is also a hyperparameter during training a Resnet model [7]. Velocity
frames generated uses the speed at which the difference of considered skeleton joints
changes. As demonstrated in [5], when we take the reference point as other joints, the
prediction accuracy does not depend on the camera and skeleton’s position. We explain
the approach as follows:

3.1 Skeleton Picture Relative Elements (SkepxelsRel)

SkepxelsRel does have a similar structure of Skepxels explained in [4]. SkepxelsRel
tensors encode differences of coordinate values along the third dimension (Fig. 1). We
follow the same strategy in choosing the best pixels arrangement for filling spatial infor-
mation of a skeleton frame at time ‘t’. As shown in Fig. 2, RGB channels encode
spatial-temporal information of skeleton joint differences and create an image. Velocity
frames (Fig. 3) are constructed using a similar method, as explained in [2], but we use
SkepxelsRel values to calculate the rate at which the differences between reference joints
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change. With the proposed method, we can generate any number of joints required for
image representation. As shown in Fig. 1, we created forty relative skeleton joints, which
play an essential role in deciding human action. As shown in Fig. 3, velocity frames are
generated by taking the difference of successive frames and dividing them by frame rate.
In our experiments, we considered the frame rate as 30 frames/second.

Fig. 1. Skeleton example with relative joints

Fig. 2. RGB channels generated with (x, y, z) coordinates of skeleton sequence

Fig. 3. Velocity frames calculated by subtracting frames

(1)

(2)
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When the number of frames required to form the image is more than needed, we recom-
mend using frames shifting (Fig. 5) instead of moving the remaining skeleton frames
(Fig. 4) to the next image. This way of image construction helps in real-time prediction
wherein each image encodes only the original frames of the skeleton motion without
adding interpolated frames in between. And this method also helps us to encode tem-
poral dependency information of previous frames in the current image. If the available
number of frames for constructing an image is less than the required, we can go with
interpolation between frames approach. Figure 5 demonstrates the steps involved in a
proper way of adjusting the frames to accommodate all the available skeleton frames.

Fig. 4. Existing method: interpolation between frames applied

Fig. 5. Frames are shifted to right and temporal dependency of frames is not ignored

3.2 Data Pre-processing

We generated skeleton sequences for primary actions using the Intel Realsense camera
[10]with the help ofNuitrack SDK.Hand gesture recognition experiments are conducted
on multiple channel images. Each skeleton frame is normalized by making the center of
the frame the center of the coordinate system (0, 0, 0) [1].
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3.3 Data Augmentation

To increase the training data size, we sampled from a gaussian distribution with mean
0 and a standard deviation of 0.02 and added those noise samples to actual skeleton
frames. We have also applied random cropping, horizontal flip, and vertical flip data
augmentation strategies (Fig. 6).

Fig. 6. Data augmentation

4 Residual Network

Deep neural networks with many more layers stacked, help the model to have a greater
number of parameters, and hence degree freedom of a model increases. With the
increased complexity of the model, the ability to learn new sophisticated features will
also increase. When a neural network has the freedom to choose parameters without
regularization, then the chances of finding global minima are less, and the model ends
up finding local minima. Hence, we include regularization methods to regulate the most
in-depth neural networks and try avoiding model overfitting behavior. Recent exper-
iments and research show that even after having regularization methods in the deep
neural network, it is inevitable to have an overfitted model. Researchers have come up
with new architecture called Residual Network to avoid such behavior without losing
the benefits of deep neural networks [7].

Fig. 7. Residual block
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One of the significant problems associated with deep neural networks is vanishing
gradients problem, wherein gradients at the last layer will not be able to propagate back
to initial layers. Hence, learning will be very slow and improper. Shortcut connections
provided in Residual blocks (Fig. 7) make the model learn identity mapping of the input
very easily. Also, the shortcut connection helps to carry gradients back to initial layers
without vanishing gradients problem. Hence, we have adopted the Residual network [7]
in our experiments to learn significant features of skeleton sequence.

5 Experiments

5.1 Real-Time Prediction Using Intel Realsense Camera

We used a setup having Intel Realsense camera [10] for capturing skeleton frames on the
Unity platform. 20-layer Resnet model [7] was trained for six basic actions, including
Still, Wave Hands, Soothing, Come, Go, Clap. We observed that the trained model could
predict all the actions with 100% accuracy in real-time. As stated already, we have used
a set of joints that are responsible for deciding pre-decided actions. Other factors also
behave as hyperparameters like frame rate (number of frames per second captured by the
unity platform, hardware dependent), and image size. As the data available is less with
only six human actions, we had to augment data to satisfy Resnet [7] requirements. We
tried with different frame rates:30, 20, and 10 and 30 outperformed compared to other
framerates. Since we are using differences of coordinates, changing camera position,
and skeleton position did not impact prediction accuracy. We also tried with different
image sizes 180 * 180, 250 * 250, and 180 * 180 outperformed compared to other image
dimensions.

The proposed method does not need the number of joints to be equivalent to the
required number of joints to form a SkepxelsRel since we can generate the required
number of values by taking differences among responsible joints. Leap motion camera
can provide hand joints information along with hand joints rotation information. This
set up is used in a different application wherein rotation and moment of joints are very
important in deciding hand gestures.Hence,we encoded hand joints position information
in the first three channels and rotation information in the next three channels.

5.2 MSR Action 3D Data Set

MSR data set [11] is divided into three data sets, and model performance is evaluated
on each data set type. There are twenty actions performed by ten different subjects in
generating each dataset type. We use actions from five subjects for generating training
data and remaining data used for testing. There is a total of 557 action files having
20 actions performed by different subjects. Generated data is trained and tested with
Resnet-20 [7] and Resnet-50 [7] models, and Resnet-20 [7] model outperformed the rest
of the models.
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6 Results and Discussion

Intel Realsense data: We captured skeleton data for six necessary actions using Intel
Realsense depth camera [10]. We have trained 20-layer and 50 Resnet models [7] with
a batch size of 64, optimizer as Stochastic Gradient Descent, initial learning rate as
0.01. The accuracy graph (Fig. 8) shows that the model converges very slowly with a
lot of variation in validation accuracy. Validation accuracy fluctuation is not an issue.
The variation is due to low validation data, the high degree of freedom of the model,
large batch size, and high learning rate. This fluctuation gets stabilized with a greater
number of epochs. (Data is uploaded here: https://github.com/creative-swamy/IntelReal
SenseData). It is evident from the accuracy graph (Fig. 8) that the model can predict the
unseen action data efficiently since we see 100% test accuracy with the loss nearing to
zero. The data is captured from seven different subjects. Seven different people perform
each action, and actions performed by four subjects are considered for training data,
and the remaining are regarded as validation data. We made sure that the data used for
testing is unseen data and has noise and variation compared to training data. If the model
performs better with the test data, then it can be considered for testing in real-time need.
We tested the model performance in the Virtual Real environment with two unknown
subjects, which are not part of training and testing data, performing actions. The model
can predict all the trained actions with 100% prediction accuracy.

Fig. 8. Intel realsense data, accuracy graph

Leap Motion data: Leap Motion camera provides information about hand joints
position and their respective rotation values. We have captured all joints position of
two hands and individual rotation values for ten different hand gestures. The data is
obtained from ten different subjects. Six subjects are considered for training data, and
the remaining subjects are regarded as validation data. We trained the Resnet-20 model
[7] incrementally by adding more hand gesture data, and the model behavior is very
consistent concerning validation accuracy (Fig. 9). We tested the trained model’s per-
formance in a real-time Virtual Reality environment with two unknown subjects, which
are not part of training and testing, performing actions. The model can predict all six
gestures made by unknown subjects with 100% prediction accuracy, and it is evident

https://github.com/creative-swamy/IntelRealSenseData
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from the accuracy graph shown in Fig. 9. (Data is uploaded here: https://github.com/cre
ative-swamy/Leap-Motiondata-for-experiments/).

Fig. 9. Leap motion data, accuracy graph

Running ExperimentswithMSR3DAction data [11]:We started exploring proposed
algorithm behavior with one of the benchmark data set, MSR 3D Action dataset [11].
We tested the model’s functioning with a cross data strategy and found that validation
accuracy stops at 91%. We have not yet considered converting the skeleton data to
scale-invariant and view-invariant [1]. Efficient pre-processing of the skeleton data will
make sure proper learning curves to establish. Our research aims to address the moving
object and camera position while implementing real-time action or gesture prediction
algorithms. We wanted to experiment on the standard dataset to show that our proposed
method performs near the state-of-the-artmodel.We can improve themodel performance
by enhancing the training data size using more advanced data augmentation methods
and extensive hyper-parameters tuning. Our one more research aim is to implement
and using a sophisticated, real-time compatible machine learning model in a medical
application environment. We concentrated more on experimenting with our prepared
dataset and hence did not get more time to tune the model for MSR 3D action dataset.
We consider enhancing our model performance in the future to work even better with
standard datasets like the MSR 3D action dataset.

7 Conclusion

This paper demonstrated a skeleton-based action detection mechanism using the resid-
ual neural network model with a unique way of data representation. The experiments on
data captured from Intel Realsense camera [10] and Leap motion prove that the algo-
rithm outperforms real-time prediction. The analysis conducted on a challenging data
set, MSR 3D human action dataset, also shows that the proposed algorithm provides
near the state-of-the-art performance. Results show that considering relative positional
values to construct images provide better accuracy in real-time human action prediction
using skeleton joint information. Also, using this method, we can create a medical appli-
cation for Alzheimer’s disease. There are challenges to address when implementing a

https://github.com/creative-swamy/Leap-Motiondata-for-experiments/
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solution for treating Alzheimer’s patients. Existing solutions only provide assisting tools
and a virtual environment to help improve cognitive abilities and avoid negative emo-
tions in the participants. Recent research shows that an interactive virtual environment
helps a healthcare system treat Alzheimer’s effectively, and hence, we have proposed an
interactive virtual environment solution for treating Alzheimer’s. We can create even a
very sophisticated virtual environment for training purposes, but the environment should
help Alzheimer’s patients overcome negative emotions and improve cognitive abilities.
Research work proves that Animal Assisted Therapy allows Alzheimer’s patients to
improve their mental status. In this project, we have created a virtual dog and a horse
character in the VR environment. Research has proved that the Alzheimer’s patients
will have reduced agitation, increased physical activity, improved eating, and improved
pleasure feeling behavior after a real dog visits into the patient’s environment. We aim
to use our proposed method of human action prediction in a sophisticated Virtual Envi-
ronment created for Alzheimer’s patients and study the impact of a virtual treatment on
Alzheimer’s mental status.
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Abstract. Emotion greatly affects learning. Affective states, such as motivation,
interest and attention, havebeen identified to cause changes in brain andbodyactiv-
ity. Heart Rate (HR), Electro-Dermal Activity (EDA), and Electroencephalog-
raphy (EEG) reflect physiological expressions of the human body that change
according to emotional changes. In reverse, changes of bio-signal recordings can
be linked to emotional changes. Virtual/MixedReality (V/MR) applications can be
used in medical education to enhance learning. This work is a proof of application
study of wearable, bio-sensor based affect detection in a learning processes, that
includes the Microsoft HoloLens V/MR platform. Wearable sensors for HR, EDA
and EEG signals recordings were used during two educational scenarios run by a
medical doctor. The first was a conventional scenario-based Virtual Patient case
for the participant’s bio-signal baselines canonization. The second was a V/MR
exploratory educational neuroanatomy resource. After pre-processing and aver-
aging, the HR and EDA recordings displayed a considerable increase during the
V/MR case against the baseline. The alpha rhythm, of the EEG, had a borderline
degrease and the theta over beta ration a borderline increase. These results indicate
an increased attention/concentration state. They also demonstrate that the usage of
bio-sensors assist in the detection the emotional state and could provide real-time,
affective learning analytics using V/MR in medical education.

Keywords: Affective computing · Affective learning · Biomedical signal
processing · Educational technology · Electroencephalography ·Medical
education ·Mixed reality · Virtual reality ·Wearable sensors

1 Introduction

The affective domain, one of the three main domains of learning according to Bloom’s
Taxonomy [1], focuses on the learner’s feelings, emotions and degree of acceptance of the
given learning content [2, 3]. Motivation, attention and interest are linked to the affective
domain [4]. It was also stated that learning often occurs during an emotional episode [5].
All these emotions aforementioned, along with the rest of the emotions, are represented
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into the Pleasure, Arousal, Dominance (PAD) psychological model of emotional states
[6, 7]. Given that “all affective states arise from two fundamental neurophysiological
systems, one related to valence (a pleasure–displeasure continuum) and the other to
arousal” [8], Pleasure and Arousal are used mainly by researchers [9].

Emotional state changes lead to changes on bio-signals such as Heart Rate (HR),
Electrodermal Activity (EDA), and Electroencephalography (EEG) [10]. Analyzing the
change of bio-signal recordings can determine the emotional state of the human [11].

Brain activity is, also, affected by emotional states [12, 13]. These changes are associ-
ated with the neurophysiological interaction between cortical-based cognitive states and
sub-cortical valence and arousal systems [8]. Negative emotion, especially fear, leads
to a non-declarative learning condition, which then leads in a functional asymmetry
between left and right amygdaloid complex (AC) [14]. Emotional valence is favored by
this asymmetry regarding both positive and negative stimuli [15, 16]. Emotional arousal
is linked to theta waves generating from amygdala [17–19].

Technology enhanced medical education plays an important role in medical cur-
ricula. Current medical technology enhanced education is mostly based on case-based
or problem-based learning (CBL/PBL) and other small-group instructional models [20,
21]. Scenario cases, referred as Virtual Patients (VPs), in healthcare are created accord-
ing to learning objectives, keeping in mind the skillsets of students in order to provide
a game–informed, media-saturated learning environment.

The target of this feasibility case study is to gather real-time affective analytics data
from a participant while she was experiencing two VP scenarios through the use of
commercial wearables and EEG sensors.

2 Materials and Methods

2.1 Demographics and Study Information

One healthy right-handed was the participant of our case study. The participant was a
34yo male medical doctor. He was informed, through the consent form, that he would
take part in a VP scenario and an exploratory, holographic neuroanatomy educational
scenario. In both scenarios brain activity and bio-signals were recorded, with an EEG
device and a wearable wristband.

2.2 Devices

EEGsignalswere acquired using aNexus-10 two-channel EEGamplifier [22], connected
via Bluetooth to the researcher’s PC. EEG electrodes were placed at the Fz and Cz
positions, references at the A1 and A2 (earlobes) and ground electrode at Fpz of the
international 10–20 electrode placement system. Preprocessing included automatic EEG
artifact removal and generation of real-time alpha, beta and theta rhythm. Also, the
composite ratio of theta over beta was additionally generated. For continuous, real-
time physiological signals for stress detection, the Empatica E4 smart wristband was
used [23], where HR (1 Hz) and EDA (4 Hz) were recorded. A Microsoft HoloLens
Holographic Computer [24] was used as the Mixed Reality means of the experiment.
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Microsoft HoloLens provided holographic experiences in order to empower the user in
novel ways. It blends optics and sensors to deliver seamless 3D content interaction with
the real world. Advanced sensors capture information about what the user is doing as
well as the environment she is in, allowing mapping and understanding of the physical
places, spaces and things around the user.

2.3 Software and Hardware

The experimental setup was implemented in two scenarios, a VP and a Mixed Reality
scenario. Thefirst scenario is an interlinkedwebof pages that describe a coherentmedical
case. The second scenario used for the experiment was an exploratory interactive tutorial
on the main central nervous system pathways in the brain and spinal cord (Fig. 1A).

For the needs of this pilot experimental setup, additionally, two standard PC units
were used. All real-time signal acquisition and post processing was conducted in a
dedicated Signal Acquisition and Post Processing (SAPP) PC Unit while subjective
emotion self-reporting, VP educational activity and overall timestamp synchronization
was conducted through an Activity and Timestamp Synchronization (ATS) PC Unit. In
the ATS unit, the Debut Video Capture software [25] was used to record and timestamp
all of the participant’s activities on screen for reference andmanual synchronization with
the internal clocks of the EEG and wearable sensor recorded from the SAPP unit. The
overall equipment setup and synchronization is demonstrated in Fig. 1B

Fig. 1. Mixed Reality (A) visualization and (B) affective analytics setup.

2.4 Experimental Methodology

The experiment took place in two sessions. For the first session, the subject was invited
to sit comfortably in front of the ATS unit’s screen, at a distance of 60 cm. The participant
wore the Empactica E4 sensor, assisted by the experimental team, along with the Nexus-
10 EEG electrodes. The ATS unit’s screen was set on the starting page of the VP scenario
along with a Universal Time (UTC) clock for precise time recording. The user navigated
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Table 1. Conventional educational episode biosignal baseline averages

Seg.1 Seg.2 Seg.3 Seg.4 Average STDEV

Alpha Cz (µV) 4.886 5.259 4.883 4.921 4.987 0.1822

Theta/Beta Cz 3.198 2.235 3.047 3.584 3.016 0.5675

Alpha Fz (µV) 5.518 5.554 5.334 4.826 5.308 0.3355

Theta/Beta Fz 3.678 3.394 3.654 4.168 3.724 0.3232

HR (bpm) 86 90 88 89 87 1.7

EDA (uSiemens) 0.227 0.209 0.203 0.203 0.215 0.0114

Table 2. V/MR educational episode biosignal averages

Average STDEV

Alpha Cz (µv) 4.680 0.711

Theta/beta Cz 3.131 1.137

Alpha Fz (µv) 4.940 0.707

Theta/beta Fz 4.257 1.629

HR 95 1

EDA 3.475 0.865

the VP scenario making choices from a multiple-choice list. The coordinator of the
experimentwas operating the SAPP unit continuously overseeing the acquisition process
outside the participants field of view.

For the second session the only change in the setup was the addition of the HoloLens
holographic computer unit that was worn by the subject. Gesture interactions were
the standard User Interface with the HoloLens and in order to not contaminate EEG
recordings with the motor cortex EEG responses these gestures were conducted by the
experiment coordinator after a preset time passed (approx. 4 s). The whole session was
time annotated and video recorded to facilitate allow for annotation at a later time.

3 Results

The collected data were annotated according to user activity data, which was taken from
the ATS unit, for the first session, and the video recording, for the second session. Those
were the Heart Rate (HR), electrodermal activity (EDA), the Alpha amplitude and the
Theta/Beta ratio.

Annotation marks in the first session were placed at the time where the user moved to
a new node in the VP. HR, EDA,Alpha, Beta and Theta signal values formed the baseline
of each bio-signal modality for this user. The data of the second session were annotated
with marks placed at time points of the interaction gestures, as they appear in the video
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recording of the equivalent session. The first session segments were averaged in order to
produce a global baseline average for each bio-signal. The data of the HoloLens session
were averaged on a per segment basis and the resulting data series (one data point per
gesture per signal modality) and explored using descriptive statistics for quantitative
differences from the baseline values.

The first scenario (VP scenario) was solved in 4 stages. Thus, after averaging all
bio-signal data that were annotated and segmented for these 4 stages we extracted the
averages for the bio-signals recorded in this experimental setup presented in Table 1.

The (V/MR neuroanatomy scenario) included 134 annotated segments in total due
to its greater educational granularity. Thus the descriptive statistics for this scenario are
presented without their original data points in tabular form (Table 2). However, for each
segment the EDA, Alpha rhythm and Theta/Beta ratio average values are plotted vs the
segment number in Figs. 2, 3.
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Fig. 2. EDA-Segment plot for the V/MR Educational episode. Dashed line denotes the baseline
established in the first experimental session first experimental session. Strong straight line denotes
series’ average.

Fig. 3. Alpha amplitude (uV) (A)—Theta/beta ratio (B) segment plot for the V/MR Educational
episode for the Fz position. Dashed line denotes the baseline established in the first experimental
session. Strong straight line denotes series’ average.

4 Discussion

The target of this feasibility case study was to gather real-time affective analytics data
from a participant while she was experiencing two VP scenarios. While the EEG data
gathering during the first VP scenario was straightforward, that was not the case for



92 P. Antoniou et al.

the second scenario that required the Microsoft HoloLens device to function upon the
Nexus-10 EEG electrodes.

The concept of putting together 3dor evenmore immersive environments for teaching
medicine is not a novel one [26–30]. Even more so, there are a number of studies that
involve EEG and pure VR [31, 32]. However, this is among the leading studies that
involve a wearable immersive mixed reality holographic computer (the MS HoloLens)
along with real-time EEG recordings in an easily transferrable to real world educational
settings.

The EEG results of the participant, during the V/MR educational episode, display
an increased theta/beta ratio and slightly reduced alpha rhythm in both the central and
frontal area when compared to the non-immersive educational activity (the VP) used for
establishing a bio-signal baseline in an educational context. Increase of theta power is
documented to facilitate both working and episodic memory as well as the encoding of
new information [27, 33, 34]. In the frontal-midline brain regions, theta activity is also
related to concentration, sustained attention and creativity [35–38]. In line with this sug-
gestion, higher theta activity has been reported in the frontal-midline regions, mainly in
Fz, during a task of high cognitive demand, a taskwith increasingworkingmemory needs
[39, 40] or even a high attention process [41–43]. Furthermore, engagement in attention-
demanding tasks or judgment calls is reported to lead to alpha power suppression [44,
45]. In light of this literature, our pilot findings point towards an increased concentration
and attention potential in the V/MR educational session than in the conventional one
that was used as the base of comparison.

The EDA, as well as the HR results were increased in the V/MR session com-
pared to the baseline educational episode. These increased bio-signals results indicate
high arousal, independent of valence (c.f. [46, 47]). This can be due to the immersion
and excitement of the interaction with the V/MR educational resource, along with the
sensation of wearing a sense altering digital device.

Amongst the limitations of this study is that it was run by one participant. A bigger
participant pool will provide statistically verified results. While this pilot scenario pro-
vided specific results for the user’s affective state, during the interaction with a V/MR
educational scenario against a conventional educational scenario, there is the need for
extended research regarding the scenarios’ impact in the affective state of the participants.

Regarding future work, the use of different immersion systems, such as 3D virtual
environments, can be explored. Also, enhanced emotional content could be implemented
in these scenarios in order to trigger increased bio-signal variations.

Mixed reality affective analytics is a field open to further exploration. It provides a
way of enhancement of the educational process, over the conventional way, improvement
of decision-making skill due to the impact in users’ affective state and manual practice
through immersive simulations.
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Abstract. Virtual reality, an immersing and interactive information communi-
cation technology, is changing the fundamental of medical education by creating
more astonishing vivid realistic clinical environment and cases. Here, we proposed
a virtual realitymedical education platformwith intelligent real-time emotion eval-
uation and help system, named Hypocrates+. By this platform, medical students
can gain their medical knowledge and experience through well designed virtual
clinical cases and environments with less frustration. Experiments shows that the
overall mean frustration before getting the help was 0.53 and the mean frustration
after was 0.50; better performance is related to lower frustration. We concluded
that Hypocrates+ is a good start for developing a popular virtual medical education
platform.

Keywords: Virtual reality ·Medical education · EEG · Real-time help system ·
Intelligent agent

1 Introduction

Virtual reality (VR) technology is changing the style of medical education [1] with its
powerful capability of simulating the clinical environments and clinical cases. By using
a virtual medical education platform, medical students have an opportunity to do clinical
reasoning on virtual cases instead of on real patient. It is much safer to make mistakes
on virtual patients during the long-time medical learning process.

In our previous work [2], we proposed a virtual reality platform with several well-
designed virtual clinical environments and clinical cases, Hypocrates, where a medical
student can experience virtual clinical cases and learn medical knowledge while a real-
time emotion analysis of the student can also be performed by the electroencephalo-
graphic (EEG) signal [3] collected from the users’ interaction as well. Our further
research shows that, during interaction between a medical student and the platform,
positive emotion has a strong correlation to better learning result, and vice versa. Can
we improve our platform to reduce students’ negative emotion so that they can interact
with the platform and learn medical knowledge in a more peaceful and positive mood?
Is it possible to help students in order to reduce their negative emotions?
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In this article,we imported a real-time emotion analysis and a real-timehelp system to
our existed Hypocrates, and we call it Hypocrates+.When interacting with Hypocrates+,
medical students’ EEG signals are collected simultaneously and sent to the real-time
emotion analysis system, where a decision of whether a help is needed for the student is
making. If such a help is needed, the help system will provide the student related useful
medical information intelligently acquired from internet in real time.

2 Related Works

2.1 Real-Time Help Systems

Learning new things usually is a long-term process. Repetition is required, help is often
useful, and correction is essential when mistakes are made. In which situation and how
frequently a repetition, help, or a correction is required is a subject of research. A real-
time help system provides timely information to learners when they get stuck during a
learning process, which often saves time for learners. Moreover, a real-time help system
may also provide targeted and personalized help information if an intelligent analysis
component is equipped.

Due to the development of information technology, medical education is changing its
style: from traditional paper books and real clinical practice to electronical resources and
virtual standardized patient model [4]. By interacting with well-designed electronical
and virtual clinical cases, students are more easily to master medical knowledge and
apply them to real clinical cases correctly [5]. Students are also aware of medical errors;
however, remaining tensions may limit learning [6]. In such situation, a real-time help
system may help maintain students’ positive emotion.

2.2 Virtual Reality

Virtual reality is more and more used in different domains and it proved its efficiency
due to its advantages. Its main advantage is the possibility to isolate the user from any
external visual distraction and thus making them believe they are in a real world [7].
Some researchers generated sensorimotor illusions giving the user a sense of presence
in the environment by manipulating multimodal stimulus inputs thanks to virtual reality
[8]. This technology has been used to treat various psychological disorders including
brain damage [9], anxiety disorders [10] and alleviation of fear [11]. Moreover, some
researchers designed real-time editable virtual reality environment in order to change its
parameters according to the user’s brain activity.

3 “Hypocrates+”: Methodology

3.1 Environment: “Hypocrates+”

Wecreated an interactive virtual reality environment. The choice of virtual reality is based
on the fact that it ensures a total isolation from external distraction, as seen in a previous
section, and thus increase concentration on the task. This environment is a dynamic
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system able to present various medical cases in real-time. The student initially goes
through an introductory scene in which we explain the tasks to be done. Subsequently,
they are immersed in a virtual operating room or a doctor’s office, depending on the
type of the medical case. The participant interacts with the virtual environment through
a virtual reality headset and a gamepad.

For each medical case, we start by exposing a panel in which we display to the
student information about the patient and their symptoms, a reliability score gauge, an
“Analysis” and a “Diagnosis” buttons. The score of reliability gauge decreases every
time the student selects a wrong choice.

The student must read the displayed symptoms, then they can click on one of the
buttons (“Analysis” or “Diagnosis” buttons) depending on whether they want to ask for
analysis or directly choose a diagnosis. If the student asks for analysis, a panel containing
a checklist of analysis will appear where they can check one or more analysis and then
can see a panel displaying the results by clicking on the “Results” button. If the student
clicks on the “Diagnosis” button, a panel displaying four medical diagnosis appears
and they must choose the correct one by clicking on it. Once the diagnosis is selected a
series of panels appear one at a time. Each one of these panels contains 3 possible actions
(one correct, and two wrong). The number of actions’ panels depends on the number of
actions to perform in the medical case being resolved. For example, if the number of
actions needed to be performed is three, three panels will appear, one by one, containing
each one three actions. Every time the student chooses an action the next actions’ panel
will appear.

3.2 Real-Time Help System

Within Hypocrates+, the real-time help service functions as a server, providing help
content to its client: the other parts of the whole platform. Figure 1 briefly shows the
architecture of the real-time help system and how it communicates with its client. It
includes three main components: a communication component, an intelligent content
generating component, and a log component. When a client asks for a help, it sends a
message to the real-time help server. When receiving this message, the communication
component enqueues this message to a queue; meanwhile, the content generating com-
ponent continuously checks the message queue, dequeues a request, and intelligently
produces response content. Once a response content is prepared, communication compo-
nent will send the content back to the client who requested it. All communication history
is recorded by the log component for future analysis. The whole system is capable to
provide the service stably and robustly to multiple clients.

Intelligent content generating component is another major module of the real-time
help server. It parses the request, invokes Wiki search API to acquire most related Wiki
pages, analyzes the pages and selects most meaningful, high-related text within a certain
length as a response and sends it back to the endpoint who requests it. Figure 2 briefly
shows how this component works. Having considered the characteristics of the descrip-
tion of a clinical disease in a Wiki Page, we designed and implemented section recom-
mendation and best response decision intelligent algorithms to produce best response
accurately and quickly.
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Fig. 1. Architecture of the real-time help system for Hypocrates+

Fig. 2. Architecture of the intelligent content generating component

3.3 Neural Agent

The neural agent in Hypocrates+ is responsible for communicating with the real-time
help system and the virtual environment. By receiving the EEG signal of a Hypocrates+
user who is interacting with the virtual environment, the neural agent calculates the
emotional state of the user and makes decisions on whether a real-time help request is
needed according to an inner intelligent algorithm. If this request is needed, the agent
will send a request to the real-time help server, then receive a help information and
display it on the virtual environment to the user.
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4 Experiments

We conducted experiments involving 5 medical students (4 females) in order to test our
approach. The experimental protocol is the following. In the first step of the experiment,
the participant signs an ethic form which explains the study and fills a pre-session form.
In the second step, we install an Emotiv EPOC headset. In the third step, the participant
is equipped with the FOVE VR headset and we give him a wireless gamepad to interact
with the environment. After these steps, we start the “Hypocrates” environment, the
Real-time help service and the Neural Agent.

5 Results and Discussion

The objective of this study was to discover whether it is possible to help student in
order to reduce their negative emotions. To this end, we analyzed the mean frustration
level of the participants before and after they received a help information. The results
show that the overall mean frustration before getting the help was 0.53 and the mean
frustration after was 0.50. More detailed results are shown in Fig. 3 where we note that
the frustration decreased for all the participants expect P2.

Fig. 3. Histogram of mean frustration level before and after the help

This effect obtained in our first analysis lead us to analyze the performance of each
participants. The highest performance was made by the participant 1 with a mean score
of 72.77% and the worst performance was made by participant 2 with a mean score of
55%. This result may be explained by the frustration that was not decreased by the help.

6 Conclusion

In this paper, we presented a novel approach to help medical students resolving medical
cases by importing a real-time help service in our platform: Hypocrates+. We conducted
experiments, and results show that the emotional state of a medical student is easy to
keep stable and positive, which provides more peaceful and positive mood for learning.
Besides, it is also possible to help reduce mistakes when the student makes clinical
reasoning on virtual clinical cases presented by 3D virtual environment. Hypocrates+ is
a good start for developing a popular virtual medical education platform.
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Abstract. Brain-based learning is the understanding of the human brain functions
and its application in educational environments for meaningful learning. Brain-
Based Learning adapts the learning process based on the function of human brain,
providing a learner-centered tutoring environment. To this direction, a personal-
ized brain-based quiz game was developed applying the principles of brain-based
learning and Marzano Taxonomy for promoting meaningful learning and improv-
ing students’ higher order cognitive functions. Thus, the system adapts quiz con-
tent based on student knowledge level, emotional state and the learning goal set.
Regarding the control grouped pre-test and post-test experiment; the results reveal
that this approach has a positive effect on students’ performance, outperforming
the traditional e-assessment systems.

Keywords: Brain-based learning · Cognitive functions · E-learning ·Marzano
Taxonomy · Personalized learning

1 Introduction

Information and Communication Technologies (ICT) have evolved rapidly affecting all
fields, such as learning technology [1]. The educational challenges in digital learning
require new pedagogical approaches combined with technological advances for provid-
ing innovative learning environments and improving learning outcomes [2]. Therefore,
helping students to reach their highest potential has been of great importance in the
development of effective e-learning systems [3].

Nowadays, some methods and strategies in learning process are revised based on
the research in neuroscience field. The findings in this field have provided a better
understanding of the human brain and how individuals learn. Thus, a new learning
approach has arisen, namely Brain-based Learning [4]. This strategy admits the brain’s
rules for meaningful learning instead of memorization, adapting teachingmethods based
on these rules, namely the principles of brain-based learning [5, 6]. Brain-based learning
is oriented to maximize learning and tutoring through a motivating and positive process.
Several studies indicate the positive impact of this approach on academic achievement
compared to traditional instruction [4, 7–9].
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In brain-based learning model, the learning environment should be developed in
such way that it should: (1) challenge students’ cognitive skills; (2) be pleasant and
learner-centered; (3) promote active and meaningful learning [10]. These facts provide
opportunities for students to advance their cognitive functions.

In view of the above, this work presents a personalized quiz game based on the
brain-based learning theory in order to provide a brain-based assessment which pro-
motes meaningful learning. The aim of this system is to improve students’ cognitive
functions instead of memorization on which traditional approaches mainly focus. Thus,
theMarzano Taxonomywas applied to the design of assessment items for corresponding
to the four level of cognition, namely knowledge retrieval, comprehension, analysis and
knowledge utilization. Moreover, appropriate hints messages were designed for each
assessment item in order to motivate students and help them to improve their learning
outcomes. Thus, the system adapts quiz content based on student knowledge level, emo-
tional state and the learning goal set. For system evaluation, control grouped pre-test and
post- test experiment has been applied on undergraduate students of computer science
in a public university. The research reveals that the personalized brain-based quiz has
a positive effect on improving students’ learning outcomes and obtaining higher order
cognition.

2 Personalized Brain-Based Quiz Game

Brain-based learning involves tutoring practices, curriculum designs, and programs that
focus on the current scientific research about how the brain learns, including several
aspect, such as cognitive development, i.e. how students learn in a different way as they
become older, grow, and mature socially, emotionally, and cognitively.

The logic architecture of the personalized brain-based quiz game developed for
improving students’ cognitive functions is shown in Fig. 1.

The system takes into consideration three characteristics regarding students, as
follows:

• Knowledge level: This is a key characteristic for the assessment of students [2]. For
example, difficult assessment units are more suitable for students who have a high
knowledge level and easy assessment units can be better targeted to students who
have a lower knowledge level. The system defines three knowledge levels for students,
namely beginner, intermediate and expert.

• Emotional state: Emotional state is an important determinant for students’ assessment
[11]. Indeed, emotion is significant in education—it drives attention, which in turn
drives learning andmemory. For instance, if a learner is happy, s/he will probably have
a better performance in assessment. The system specifies several basic emotions, such
as happiness, sadness, boredom, and anger.

• Learning goal: Learning goals help learners to target towhat they are supposed to learn
[1]. Furthermore, they are closely related to the efforts of students. Based on specific
learning goals, assessment can be more accurate by considering students’ abilities.
The system offers the possibility to students to select the level of learning goals that
they want to achieve using the choices “Easy”, “Normal” and “Challenging”.
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Fig. 1. System architecture.

Furthermore, the system holds two repositories that can assist the process of
personalized brain-based assessment, as follows:

• Hints repository: This repository holds information about the hints and feedback that
can be delivered to students based on their personal model. Hints can be seen as a
valuable tool in the process of assessment since it can help students to have a better
performance, when needed. Especially in brain-based assessment, hints can play an
important role since they are adapted to the different way each brain learns. Examples
of the personalized hints to students delivered by the system are: “Very good effort!
But you have to clear you mind while studying!”, “Good! You can try more while you
were not very well-prepared”, etc.

• Assessment items repository: This repository holds units, tailored to the brain-based
assessment of units. To achieve this, the Marzano’s New Taxonomy is used [12]. In
particular, the assessment items are designed based on the levels of cognition defined
byCognitive Systemof this taxonomy, namelyKnowledgeRetrieval, Comprehension,
Analysis, and Knowledge Utilization (Table 1). Therefore, the quiz provides content
that leads the students to achieve higher order cognitive skills instead ofmemorization.

Table 1. Level of cognition based on Marzano Taxonomy.

Level of cognition Description

Knowledge Retrieval Recall of knowledge previously learned

Comprehension Identify the key elements of information

Analysis Examine knowledge in detail and come to new conclusions

Knowledge Utilization Apply or use knowledge in a new or specific situation
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The outputs of the system are the question items of the quiz, its difficulty level, the
content of the hints provided during the quiz, and the available time for answering it.
These outputs are adjusted to students’ characteristics in order to provide more person-
alized brain-based assessment units that aim to the improvement of students’ cognitive
functions.

3 Evaluation and Discussion

The population of the experiment consists of 100 undergraduate students of computer
science in a public university, dividing into two groups of 50 students each one, namely
the experimental and control group. This division was made by the instructors based
on students’ characteristics in order the two groups to be equal. Both groups used an e-
assessment system for testing their knowledge in each course’s chapter. In particular, the
experimental group used the personalized brain-based quiz, whereas the control group
used a conventional version providing to students simple tests.

For evaluating the effect of personalized brain-based quiz on learning outcomes, a
control grouped pre-test and post-test experimental design has been used. In particular,
the same pre-test and post-test, examining the 4 level of cognition based on Marzano
Taxonomy, were given to students of the two groups at the beginning of the course and
after its completion, respectively. Comparing the pre-test and post-test scores of each
level of cognition for both groups, a paired t-test is applied (Table 2).

Table 2. Comparing pre-test and post-test scores of each level of cognition.

Level of
cognition

Group Pre-test Mean Post-test Mean Diff. t Stat P value

Knowledge
Retrieval

Exp. 6,24 8,46 2,22 -22,1638 3,44E-27

Con. 5,98 7,2 1,22 -11,2957 3,03E-15

Comprehension Exp. 6,08 8,26 2,18 -23,3365 3,4E-28

Con. 5,82 6,92 1,1 -10,5768 3,03E-14

Analysis Exp. 5,96 8,12 2,16 -17,6435 7,19E-23

Con. 5,74 6,86 1,12 -9,60969 7,42E-13

Knowledge
Utilization

Exp. 5,92 8,04 2,12 -22,7475 1,07E-27

Con. 5,56 6,64 1,08 -10,1607 1,18E-13

The results showed that the average scores of post-test had a significant improvement
in all levels of cognition for both groups. However, these of the experimental group were
greater than those of the control group, indicating that the personalized bran-based quiz
played an important role in the development of higher order cognitive functions. The
possible reason of this superior is that in the proposed system, the quiz content is designed
based on Marzano Taxonomy and adapted according to student characteristics.
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4 Conclusions

Brain-Based Learning adjusts the learning process according to the function of human
brain, providing techniques and strategies for a more learner-centered educational envi-
ronment. Thus, a personalized brain-based quiz game was developed following the prin-
ciples of brain-based learning. This system aims to improve students’ cognitive func-
tions instead of memorization on which traditional approaches mainly focus. For this
purpose, the quiz content was designed based on Marzano Taxonomy and adapted to
student characteristics, namely knowledge level, emotional state and learning goal. The
control grouped pre-test and post- test experiment reveals that this approach has a posi-
tive effect on students’ performance, outperforming the traditional e-assessment systems
in improving students’ higher order cognitive functions.
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Abstract. In an attempt to make the therapeutic aspect less aversive, more attrac-
tive and engaging, virtual reality, an increasingly popular application in healthcare,
offers an interesting alternative to pharmacological treatments. Positive emotions
may improve the cognitive abilities of people suffering from cognitive impair-
ment. Virtual reality can provide immersive and efficient relaxation tool. This
paper presents an experiment where 19 people with Subjective Cognitive Decline
(SCD) were immersed in a virtual environment representing a savannah. The
hypothesis is that the environment may help them reducing their frustration by
relaxing. Participants’ brain activity was recorded using the Emotiv Epoc headset
and the virtual savannah experience lasted 10 min. Results suggest that frustration
decreased when participants were surrounded by the virtual savannah and that the
positive effects continued afterwards.

Keywords: Cognitive impairment · Virtual reality therapy · Emotions · EEG ·
Savannah · Cognitive decline · Healthcare application · Brain activity ·
Relaxation · Frustration

1 Introduction

As the global proportion of older people is increasing rapidly, attention should be paid
to cognitive impairment, as it particularly affects older people. According to the World
Health Organization, the world population aged 65 or older was 703 million in 2019 [1].
This number is expected to double to 1.5 billion by 2050. Worldwide, approximately
50 million people (91% over 65 years of age) suffer from dementia causing cognitive
decline. By 2050, this number is estimated to triple [2].
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New forms of non-drug treatments are in great demand to relieve patients, this study
will focus on one of them: Virtual reality therapy is the use of virtual environments for
health applications. Virtual reality (VR) environments have the advantage that they can
be designed, controlled and configured more easily than real environments. With their
immersive experience, they are proven to be effective in treating psychiatric disorders
by inducing relaxation [3]. Reducing stress by reducing negative emotions not only can
reduce cognitive decline and increases memory performance, but also improves mood
and quality of life, thus reducing treatments related to anxiety and agitation [4, 5].

The aim of this study is to assess the impact on frustration of the developed VR
environment (Savannah VR) for people with Subjective Cognitive Decline (SCD). The
paper is organized as follows. First section introduces research that led to the design of
Savannah VR. Savannah VR is presented in the second section. A third section describes
the experiments conducted and the results are reported and discussed in the last section.

2 Design of the Virtual Environment: Conducted Research

2.1 From Savannah Preference to a Soothing Virtual Reality Environment

Wilson introduced the word biophilia in 1984, that is an innate affinity people have with
nature [6]. Savannahpreference is a tendency toprefer savannah landscapes because early
humans lived for thousands of years in the African savannahs [7]. The term savannah
refers here to open environments where the grass is short, with deciduous green trees,
water and animal life. Ancient survival challenges led to a correlation between natural
landscapes and positive feelings. Savannah as a natural environment brings back the
feeling of tranquility and peace [8]. Spreading trees in savannah give a feeling of security
because they provide to early humans a place to observe or hide frompredators. Savannah
is an ideal place to travel and explore, it attracts attention and relaxes thanks to its varied
and pleasant landscapes. Therefore, it is assumed that it can be a beneficial virtual
environment for people with cognitive impairment.

2.2 Audiovisual Research: Concept Art Based on Drone Videos

The components of the environment were chosen to minimize stress. The main consid-
eration in the choice of animals was to find animals perceived as harmless. Following
animals have been chosen to be part of Savannah VR: hornbills, starlings, giraffes,
antelopes, gazelles, small elephants and zebras. The key factors in the choice of the
graphical user interface were clarity and readability. The Wii Sports game was very
popular with the elderly [9]. It has a clear and simple interface, so a similar interface for
text and explanations was adopted.

3 Savannah VR: A Soothing Environment

3.1 Overview

Savannah VR was developed at the Heron Laboratory of the Department of Computer
Science and Operations Research of the University of Montreal using C# with Unity3D
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2017.1.4 engine. It is a therapeutic virtual experience designed to relax and unwind. Par-
ticipants follow an avatar walking through a savannah speaking in a soft and reassuring
voice. As a way of attracting participants’ attention and reassuring them, the avatar asks
users how they feel and gives clear and concise indications, both in writing and speaking,
to ease information processing. The Windows-based environment that requires only a
virtual reality headset and a mouse has been designed with cognitively impaired people
in mind. The dominant colors are warm, the animals are calm, their movement is slow.
A soothing piano tune is played in the background at a volume low enough to appreciate
the sound of each animal. Figure 1 below illustrates the visual aspect of a part of the
environment.

Fig. 1. Screenshots of Savannah VR

3.2 Navigating in the Environment

Participants automatically follow a gazelle that moves along a precise path with breaking
points. They can only look around themwithout controllingmovements. To avoid nausea
caused by movement in virtual reality, users follow the gazelle at low speed. The animal
is in front of them to imitate a third person view that is less likely to cause motion
sickness [10]. The participant’s vision has been adjusted to be more pleasant.

3.3 Real-Time Environment Modifications

Real-time changes of the environment are possible with a view to future research. Func-
tions have been implemented that enable environment parameters to be modified by
pressing a key. One of the adjustable parameters is the color and intensity of the light
because light influences perception and decision-making [11]. Its color can also improve
learning [12] and relieve stress more quickly [13]. Also, it is important to choose the
volume carefully; too high volume can cause noise pollution [14] so sound volumes
can be changed. An environment with more trees can also relieve stress more quickly
and effectively [15], it is therefore possible to increase the number of trees in the envi-
ronment. The number of animals can also be decreased, and the sky and colors can be
changed to have a soothing sunset (Fig. 2).
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Fig. 2. Screenshots of real-time changes in Savannah VR

4 Experiments

To test whether the virtual environment may reduce frustration, we conducted experi-
ments on 19 participants (12 females) with SCD and a mean age = 71 (SD = 8,39).
The participants went through two sessions. The first session was the pre-experimental
session in which we made sure that they were eligible for the study. Participants with
SCD were eligible to the study and were invited to take part of the experiment.

In the second session which is the experimental session, the participants were first
invited to fill out pre-session forms. They were then equipped with an EEG headset
and asked to solve attention and memory exercises. Following these tests, a FOVE VR
headset was installed and the Savannah VR began. The savannah exploration lasted
about 10 min. Afterwards, the participants completed again different examples of the
same attention and memory tests. Lastly, they were asked to fill out post-session forms.

5 Results

The objective of this study was to analyze the effect of Savannah VR on the emotions
of the participants and check whether the environment decreases the negative emotions.
To this end, we started by analyzing the emotions of the participants before, during and
after the Savannah VR. We analyzed the frustration extracted from Emotiv EEG. The
preliminary results show that the mean frustration before Savannah was 0.68 (0.24 min
and 0.98 max). The mean frustration during the Savannah was 0.57 (0.31 min and 0.88
max). After the Savannah, the mean frustration level was 0.55 (0.28 min and 0.91 max).
Figure 3 shows a boxplot of the mean frustration before, during and after the Savannah.

Overall, the frustration decreased when the participants were immersed in Savannah
VR and the positive effect was still observed after Savannah VR.

In addition to using data extracted from Emotiv EEG, we asked questions at the
beginning and end of the virtual experience to find out how the participants felt. At the
beginning of the virtual experience, 63.2% of participants reported feeling very good,
36.8% reported feeling good and 0% reported feeling bad. After being immersed in
Savannah VR, 68.4% of participants reported feeling very well, 31.6% reported feeling
good and 0% reported feeling bad.

As mentioned in the introduction [4], by decreasing stress and negative emotions,
memory performance could increase. It is therefore likely that Savannah VR, which
decreased frustration, could also improve cognitive performance.
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Fig. 3. Boxplot of general mean frustration

6 Conclusion

In this paper, we introduced Savannah VR, a virtual reality therapeutic environment
whose purpose is to relax the user. Experiments were conducted during which the par-
ticipants were first asked to perform attention and memory exercises, then immersed in
Savannah VR to reduce their negative emotions. Results showed that the virtual environ-
ment helped reducing negative emotions most notably frustration. As it is mentioned by
reducing negative emotions memory performance may be improved, so it is likely that
Savannah VR may help in reducing cognitive decline. Future work should benefit from
an analysis of the results of the attention andmemory tests carried out by the participants.
Subsequently, reminiscence therapy, which uses memories of the past to relieve people
with dementia, may also be beneficial. For example, personalized virtual worlds could
be developed to remind patients of their childhood and allow them to stimulate their
memory and engage in conversation.
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Abstract. Herein, we are proposing a novel and radical pipeline that will facilitate
the repurposing of approved drugs in an unprecedented way that will eventually
yield invaluable insights and results that will aid the pharma-medical domain to
tackle many more pathologies using weaponry that has already been approved,
is safe for the public, is very rapid relatively to conventional drug design and
requires no further significant investment to be made. The ultimate goal is to
develop a novel clinical concept and establish a computer-aided pipeline that will
facilitate and rationalize the repurposing of approved drugs, orphan drugs and
generics. The end result of the described pipeline is a competitive and reliable
software that will be made available for the scientific community.

Keywords: Drug design · Drug repurposing · Bioinformatics ·Metagenomics ·
Data mining · Data analytics

1 Introduction

Finding new pharmacological targets and new active ingredients as pharmaceutical and
biological agents is an ever-evolving field of science with great interest and a global
marketplace. Billions of euros have been invested in the pharmaceutical industry in
recent years. The journey is long, the destination uncertain and requires high resources,
infrastructure and human resources. Too often, research teams coordinate their efforts
to find new drugs or improve and develop commercial drugs [1]. The cutting-edge
science and economic displacement of the field has led the pharmaceutical industry to
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great specialization and competition. This fierce competition has brought astronomical
investment in the pharmaceutical industry, and the legislature, in its quest for protection
and sustainability, has patented all commercial preparations for several years. So, there
is depreciation and profit from these multi-million dollar investments. But the huge
market has created a whole science of pharmaceuticals-manoeuvres, which has now
brought many small and large industries into the field of medicine into a stalemate.
Multiple different preparations can be given for the same use and the notice difference
left the field of drug science, marketing and trade. Thus, many pharmaceuticals with
millions of investments are in danger of being out of competition due to competition.

The answer to this problem can only be given by a holistic and coordinated effort by
the sciences of medicine, biology, mathematics and computer science. The redefinition
of drug use promises a way out of this great problem by giving new clues and new
opportunities for access to markets in unsustainable formulations [2]. The aim of the
development of this system is, on one hand, the detection of new pharmacological targets
in disease-related proteins, and on the other hand, the reassessment and utilization of
currently approved pharmacological substances based on their unknown properties, in
order to apply them to “target” proteins. The system will have as a given input the three-
dimensional structure of a “target” protein, i.e. a new protein that will be associated
with a disease or a group of diseases (metabolic syndrome), and will return to the user
its candidate functional areas, but also a group of approved pharmacological substances
that will be able to suppress the action of its respective functional area. In this way,
approved compounds will be proposed as new candidate drugs against specific diseases
that were not known to be used [3–5]. Thus, for the first time, it will be possible to
test known pharmacological compounds against incurable diseases and diseases, saving
resources and human resources. In addition, all pharmacological compounds that will be
included in a unified database in the system will already have been approved and no new
approval will be required from the national drug organization. By avoiding the approval
process of the pharmacological association, the long time required to approve a drug is
gained, and also, studies and results of previous research in which many resources have
been invested, are used [6–8]. In this way we will be able to bridge the knowledge that
has been extracted so far from previous studies on different types of experiments and
diseases. The final gain will be very large, as many of the unsustainable drugs will be
able to be re-marketed for a different purpose.

2 Overview of the Drugonfly Pipeline

The structure of the implementation of the integrated system for the detection of known
pharmacological substances suitable for the inhibition of the action of protein targets
related to diseases will be divided into a series of distinct steps and processes (Fig. 1).

First step is to gather all the known approved pharmacological substances that are
recorded in the databases of the International Medicines Agency, and to create a new
database that will be used by the system. For each entry in the system database, infor-
mation on each pharmacological substance from the literature will be collected, such
as, mode of action, disease used, similar pharmacological substances, chemical com-
position, production costs, year of approval and side effects after use, and the physico-
chemical properties of the preparation will be calculated [9]. To determine the additional
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Data mining from interna�onal databases and informa�on correla�on

In this module, various computa�onal methods will be used to create the two databases to be used by the system, the 
databases with the known approved pharmacological compounds, and the databases with the candidate protein 

structures related to diseases and ailments. Each database should be enriched with useful informa�on about the system 
to be used in the following steps. In addi�on, the data of each database should be processed, correlated and grouped into 

categories for faster applica�on and u�liza�on by the system.

Development of a system pla�orm and integra�on of available methods and techniques

The second module includes the design and development of system so�ware. The system should incorporate the previous 
so�ware / methods / techniques that are available and have been developed by the team as well as new methods and 

bioinforma�cs techniques. Par�cular a�en�on will be paid to the be�er u�liza�on of the biological / medical informa�on 
that the system will manage but also to the �mes that will be needed to extract the result. In addi�on, the possibility of 

implemen�ng the system in parallel planning for faster export of results will be assessed.

Evalua�on of system results and way of providing results

The third unit of work includes the evalua�on of the results of the system, based on a sample of protein structures for 
which pharmacological compounds and their inter-molecular interac�on and mode-of-ac�on have been demonstrated. 

Various system evalua�on algorithms will be applied, and the system will be redesigned to possible gaps and weaknesses 
that will appear in a second version. It will also study and explore methods for displaying the result in various file formats 

and display modes, thus making the system more user-friendly.

Fig. 1. A schematic overview of the distinct actions in the Drugonfly drug repurposing pipeline.

physicochemical properties, tools developed and used by the team will be applied. In
addition, based on the above characteristics, an attempt will be made to group all the
approved known pharmacological substances collected into clusters and categories.

Next step involves the creation of a second database inwhich known protein “targets”
related to diseases will be collected, as well as proteins in which we have suppressed
their action in order to stop various pathological conditions. To this end, neural networks
will be developed to detect all candidate proteins associated with diseases and ailments.
Enzymes have a great and primary role in the design of well-known drugs to date, in
many cases due to their nature in catalysing chemical reactions. For this reason, the
results of previous research conducted by the laboratory and related to the collection
and grouping of structurally soluble protein enzyme biomolecules will be used [10].
In addition, machine learning methods will be applied to extract knowledge through
bibliography related to the protein targets that will be gathered to enrich the database
by category. Finally, all known protein targets will be grouped into categories using
classifiers and bio-tools developed by the team.

At this point the analysis and processing of the three-dimensional protein structure
“target” thatwill be given by the user to the systemwill be employed. It will includemany
sub-processes/flows that will be performed depending on the “target” protein. Initially, a
rapid classification of the target proteinwill bemadebasedon the protein targets collected
by the system as described in process two, in order to find homologous proteins. For the
correlation of the “target” protein with the existing proteins, smart similarity algorithms
will be applied at the sequence and structure level. In addition, in case of non-similarity
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of the “target” protein with the proteins of the system, various evolutionary algorithms
and available bio-tools will be applied to gather additional information. The functional
areas of the “target” protein will then be calculated and evaluated based on the software
developed by the team and adapted to the system [11].

In this direction the next step will handle the assessment and calculation of the
“target” protein based on its functional areas and the selection of the most appropriate
pharmacological substances that could interact with them. The pharmaceutical surfaces
will be calculated based on the physicochemical properties and the three-dimensional
space of each functional area of the protein using a specific bio-tool that has been
developed in the team and that will be integrated into the system [12]. In addition, all
knownwell-known approved pharmaceutical associationswill be tested based on process
one in the system, in order to find the most suitable candidates to suppress the action of
the functional areas of the target protein. The evaluation of the most suitable candidate
pharmacological substances will be done with bio-tools that have been developed by the
team but also by applying methods of molecular dynamics and quantum physics.

The last procedure involves extracting the results of the techniques/algorithms pro-
posed in process three. Comparing the results, the best and fastest techniques/methods
will be chosen to suggest the implementation of the system. In order to evaluate the
results given by the system, various assessment parameters will be applied, such as
the percentage of incorrect results, based on a sample that will have been collected
in known protein structures related to known approved pharmacological compounds.
Repeated sampling methods will be used to estimate the estimation parameters.

3 Scientific Application of the Drugonfly Pipeline

The expected results after the completion and operation of the integrated system for
detecting known pharmacological substances suitable for inhibiting the action of “tar-
get” proteins related to diseases and illnesses will be numerous and will be provided
indirectly and directly to several groups of researchers in the pharmaceutical industry.
This comprehensive system will be a reliable and effective tool to easily and quickly
relate and use existing approved pharmaceutical compounds in many cases of incurable
diseases and ailments that cannot be treated to date. It is a very promising computational
method through which the commercial value and exploitation of many approved phar-
maceutical compounds will be reconsidered, minimizing the cost and time required to
create novel pharmaceutical compounds.

This platform will be a key to detecting new pharmacological targets, but also a
good guide to the real cases that need more research to fill potential gaps in science
that are currently unknown in the pharmaceutical industry. Also, by comparing the
functional areas of proteins to date, it is possible to associate proteins that are unknown
to each other in terms of functionality, thus better interpreting the mechanisms of action
behind them. New drugs may emerge through the whole process in cases of partial
efficacy of well-known approved drug types that are potentially modified in structure
or pharmaceutical form. In addition, it will be possible to associate similar approved
drugs that demonstrate a similar profile of side effects in the human body, thus giving
the opportunity to understand possible combinations of chemical compounds that work
negatively.
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With the development of the two integrated databases that will be used in the sys-
tem, we will have for the first time a complete database that will cover all approved
pharmaceutical associations and on the other hand all the proteins related to patholog-
ical conditions and diseases. The above database can be used commercially for other
purposes in the development of biomedical tools. Finally, with this tool it will be pos-
sible to relate bio-computationally to the concepts of “pharmacological compound”,
“pharmacological target” and “protein target”.

The processing and analysis capabilities that will be provided to each user will be
many that in the future it can stand as a reference tool in the field of bioinformatics and
the science of redefining the use of drugs. The efficiency of this application is very high
compared to other computational approaches, as the final result will refer to already
approved, reliable and safe pharmacological compounds. So, this system will be easy to
use immediately.

Many of the tools and methodologies described in the implementation of this system
are now well known in the field of bioinformatics and computational biology. With this
project, for the first time, we will have the combination of most of them, to achieve a
common goal. Noteworthy, the cost of implementing this idea is very low, considering
the future contribution to the performance of new indications of well-known approved
pharmaceuticals.

4 The Drugonfly Drug Repurposing Pipeline

The methodology of drug repurposing as implemented in the Drugonfly pipeline is a
seven-step process:

1. Drug detection/clustering

• The drug or set of drugs under investigation are imported into the pipeline and
the pre-processing phase is initiated. Pre-processing involves checking to miss-
ing or erroneous data and retrieving the full Summary of Product Characteris-
tics (SPC) and pharmacology for each entry by accessing genomic, proteomic,
drug-compound repositories and pharmacological databases (i.e. the ProteinData
Bank, the National Cancer Database). Moreover, all pharmacodynamic informa-
tion is retrieved and the drugs are accordingly classified based on their mode of
action (i.e. direct or indirect). The lead compounds accompanied by their full
formulation are stored in a dedicated local database for further analysis.

2. Stereochemistry/Physicochemical analysis

• The physicochemical properties of each one of the drugs in the database of step 1
are calculated and the compounds are profiled. Consequently, a multidimensional
matrix is generated for each entry that will be later used as input for the repurpos-
ing analysis engine. Note that physicochemical parameters are calculated for all
kind of drugs, regardless to their biochemical properties and molecular weight.
Our pipeline will cover all cases from single ions and cations to multi-domain
protein complexes.
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3. Semantics/Text mining

• Having acquired all information from the drug SPC it is then feasible to track and
retrieve all relevant information for each drug from various sources. Namely, a
repertoire of chemical databases is accessed depending on the drug instance:

i. If the drug is a low molecular weight compound, the NCI (or equivalent)
database is accessed.

ii. If the drug is a protein, the PDB (or equivalent) database is accessed.
iii. If the drug is an antibody, the IMGT (or equivalent) database is accessed.

Regardless the type of drug information text will be mined and analyzed from
genomic databases (i.e. Genecards) and literature databases (i.e. PubMed).
Genomic databases will be used for gene and tissue specificity determination
and literature databases will be used to extract scientific information for each
entry (for example: type of clinical trial, formulation, ADME).

4. Molecular docking – High Throughput Virtual Screening (HTVS)

• In the case of low molecular weight drugs (that account for 90% of commercial
compounds) a High Throughput Virtual Screening pipeline is established. The
compound is screened against all known pharmacological targets available in
structural databases that contain the three-dimensional information of proteins
from X-ray crystallography, NMR and electron microscopy.

• If the drug is a protein or an antibody the screening approach will be based on
protein similarity searches. More specifically this task is broken down in two
steps:

i. First, the overall conformation of the protein or antibody is used as query
against the abovementioned structural databases, in an effort to identify
entries of similar structure, 3D arrangement and folding.

ii. Then depending onwhether it is a protein or an antibody there are two options:

1. For proteins: any active site is identified, and all relevant information
is harvested (i.e. presence of ligand, shape, size, type of amino acid
composition, coordinate info).

2. For antibodies: the CDR (Complementarity Determining Region)
sequence and structure is captured and analyzed alongside the detection
of putative sites for anchoring compounds and the design of ADCs.

5. Pharmacological target detection – Evolutionary analysis

• The putative pharmacological targets that have been identified in steps 1–4 are
automatically entered into a phylogenetic study. Based on sequence and struc-
tural evolutionary linkage, all available homologous proteins and enzymes will
be identified, thus providing insights for possible cross-associations to relative
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proteins and enzymes. The latter can be used either for repurposing or side effect
prevention reasons. The phylogenetic study is performed as follows:

i. The resulting multiple sequence alignment is used to determine the optimal
model for protein evolution.

ii. A pharmacological target specific phylogenetic tree is constructed.
iii. Statistical evaluation of the tree from step (ii) defines the reliability of the

evolutionary model.

6. Structure optimization – Molecular Dynamics

• The top hit pharmacological targets in their bound form (complexed to the drug)
is structurally optimized in an in silico system, to evaluate the association and
confirm and validate the discovered interaction. This is applied in all interaction
cases (i.e. immediate bonding to long distant associations) and to all modes of
drug action (i.e. direct or indirect pharmacological activity).

Energetic calculations and minimizations will be applied in each molecular
complex to remove any residual geometrical constrains.
Molecular Dynamics are used to assess in a simulated environment the affinity
and specificity of interaction using a variety of force-fields and thermodynamic
parameters.

7. Drug repurposing scoring

• All the information and analyses performed in steps 1–6 is fused together and
scored to produce the final repurposing output.

5 Conclusions

Drug design is a very exciting field, with uncountable applications and a huge worldwide
market. However, designing a new drug is a very high risk and laborious task that rarely
has a happy ending. It is estimated that the average time it takes from the designing
board to the market is somewhere between 12–14 years. The average investment for
each drug is 1.4 billion USD and the most optimistic stats conclude that less than 1 in
10.000 candidate drugs actually makes it to the market. So, it is a long and winding road
that very rarely pays back. The pharma industry that is already weakened by a declining
economy and rising inflation now faces a new threat from the academic world. Due to
lack of funds and future uncertainty even fewer scientists take on such a difficult task.
The number of NME (New Medical Entities) in the market has plummeted from 55 in
1995 to less than 5 in 2015. So, there is great need for new strategies to be deployed in
the field of drug design.

One of the most promising and cost-efficient alternatives is the so-called drug repur-
posing domain. Instead of starting from scratch, our proposed drug repurposing pipeline
will make use of only those drugs that have already made it to the market. The benefits



120 D. Vlachakis

are huge. Firstly, those are FDA or EMA approved drugs (i.e. they are safe). Then there
is no need for costly and timely investments in basic research, since those drugs have
successfully been though all stages of in silico, in vitro, in vivo and clinical trials and
formulation and pharmacokinetics stages. The main concept is that approved drugs are
tested in an efficient computer-based drug scoring pipeline that will provide insights
for other putative pharmacological targets and pathologies. There will be three levels of
repurposing: a) All approved drugs currently in the market will be assessed against new
protein targets using molecular dynamics and bioinformatics, b) A special effort will be
made to test and repurpose the drugs that EMA announced this year in the Orphan Drugs
list, thus providing a sustainable solution to a huge problem in pharma industry, and c)
A database of generics will be established and then those compounds will be assessed
against all known pharmacological targets in comparison to the original patented com-
pounds, thus providing cost-efficient alternatives as early as in the in silico platform.
The proposed pipeline herein, will be based on the Drugster computer-aided drug design
platform with some implementations.
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Abstract. Serendipitous discovery, invention or artistic creation are among the
most exciting and utmost relevant phenomena strongly related to human learning.
At the moment, there are very few measurable criteria helping to understand and
foster serendipity. In other papers [1–3] we have presented, discussed and exem-
plified a new paradigm/model/method/system/environment – called ViewpointS –
that represents our efforts to overcomemany current existing limitations in generic
Information Systems or search engines (e.g.: Google) as well as in other social
media (e.g.: recommender systems) offering information retrieval solutions based
on theproximity of available resources.Wealso have also exposed howViewpointS
may facilitate serendipitous discovery in an unprecedented way. In this paper, we
wish to further motivate this last conjecture by proposing to explore two main
research directions that did not convey sufficient attention by previous researchers
(in particular those active in recommender systems): 1. assessing brain states in
order to understand and forecast serendipitous human learning events triggered by
emotions; 2. enhancing collective wisdom, since Human-Computer Interactions
do not occur today between a human and a single machine (or algorithm), but
within a community of humans and machines that continuously update “knowl-
edge” beyond the scene. Both directions (assessment of brain states, collective
wisdom) are currently on separate ways; we propose to combine them within one
unified approach called ViewpointS.
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1 Introduction

This paper aims to identify, motivate and document some necessary requirements for
the success of a research challenge1 that is ongoing since many years: understanding
and forecasting serendipitous learning.

Understanding human learning is one of the priorities of the next century if we
consider the complexity of the subject and the impact that any progress may have.

In its essence, human learning may occur as a result of interactions with the external
world2, either because an external agent “communicates” some information, concept,
relation, attribute, way-to-do (learning by being told) or because the subject constructs
some chunk of knowledge (concept, how-to-do, relation, property, …) in his/her mind.
This latter event may be associated to the known theories of human learning by Piaget
or Vygotsky. Both events occur by interaction. It has been demonstrated that animals
(and humans) that are not exposed to a rich interactive environment do not learn as well
as those that are immersed in knowledge-rich interactive scenarios.

Independently from “how” learning occurs, we may ask a question about “what is”
human learning. Under the hypothesis that at higher cognitive levels the natural location
representing and producing human cognitive behavior – including learning - is the brain,
we are aware that the brain is not a computer, and concepts, relations, procedures, facts,
… are all represented and stored in a highly distributed and temporally mutable way
[4]. Therefore, we may for the moment only reason by looking at individual’s cognitive
behavior before and after a learning event. We come to the conclusion that learning is a
“state change” measurable only – for the moment – by looking at its effects: changes in
human knowledge, know-how, reaction times to questions,…As it was stated by various
authors in the Web Science movement, the Web is the most interesting laboratory ever
invented for studying Human-Computer and Human-Human interactive phenomena.

Considering self-awareness, learning may occur when humans are aware: they wish
to learn, they positively engage their resources in order to reach the goal to learn: it is
the case of the school, learning to play an instrument, to improve the performance in a
physical activity, such as a sport, etc. However,most of human learning occurs when the
learner is not aware i.e.: informally or incidentally. Serendipity, explored in the following
section, represents not only a phenomenon of informal learning useful for the subject,
but one of extreme importance as it impacts the whole community.

In Sect. 2 we give a short, historically supported introduction to the concept of
serendipity. In Sect. 3 we discuss some early research in linking Information retrieval
and serendipity, including general remarks and recent analogies about the interest of
serendipitous behavior even in service-oriented computing. Section 4 is dedicated to
some recent serendipity research in recommender systems. The three “introductory”

1 This paper has the objective to stimulate reflections about an ambitious, but equally modest
and feasible, collaborative, large, long term research project for understanding, forecasting and
stimulating serendipitous learning, i.e.: discovering, inventing, creating. At the same time we
claim this project to be a concrete step towards digital sovereignty since it enables to personalize
-thus control and trust- effectively the individual and collective information spaces, differently
from current search engines, social networks and recommender systems.

2 From: https://en.wikipedia.org/wiki/Learning: Humans learn before birth and continue until
death as a consequence of ongoing interactions between people and their environment.

https://en.wikipedia.org/wiki/Learning
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Sects. 2, 3 and 4 are rich of excerpts from the literature in order to justify the primary
interest of serendipity studies today and theminimal requirements for stimulating human
serendipitous learning. These are identified to consist of measurements of emotions -
brain state assessment in the title- and interactions within a knowledge space fed by
trusted peers and regulated by a subjective topology (proximity of resources: concepts,
agents and documents) – collective wisdom in the title-. Within this frame, the View-
pointS paradigm is briefly introduced in Sect. 5 ending with an annotated, toy example
of a process facilitating serendipitous discoveries, inventions or creations. Section 6
concludes the paper.

2 The Concept of Serendipity

One of the early authoritative sources [5] reports that: Serendipity can be defined as the
supposed capacity to discover, invent, create or imagine something important without
deliberately being in quest for it. If somebody discovers, invents, creates or imagines
something of general value, without being deliberately in quest of it then his finding can
be called serendipitous. So, we speak about a serendipitous discovery, invention, creation
or thought.Later, in another paper [6] where the author identifies 17 serendipity patterns,
he specifies: If I define true serendipity as the art of making an ‘unsought finding’, what
do I mean by a ‘finding’? I speak of a ‘finding’ when two or more elements (observations,
hypotheses, ideas, facts, relations or insights) are combined originally, for the finder or
anybody, to something new and true (science), new and useful (technology), or new and
fascinating (arts). The number, quality and interest of serendipity examples described
30 years ago is astonishing.

A “recent” paper [7] (archived from 2014 and updated till 2019) reporting about
several projects (British but also EU FET) has a rather complete bibliography about
serendipity research and systems (more than 100 papers quoted). While in their projects
the goal was to define a formal model of serendipity and an associated creative com-
putational system, we focus here on understanding, forecasting and facilitating human
serendipitous learning behavior: we believe to have different goals and preconditions -
“what” and “why” - and different means - “how” -, even if their work is highly valuable
for us as well.

Another convincing statement – about progress as reported in scientific papers -
from Pek Van Andel [6], is the following one: In general the role of serendipity in
science, technology and art is underestimated. This is mainly and unintentionally caused
by the way we rationalize “a posteriori” about theoretical and experimental research
and its results, when we publish. The not strictly rational, chronological or searched
components (like chance, fortuitous, accidental, surprising, unsought (n)ever dreamt
of, unknown, etc.), which have led to these results are therefore underestimated and
sometimes even banned from the theater and totally hidden behind the décor. The next
step is that pure rationality becomes the norm, not only regarding the results, but also
regarding everything that has led to these results. Scientists then report their results as



128 S. A. Cerri and P. Lemoisson

following directly and logically3 from their initial hypothesis, omitting possibly crucial
(pseudo)serendipitous events. Reading and interpreting such articles as ‘the inside story’
about the discovery, can unwillingly brainwash the researcher in such a way and to such
an extent that he neglects during his own research the flowers along the road that can
form a nicer bouquet than those he is looking for. This can cause a loss of serendipity:
the aim and/or plan spoils the journey. A successful researcher or manager has one open
eye for sought findings and another open eye for unsought findings.

So, in the following we feel encouraged to talk about serendipity in information sys-
tems, in particular recommender systems, even if we did not explore the whole gigantic
literature about those systems, but just a minimal part of it, necessary and sufficient for
our goals. Our rationality is limited, we admit, but accompanied by very well founded
feelings and curiosity about our conjectures.

These feelings started years agowhen theWebwas in its early stage [8]. The research
on ViewpointS [1–3] was motivated by an attempt to bypass the “intractable” problem
of “domain, time and author’s dependent ontologies” and respect the conviction that
humans in the loop are a much better source of intelligence. Its main result was a unified
(logical, statistical, social) and personalized context of knowledge construction. The
serendipity potential was a fortuitous side effect of very different initial goals.

3 Serendipity in Information Retrieval

Another early author [9] gives clues to understand the interest (and the resistances) to
study, accept and facilitate serendipity in information systems: The acquisition of infor-
mation is generally thought to be deliberately sought using a search or query mechanism
or by browsing or scanning an information space. People, however, find information
without seeking it through accidental, incidental or serendipitous discoveries, often in
combination with other information acquisition episodes. The value of this phenomenon
to an individual or an organization can be equated with the impact of serendipitous
breakthroughs in science andmedicine. Although largely ignored in information systems
development and research, serendipitous retrieval complements querying and brows-
ing, and together they provide a holistic, ecological approach to information acquisition
and define the key approaches to a digital library. Further: In essence, there are three
ways inwhich people acquire information, each of which should be supported by a digital
library: 1. from the search for information about a well-defined and known object(s); 2.
from the search for information about an object that cannot be fully described, but will be
recognized on sight; and, 3. from the accidental, incidental, or serendipitous discovery
of an object. Systems that support the first prompt users for search terms and keywords
and provide options for manipulating the query and the result. Hypermedia, visualiza-
tion and menu-driven systems that provide views and overviews of the data facilitate
the second. In both cases, the next step taken, e.g., next index term selected, next page

3 Rationalism and empiricism exist and balance each other since centuries in the philosophy of
Science, as much as idealism and materialism. In the brain, logical thinking is associated to
emotions; in Society it occurs probably the same. It is not rational to negate the interest of
serendipitous events and the associated processes.



Serendipitous Learning Fostered by Brain State Assessment 129

examined or information node accessed has a conceptual and/or a semantic relation-
ship with the previous one. In the first, that relationship is predetermined by the system’s
response to the query; while in the second, the relationship is enabled for the most part
by directed pathways through the system. While the process of information seeking is
more complex than this, the outcome is generally the same: to locate the information
object; this is a highly purposive task. The third type, the serendipitous approach, is a
type of information seeking that is not traditionally examined in information retrieval
research and has received little attention by both developers and researchers. The same
author, under the heading “facilitating serendipity” explains: In the case of my study, the
serendipitous activity was stimulated and triggered by a list of articles that bore some
degree of similarity to the one currently displayed. Further, she quotes another aspect
of serendipity: creativity: Just as the creative process must result in new ideas that are
intelligible to the creator and understood in terms of prior knowledge (Boden, 19964),
so too must the results of a chance encounter. Apparently, there is a need to link the
new “idea” or “concept” to previous knowledge, a conjecture very similar to Vygotsky’s
“law of proximal development”. E.G. Toms concludes: Serendipitous retrieval demands
approaching information retrieval in an unorthodox manner, one that does not tightly
couple the explicit match of query with result, but instead takes a fuzzy approach to the
problem. Yet, there is no link with “the brain’s state” neither with any “social context”.

Other authors [10] have attempted to propose an empirically founded model for
serendipity that emerged from several interviews: Our empirically-grounded process
model of serendipity (Fig. 1 below, by courtesy of the authors) focuses on the mental
connection that is sparked by circumstances that are to some extent unexpected. A new
connection is made between an informational or non-informational need and a ‘thing’
(e.g. person, event, place, information, object) with the potential to address the need. The
circumstances that led to the connection are subsequently (and subjectively) considered
to have involved an amount of unexpectedness. The making of the connection itself is
subjectively considered to have involved an amount of insight.

Fig. 1. <An> empirically-grounded process model of serendipity <from: [10]>

4 Margaret Boden is a major actor in the historical development of Artificial Intelligence.
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The model is the result of a long empirical research based on interviews that not only
produced the model but also a classification of different serendipity events.

However, differently from Toms, the authors do not offer suggestions in this paper
about how to organize information spaces in order to support serendipity.

In a subsequent paper [11] there is finally some clear roadmap about how to proceed:
While initial discussions on accidental information discovery in digital environments
focused on concerns about the loss of serendipity as a result of digitalization, most
current discussions accept that digital information environments can and, where useful,
should create opportunities for serendipity. As Lori McCay-Peet notes in her essay
“Digital Information Environments That Facilitate Serendipity”, “It is no longer about
whether technologies are helping or hurting serendipity. That question is too broad and
not helpful.” A more helpful question, and one that is answered in this chapter, is “how
can we design digital information environments to (best) cultivate serendipity?” This is
also our concern.

The message has been adopted by other researchers [12] that conclude their work
with a strong support to “prioritization”: In this paperwe have extended our earliermodel
for information seeking in large-scale digital libraries with new strategies and modes of
contextual browsing, showing their consistency with behaviors supporting serendipitous
discovery set out by Makri et al. We have described how contextual browsing requires
prioritization to remain feasible in large-scale scenarios and have proposed the appli-
cation of contextual similarity metrics to this purpose. However, the system “proof
of concept” they used (Compage) did neither capitalize from the dynamic behavior of
communities, nor from the assessment of brain mental states.

The interest of serendipity is also addressed recently by other authors [13] that
relate serendipity to service-oriented computing: In service-oriented computing, soft-
ware applications evolve dynamically to meet their goals through discrete reconfigura-
tions triggered by the need for an external resource and realized through a three-fold
process of discovery, selectionandbindingof servicemodules. Tomodel creative systems,
we regard concepts as modules and concept discovery as service discovery.

The analogy with human serendipity is striking: One salient feature of this app-
roach is the unpredictability of the interactions between service entities. The continu-
ous change in the availability of modules places us in a dynamic context where chance
plays an important role in the evolution of systems. The selection of a most promising
concept (provider of a resource) is based on the semantic compatibility of specifications.
Because applications change over time, the evaluation of concepts can change as well,
generating a focus shift.

4 Serendipity, Recommender Systems and Emotions

A rather recent study [14] addresses the issue not just of information retrieval, rather of
recommender systems, a kind of proactive systems. The essence is contained in their
abstract:Most recommender systems suggest items similar to a user profile, which results
in boring recommendations limited by user preferences indicated in the system. To over-
come this problem, recommender systems should suggest serendipitous items, which is
a challenging task, as it is unclear what makes items serendipitous to a user and how
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to measure serendipity. The concept is difficult to investigate, as serendipity includes an
emotional dimensionand serendipitous encounters are very rare. In this paper,wediscuss
mentioned challenges, review definitions of serendipity and serendipity-oriented evalu-
ation metrics. The goal of the paper is to guide and inspire future efforts on serendipity
in recommender systems.

The authors finally admit that: Relevance of an item for a user might depend on
user mood <…omissis…> This contextual information is difficult to capture without
explicitly asking the user. As serendipity is a complex concept, which includes relevance
<…>, this concept depends on the current user mood in a higher degree. An emotional
dimension makes serendipity unstable and therefore difficult to investigate <…>.

The first conclusion of this study is that the system should recommend serendipi-
tous items, a challenging task; because items similar to a user profile result in boring
recommendations. The second is that serendipity depends on the emotional state of the
subject that is not only hard to evaluate by interviewing the subjects, but also unstable.

In [15] the authors propose “a theoretical model of surprise” (in recommender sys-
tems) that includes the following properties: surprise must be subjective, surprise must
be dynamic, surprise is related to the notion of distance. The paper includes several
measures of surprise and a list of specific and recent references. In the scenarios there is
a clear exploitation of collective behavior (the Movie Lens dataset used contains 3883
items, 6040 users and over 1 million ratings) but no suggestion about the influence of
emotions in “surprise”, thus in serendipity.

Taking the challenge indicated by these authors, we aim to suggest “serendipitous
items” that should have three properties:

1. be linked to the previous user knowledge and experience;
2. be dependent from the user’s emotional state;
3. be exciting and new for the user, not boring.

5 ViewpointS: Emotions and Collective Wisdom for Serendipity

This section first briefly recalls the ViewpointS5 framework and formalism for building
collective knowledge in the metaphor of the brain (a detailed description can be found in
[1–3] but also [17, 18] and then illustrates through an imaginary toy example the specific
interest of ViewpointS for facilitating serendipitous learning.

In the ViewpointS approach, the “neural maps interconnected by beams of neurons”
[4] are transposed into a graph of “knowledge resources (Agents, Documents, Topics)
interconnected by beams of viewpoints”. Agents (Human orArtificial) are the only active
resources. The “systems of values” of the Agents influence the viewpoints they emit,
but also the way they interpret the graph.

We call knowledge resources all the resources contributing to knowledge: Agents,
Documents and Topics. We call viewpoints the links between knowledge resources.

5 This section is a revised, annotated version of the similar section of another paper. On purpose,
we use the same very simple example in order to support quite different conjectures about the
properties of ViewpointS; in this case serendipity.
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Each viewpoint is a subjective connection established by an Agent (Human or Artificial)
between two knowledge resources; the viewpoint (a1, {r2, r3},θ, τ) stands for: the Agent
a1 believes at time τ that r2 and r3 are related according to the emotion carried by θ. Agents
entitled to feed viewpoints are selected by the user according to his/her preferences (they
are trusted Agents).

We call Knowledge Graph (KG) the bipartite graph consisting of knowledge
resources and viewpoints. Given two knowledge resources, the aggregation of the beam
of all connections (viewpoints) linking them can be quantified and interpreted as a prox-
imity (or, inversely, as a distance). We call perspective the set of rules (defined by the
user) implementing this quantification by evaluating each viewpoint and then aggregat-
ing all these evaluations into a single value: the single value is associated to the two
resources. The graph resulting from the transformation activated on the KG by the rules
of the perspective is called Knowledge Map; since the KG is continuously updated by
trusted Agents, the KM is also continuously updated.

Notice that there are two sources of subjectivity: the choice of the trusted Agents that
feed the KG (preference) and the rules transforming the KG into the KM (perspective).
This double subjectivity represents the user’s system of values. Both are chosen by the
“Agent-consumer” of the information, not by a third-part “Agent-producer” such as a
Google or Amazon algorithm. Each time an Agent wishes to exploit the knowledge
acquired from the community of trusted Agents, he does so through his own subjective
perspective which acts as an interpreter.

Tuning a perspective may for instance consist in giving priority to selected trustwor-
thy agents, or to the most recent viewpoints, or to the viewpoints issued from the logical
paradigm. This clear separation between the storing of the traces (the viewpoints) and
their subjective interpretation (through a perspective) protects the human agents involved
in sharing knowledge against the intrusion of third-part algorithms reifying external sys-
tems of values, as it is the case for most recommender systems. Adopting a perspective
yields a tailored KM: knowledge mapwhere distances can be computed between knowl-
edge resources, i.e. where the semantics emerge from the topology as well as from our
own subjective system of values expressed by the perspective and by the choice of the
trusted Agents (preference).

To illustrate this, we develop below an imaginary case where learners have to select
resources inside an Intelligent Tutoring System (ITS) to which a Knowledge Map is
associated. Theywish to learn about the topic ‘apple’ and from step1 to step4 the learners
adopt a ‘neutral’ perspective which puts in balance all types of viewpoints (issued from
the logical or mining paradigms, or from the emotions of the learners). However, at
step5, B chooses a perspective discarding his own viewpoints in order to discover new
sources of knowledge. What is figured in the schemas (see Fig. 2) is not the KG itself,
but the KM resulting from the perspectives; in these maps, the more links between two
resources, the closer they are.

Step1 illustrates the initial state of the knowledge. A, B and C are co-learners of an
ITS6 (linked as such within the logical paradigm: they belong to the same group); the
blue arrows represent their respective systems of values, which play a key role both in
the choice of perspectives and in the emission of viewpoints (Agents trusted to feed the

6 This is obviously an extremely simplified tutoring system!
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Fig. 2. The network of interlinked resources evolves along the attempts of the learners A, B and
C to “catch” the topic ‘apple’ through accessing the modules D1, D2 or D3. (Color figure online)

KG). D1, D2 and D3 are documents that a mining algorithm has indexed by the topic/tag
‘apple’. So, in Fig. 2 you notice the three types of resources: topics (one, in green: apple),
documents (three, in orange: D1, D2, D3) and agents (three, in blue: A, B, C). In the
example each of the three agents consider each other agent as trusted and adopts the
same preferences so that we may say that there is a unique KM seen by each agent.
This not necessarily true but simplifies once more the example without sacrificing the
evidence of situations of potential serendipitous behavior.

Step2: A is a calm person who has time; she browses through D1, D2 and D3 and has
a positive emotion about D1 and D2 (she likes both and finds them relevant with respect
to ‘apple’); the capture of this emotion results in linking D1 andD2 to her and reinforcing
the links between the documents and the topic ‘apple’. B is always in a hurry; he asks
the KM the question “which is the shortest path between me and the topic ‘apple’?”7.
According to the paths in the diagram, he gets a double answer: B-A-D1-‘apple’and
B-A-D2-‘apple’. B is exploiting the behavior of A in order to answer a question. This is
already a source of potential “surprise”. In general, the introduction of Agents in the KG
and KM as first-class citizens is the major potential source of surprise and serendipity.
There is a second major difference with traditional search engines: B (like A) can as
well directly access D1, D2 and D3 by launching a query; but “trusts” the search done
by A reducing in this way the overload of the group of trusted Agents (A, B and C).

7 This is obviously an oversimplification: in the real prototype available, the KM is visualized and
the notion of proximity (short path) is reified by real distances in the visualized graph. Another
way to convey the same message without visualization is to give a list of answers in order of
increasing distance. In this case the difference with Google’s answers is evident.
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Step3: B has a positive emotion about D1 but not about D2; this results in reinforcing
the path B-A-D1-‘apple’. If he would ask his question now, he would then get only
D1. The system’s behavior depends on the history of interactions, adapts to the user’s
historical behavior.

Step4: C likes to explore; rather than taking a short path she browses through D1, D2
and D3 and has a positive emotion about D3 (she likes it and finds it relevant with respect
to ‘apple’); this results in linking D3 to her and reinforcing the linking between D3 and
the topic ‘apple’. At this stage, if A, B and C would ask for the shortest path to ‘apple’,
they would respectively get D1, D1 and D3. Notice that these modifications occur as a
result of asynchronous, unforeseeable Agent’s interactions with the KM generated by
the KG fed by three autonomous Human Agents that activate an Artificial Agent: the
search engine. The example concerns a minimal number of resources; when the size of
the resources increases significantly, we may envision the emergence of a “collective
wisdom of the crowd” where the “crowd” is controlled by each one’s preferences and
perspectives, not by external algorithms.

Step5: B has read again D1 and is not fully satisfied by D1; he asks again for a
short path: but in order to discover new sources of knowledge, he changes his perspec-
tive: he discards the viewpoints expressing his own emotions. The KM is dynamic,
changes not only as a function of the peer’s behavior but also our own history. This new
perspective yields the view drawn in the figure, B-A-D1-‘apple’, B-A-D2-‘apple’and
B-C-D3-‘apple’ have the same length i.e., D1, D2 and D3 are equidistant from him. He
may now discard D1 (already visited) and D2 (already rejected) and study D3. B has a
chance of discovering what C has found interesting: serendipity may be triggered NOT
as a consequence of an available “serendipitous object” proposed by an algorithm that
finds something “similar in its essence” and “compatible (relevance) with the user”
-as most recommender systems propose- but capitalizing on the autonomous behavior
of trusted peers that may depend on much more sophisticated (and unforeseen) choices,
previous knowledge, emotional states etc. For instance, if Agent C is an artist, she may
findD3 interesting and relevant for “apple” because D3 is a famous painting of Cezanne
or Renoir, not a biologist’s classification of diverse apple types (D1 for instance) or an
cook’s story of how to exploit apples for making cakes (D2 for instance).

Along the five steps of this imaginary case, the evolution of “knowledge paths”
follows the metaphor of the selective reinforcement of neural beams [4], except that
this reinforcement is not regulated by a single system of values, rather by a collabora-
tion/competition between the three systems of values ofA, B andC. The three co-learners
learn as a whole, in a trans-disciplinary way: the dynamics are governed by emotions
and topology, not by logics.

Emotions influence the KM that each “learner” sees, i.e.: the distance (s)he perceives
from the available resources (Agents, Topics and Documents). This, however, occurs in
the community of trusted agents, not in the single one. Each learner is influenced by the
choices made by other agents, with an indirect effect on his/her exposure to unexpected
resources (Agents, Documents, Topics) that may trigger his/her “new connection” (see
the lamp in Fig. 1, often associated to Archimede’s EUREKA!).
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6 Conclusion

We have presented our new paradigm/model/method/system/environment called View-
pointS and the opportunities offered with respect to possibly understand, forecast and
foster serendipitous learning, a conjecture that we consider very likely to be true. This
potential was not among the initial goals of the work, so we may state that it has been a
serendipitous encounter. In this paper, we havemade an effort tomotivate retrospectively,
on the basis of part of the available literature, the adequacy of our conjecture.

The foundations of our conviction reside on two properties that ViewpointS may
include: the assessment of brain states relating to emotions, to be associated to single
viewpoints, and the collective wisdom embodied in the model. These components have
been described in fine detail in a toy example that has been annotated in order to unveil
its potential application.

We conclude that such a proposal would not be acceptable just a few years ago when
measurements of brain functions were much harder to assess and the Web did not have
the size it has today (“big” data but also “big” people!).

Concerning the last phenomenon, we believe that the construction of a “protected
knowledge space” such as the one envisaged by ViewpointS is today non just an issue
of optimization and personalization of the access to information, but a real challenge for
the defense of digital sovereignty from the control of external undesired or irrelevant
agents.

Regarding the first – brain state measurements - we have been encouraged and fully
convinced by the results of Conferences such as: [16] that show the current availability of
equipment and of human expertise for assessing and exploiting brain statemeasurements
in real time interactive applications including biofeedback.
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Abstract. Artificial Intelligence (AI) is among the top technological trends that
are expected to shape the future of teaching and learning. Chatbots, or conver-
sational agents, are software that can interact with a human user turn by turn
using natural language, and they are considered as exemplar utilization of AI and
Machine Learning (ML) in education. Despite the increased interest around edu-
cational applications of chatbots, there is a lack of chatbot integration into formal
learning settings. This work introduces the case of a Conversational Virtual Patient
(CVP) prototype for training decision-making skills regarding thromboembolism
in medical students. In contrast to typical virtual patients which rely on prede-
fined, multiple-choice input, the proposed CVP employs Natural Language Pro-
cessing andML techniques to allow students to formulate their own utterances and
interact with the virtual patient in natural language. In view of employing partic-
ipatory design and co-creating open access chatbots for healthcare curricula, this
CVP prototype will form the basis for the co-creation sessions, by familiarizing
stakeholders with the chatbot technology and enabling the requirement elicitation
process. Future steps in further co-developing the CVP prototype are discussed.

Keywords: Chatbot · Virtual patient ·Medical education

1 Introduction

Educational technology research reflects upon the advances in the field ofArtificial Intel-
ligence (AI) to feed the educational sector with cutting-edge tools for helping teachers
and learners meet the new demands and challenges of the digital era. Recently, the 2020
EDUCAUSE Horizon report has placed AI among the top technological trends that
are expected to shape the future of teaching and learning, and has featured chatbots as
exemplar utilization of AI and machine learning in education [1].

Chatbots or conversational agents are software that can interact with a human user
turn by turn using natural language [2]. Although bibliometric studies have revealed that
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the current applications of chatbots are mainly in the educational sector [3], chatbots
are in the very beginning of entering education [4] and they are most often designed
for non-formal and informal learning settings [5]. To fill this gap between increased
interest in educational applications of chatbots and lack of chatbot integration into formal
education, CEPEH (Chatbots Enhance Personalised European Healthcare Curricula)1,
a research project funded by the European Commission (EC) through the Erasmus+
programme, was recently launched.

A mix of partners with technical, educational, medical and nursing expertise par-
ticipate in the CEPEH project, aiming to co-design and implement new pedagogical
approaches in order to promote innovative practices in utilizing AI and open access chat-
bots for healthcare curricula. To engage stakeholders in co-designing chatbot scenarios
and interfaces, the Lab of Medical Physics, of the Aristotle University of Thessaloniki,
has developed a chatbot prototype, for familiarizing stakeholders with the chatbot tech-
nology and enabling the requirement elicitation process. Specifically, this piece of work
introduces the case of a Conversational Virtual Patient (CVP) prototype, which enables
natural language-based interaction between the medical student and the Virtual Patient
(VP).

The rest of the paper is organized as follows: Sects. 2, 3 and 4 contextualize this work,
by summarizing the educational potentialities of chatbots (including CVPs in medical
education), providing the technological background, and reviewing existing frameworks
and chatbot development systems, respectively. Section 5 is dedicated to the proposed
system and details the implementation of the CVP prototype. Finally, Sect. 6 discusses
this work and outlines future research directions.

2 Educational Potentialities

2.1 Chatbots for Question-Answering and Lower-Order Thinking Tasks

Among the six levels of Bloom’s taxonomy within the cognitive domain, remember-
ing and understanding represent the lowest-level learning, which relates to recalling
previously learned material and grasping their meaning [6]. To achieve these goals, stu-
dents often utilize popular search engines to look for information and find answers to
their questions in informal learning sources. In fact, information-retrieval systems have
become part of their daily study routine. The massive corpus of question-answer pairs
produced by students in online learning environments can promote the emergence of
data-driven Question-Answering (Q&A) chatbots, for effectively supporting students’
self-directed learning. In this vein, chatbots can serve as student-tailored information
systems for providing domain-specific information. In [7], for example, a discussion-
bot system was presented, which tries to match student questions with archived data
(course documents and past discussions) in order to generate an answer and present it to
the student as a human-like reply. Studies have shown that students exhibit an increased
memory retention and significantly higher learning outcomes when they solve problems
using a course-specific Q&A chatbot compared to a conventional search machine [8]. At
the same time, this type of Q&A chatbots may alleviate teachers’ workload, especially

1 http://cepeh.eu/.

http://cepeh.eu/


Chatbots in Healthcare Curricula 139

in large-scale educational paradigms such as MOOCs, where manual monitoring and
response to student questions is infeasible. An experimental work on a “teacherbot”
implementation for automatically sending predetermined answers to MOOC students
seeking help can be found in [9].

2.2 Chatbots as Intelligent and Affective Tutors

A substantial body of research in AI applications in education focuses on adaptive learn-
ing environments capable of deriving models of learners and providing personalized
learning experiences [10]. Instead of the merely information system presented in the
previous subsection, Conversational Intelligent Tutoring Systems (CITS) are able to
personalize the learning experience by adapting contents and tutoring based on student
characteristics. Oscar is an example of a CITS, which uses cues from students’ dia-
logue and behavior to predict their learning style and adapt its tutoring accordingly,
with promising results in learning outcomes [11]. To model student profile, CITS may
utilize input not only from student actions within the e-learning environment (e.g., quiz
scores, engagement time, and other aspects of quality of interaction [12]), but also from
typed input, which can provide further insights into both “what” students say (i.e., tex-
tual cues in student-chatbot dialogues) and “how” they say it (e.g., keyboard input to
detect typing patterns and deviations from typical typing behavior, like in [13]). The
latter elicits potentialities towards incorporating the affective learning dimension into
CITS, by augmenting students’ profile with information regarding their affective state.
Apart from keystroke dynamics, which have been shown to be a successful affect recog-
nition modality, sentiment analysis is an affect measurement tool tailored to text-based
communication environments. The utilization of sentiment analysis in CITS exhibits
two principle advantages, i.e., i) the capability to automatically analyze text data in real-
time, a task that would otherwise be difficult, labor and time-intense to handle, and ii) the
opportunity to unobtrusively record and study student emotions without interrupting the
learning process [14]. On the one hand, furnishing CITS with affective capabilities may
help timely detect and restore cognitive disequilibrium before confused students become
bored and disengaged [15]; on the other hand, it could enhance students’ social presence
[16], by enabling chatbots to respond emotionally to students’ feelings and actions and,
thereby, to project their “personality traits” into the discussion (e.g., enthusiasm, when
the student is doing particularly well, boredom if the student is not responding to the
system, like in [13]).

2.3 Chatbots for Fostering Reflection and Meta-Cognition

Opportunities for learner reflection and metacognition can be found in conversational
agents that incorporate open learner modeling as well as in conversational teachable
agents. Beginning with open learner modeling, students actively participate in learner
model construction, by inspecting, discussing and altering the learner model [17]; and
this is what it differentiates these systems from the CITS presented in the previous
subsection. A representative example of a chatbot that opens the learner model to the
student can be found in [18], demonstrating positive results in increasing the accuracy
of both student’s self-assessment and system’s inferences. CALMsystem presents the
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student with their learner model, offering them the opportunity to compare, discuss and
negotiate their own beliefs regarding their capabilities with those inferred by the system,
using natural language [18]. Bringing the affective learning dimension back up, open
learner modeling in conversational agents could be oriented beyond cognitive domain,
by presenting students with their affective learner model, i.e. the representation of their
affective states instead of their knowledge. Considering that the contents of reflection
encompass cognitive, non-cognitive and affective aspects [19], engaging students in
negotiating their affective representation could enable amore holistic reflective approach.
On the other hand, conversational teachable agents facilitate reflection through learning-
by-teaching, since students’ ideas aremore accessible to evaluation and refinement when
they are being explained and verbalized [20]. Inspired by the Protégé effect, which
states that “learning for the sake of teaching others is more beneficial than learning for
one’s own self ”, authors in [21] introduced Curiosity Notebook, which enables students
to take the role of an instructor who teaches an AI agent through natural language
dialogues. Since reflection encompasses both meta-cognition (i.e., focus on one’s own
thinking) and sense making (i.e., focus on content itself) [22], conversational teachable
agents may provoke student’s reflective thinking on lower-order cognitive skills (such as
understanding a topic, like in [21]) or higher-order cognitive skills (such as reasoning, like
in [23]). Finally, studies have demonstrated that student’s reflective knowledge-building
can be further enhanced by teaching an agent that is designed to be metacognitive and
self-regulated [20].

2.4 Conversational Virtual Patients

Virtual Patients (VPs) are interactive computer simulations used as learning activities in
modern healthcare education, especially in training clinical decision-making skills [24].
VPs are a well-established problem-based learning practice in medical education, which
allows students to consider different options as the scenario unfolds, take decisions and
explore the consequences of their actions [25].

In contrast to typical VPs, which depend upon multiple-choice inputs and restrict
medical students’ decisions to a predefined set of options, CVPs enable free-form con-
versation to take place using natural language and allow students to take control of the
interaction. Apart from the technological advancement in terms of Human-Computer
Interaction, this type of VPs may also offer an added educational value, by increasing
the realism of the learning experience and make it match as nearly as possible to the
real-world tasks of health-care professionals in practice, aligned with the characteristics
of authentic learning [26]. Since medical education should shift from engaging students
in reciting the correct answers to engaging them in asking the right questions [27], two-
way dialogue-based VPs may better address the need for medical students to undertake
a more active role in problem-based learning.

Additionally, considering the relationship between medical dialogue structure and
both patient centeredness and patients’ evaluative judgments of a visit [28], CVPs offer
new opportunities for studying and training communications skills in medical students.
Through a turn-by-turn interaction in natural language, CVPs allow medical students
to scaffold the doctor-patient dialogue and, thereby, influence the (virtual) patient’s
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experience of care. Finally, the implementation of VPs for training empathetic commu-
nication skills could be further enhanced via CVPs that employ affect detection tools
(like sentiment analysis) to support the affective scaffolding in doctor-patient exchanges.

3 Technological background

Before reviewing the existing frameworks and available systems for developing a con-
versational agent, it is useful to explicate some core terminology for building intelligent
conversational systems, summarized in Table 1.

Table 1. Core terminology

Term Definition

Natural Language Processing (NLP) NLP refers to all systems and methods that work
together to handle interactions between machines
and humans in the preferred language of the human
[29]

Natural Language Understanding (NLU) NLU is a subset of NLP in the sense that it is only
the process of taking pure unstructured text and
transforming it into structured data that a chatbot or
a conversational agent will be able to work with [30]

Entity An entitiy refers to the type of information a chatbot
needs to extract from the user

Intent An intent is the process of categorizing the intention
of a user for a conversation turn

Action An action is all the things a chatbot runs in response
to user input

4 Frameworks and Development Systems

Most frameworks and development systems have at their core a NLU implementation,
in order to convert the (text or speech) input provided by a human to an output more
meaningful and easier to work with, from a machine’s perspective. Currently, conver-
sational agents are used in many different aspects in our daily lives, from tech support
to diagnosing and treating patients, so there are a plethora of systems for developing
them.Most frameworks use open technologies, such as open source tools, open libraries,
etc. Table 2 presents some of the most well-known frameworks. All major development
systems provide more or less the same functionalities, such as support for many different
channels, visual editors, many APIs and third party plugins.
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Table 2. Overview of frameworks

Framework Data Storage Supported SDKs Cost

Rasa Open Sourcea On-premise, Private
Cloud, Third party
providers

Python Free (offers paid
Enterprise Edition)

Botpressb On-premise, Private
Cloud, Third party
providers

Javascript Free (offers paid
Enterprise Edition)

Microsoft Bot
Framework(Botkit)c,d

On-premise, Azure Node.js Paid service

DialogFlowe Google’s cloud
infrastructure

Node.js, Python, Go,
C#, Java, PHPO, Ruby

Free with limited
amount of requests,
Offers paid plans

IBM Watson Assistantf IBM’s cloud
infrastructure

GO, Python,
Ruby,.NET, Unity,
Java

Free with limited
amount of requests,
Offers paid plans

ahttps://rasa.com.
bhttps://botpress.com/.
chttps://dev.botframework.com/.
dhttps://github.com/howdyai/botkit.
ehttps://dialogflow.com/.
fhttps://www.ibm.com/cloud/watson-assistant/.

4.1 Rasa Open Source

After reviewing the aforementioned frameworks, our team decided to go with Rasa
Open Source, due to its zero cost, on-permise data storage and its user-friendly GUI.
Rasa Open Source is, as its name suggests, an open source development system for nat-
ural language understanding, dialogue management, and integrations. It, also, provides
Rasa X, a free GUI toolset used to improve contextual assistants built using Rasa Open
Source. Together, they include all the features to create text- and voice-based assistants
and chatbots. One key feature of its machine learning capabilities is that it is language
agnostic so the training and deployment of an assistant can be in several different lan-
guages. Another important feature of Rasa Open Source, is its privacy driven policy
for data. It provides on premise or private cloud deployment, giving full control over
data, although it supports third party cloud providers as well. It has a built-in, although
still experimental, versioning control with git, supports many APIs and uses Python for
developing custom actions. Finally, it offers many choices for the preferred channels on
which the chatbot will reside.

https://rasa.com
https://botpress.com/
https://dev.botframework.com/
https://github.com/howdyai/botkit
https://dialogflow.com/
https://www.ibm.com/cloud/watson-assistant/
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5 The Proposed System

5.1 Project’s Goals & Requirements

In trying to cover the gap on intelligent conversational agents in education, our approach
in building an educational chatbot is based on three guidelines. First, the chatbot’s
initial design and development should be based on co-creation, bringing educators,
medical students, healthcare professionals and developers together, in order to build a
final product that meets the actual users’ demands and needs. Second, the framework
that will be used, should offer all the necessary tools for continuous training of the model
and easy usability for non-technical users and lastly, on premise data storage. Finally, the
need for a sound technological environment and the above parameters led into the option
of Rasa Open Source as the framework of choice to develop and deploy our chatbot.

5.2 Implementation

Building a chatbot with Rasa Open Source with Rasa X on top, requires a server with a
minimum of 2 CPUs, 8 GB of RAM and a recommended 50 GB of storage. The deploy-
ment of our chatbot will be in our institution’s own infrastructure, on an Ubuntu 18.04
virtualmachinewith the aforementioned requirements. The development of theCVPpro-
totype was based on a VP scenario in cardiology, aiming to train decision-making skills
regarding thromboembolism. The VP scenario was originally created under the Deep-
Raft research project2, which aims at raising awareness, educating and affecting systemic
change on diagnosis and treatment of Atrial Fibrillation and Venous thromboembolism.

5.3 Training Data and Natural Language Understanding

The initial training data were extracted from the virtual patient scenario discussed in the
previous paragraph. The training data for Rasa NLU is structured into different parts:
common examples, synonyms, regex features and lookup tables.

While common examples is the only part that is mandatory, including the others
helps the NLU model learn the domain with fewer examples and also help it be more
confident of its predictions.

Synonyms will map extracted entities to the same name, for example mapping “my
savings account” to simply “savings”. However, this only happens after the entities have
been extracted, so it needs to be provided examples with the synonyms present so that
Rasa can learn to pick them up.

Lookup tablesmaybe specified as plain text files containing newline-separatedwords
or phrases.Upon loading the training data, these files are used to generate case-insensitive
regex patterns that are added to the regex features.

In the first phase, the training data were created only by common examples and
synonyms.

2 https://deepraft.com/.

https://deepraft.com/
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5.4 Rasa Stories

In order to train a chatbot properly, Rasa uses the concept of stories. Rasa stories are
a form of training data used to train Rasa’s dialogue management models, where user
inputs are expressed as corresponding intents (and entities where necessary), while the
responses of an assistant are expressed as corresponding action names. It doesn’t matter
if a story ends to a desirable point or not, actually it is as useful to feed the algorithm
with as many possible right stories, as wrong ones. In the first phase of our training we
created eight different stories ranging from totally wrong conversational paths to the
most direct right path, as shown in Fig. 1. Additionally, Fig. 1 demonstrates a visual
representation of a story’s flow provided by Rasa’s GUI editor.

Fig. 1. An overview of the stories that were used to train our model (left) and a visual flowchart
of a story (right)

6 Discussion

This work presented the development of a prototype CVP for training decision-making
skills regarding thromboembolism in medical students. In contrast to typical VPs which
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rely on predefined multiple-choice input, the proposed CVP employs NLP and machine
learning techniques to allow students to formulate their own utterances and interact with
the VP in natural language.

The two-way dialogue-based interaction, that the proposed system enables, may
enhance the authenticity of the learning experience in problem-based learning scenarios,
by giving medical students a more active role in decision-making, simulating real-life
healthcare settings, whilst maintaining a risk-free practice environment. Preliminary
investigation of medical students’ perceptions towards CVPs has demonstrated a high
receptivity, with students perceiving the free-text input as a significant improvement,
which provides a more personalized learning experience and a more effective training
of clinical reasoning skills, over the conventional VPs [31].

The prototype system described in the present work will be further co-developed,
inviting stakeholders to provide domain-knowledge and enrich the VP stories in RASA.
Previous studies have highlighted the difficulties raised by the terminological needs
of dialogue-based VPs [32]. In order to effectively handle term variants, healthcare
professionals specializing in cardiology will contribute in accurately mapping related
terms and expand vocabulary coverage. Additionally, medical students will interact with
the CVPs in order to produce different scenario flows, corresponding to both correct and
wrong branches.

Acknowledgements. This work was supported by the CEPEH project (Chatbots Enhance Per-
sonalised European Healthcare Curricula), funded by the European Commission through the
Erasmus+ programme (Grant Number: 252583).
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Abstract. Despite the potential benefits that Assistive Technologies (AT) could
provide for PeoplewithDownSyndrome (PDS) and IntellectualDisabilities (PID),
research and implementation of emerging AT for learning has mainly focused on
developing adaptive accessible solutions and evaluating cognitive function. Unlike
the parallel, but equally important role, of all stakeholders and factors involved
in PDS and PID support and learning including medical practitioners, families
and professionals, have not received adequate attention. This paper describes an
interdisciplinary collaboration and multilevel evaluation focusing both on investi-
gating the potential improvement of PDSmemory performance after participating
in cognitive training sessions. Cognitive assessment in 20 PDS working mem-
ory performance was conducted, whereas questionnaires were distributed to 29
relevant stakeholders evaluating the possible correlation between educational fea-
sibility and usability of the AT introduced. Overall, the results showed that there
was a significant improvement on PDS memory performance and significant pos-
itive correlation in between different variables of AT educational feasibility and
usability.

Keywords: Assistive Technologies · Down syndrome · Intellectual disabilities ·
Educational feasibility · Usability

1 Introduction

1.1 Intellectual Disabilities and Down Syndrome

According to the United Nations Development Programme (UNDP), “Intellectual Dis-
ability” (ID) affects between one and three percent of the world population and is mainly
associated with multiple conditions that impair brain’s development before birth, during
birth or in early childhood years. The major related conditions to ID are Down Syn-
drome, Fetal Alcohol Spectrum Disorder and Fragile X Syndrome [1]. Down syndrome

© Springer Nature Switzerland AG 2020
C. Frasson et al. (Eds.): BFAL 2020, LNAI 12462, pp. 148–159, 2020.
https://doi.org/10.1007/978-3-030-60735-7_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60735-7_16&domain=pdf
https://doi.org/10.1007/978-3-030-60735-7_16


Exploiting Assistive Technologies for People with Down Syndrome 149

(DS) or else Trisomy 21, is the most common one, since it estimated that about 1000
live births [2] and affects more than five million people worldwide [3]. DS is a genetic
disorder caused by an additional chromosome in some or all the cells of the body, due
to nondisjunction during cell division [4]. This extra chromosome (chromosome 21) is
related to developmental delays to one’s physical and mental condition [5] that become
discernible in the areas of cognitive, linguistic, speech-motor and social development
[6]. Consequently, Persons with DS (PDS) have different capacities and skills for under-
standing and learning [7] and thus, each one of them demonstrates individual abilities,
strengths and weaknesses, and has their own learning profile. In this vein, there is a
consensus need for ongoing support and stimulation to Persons with ID (PID) aiming
at developing and enhancing their skills in order to effectively facilitate their full social
inclusion [8]. In addition to this attempt, Information and Communication Technology
(ICT) and Assistive Technologies (AT) present new possibilities and efficient solutions
that play a crucial role to the promotion of social inclusion and thereby, the improvement
of quality of life for people dealing with intellectual disabilities in their different levels
of affection [9, 10].

1.2 Assistive Technologies for PID and PDS in Learning

ICT andAT are recognized as valuable effective training and learning tools when consid-
ering the improvement of quality of life for PID [10]. In educational processes,motivation
is considered to be a key aspect to the acquisition of knowledge for childrenwith learning
difficulties [11]. Several studies have found that computer assisted instruction promotes
greater enthusiasm than traditional paper and pen methods to students facing learning
disabilities [11–13]. In addition, AT provides both visual and acoustic stimuli through
the use of multimedia such as images, animations and videos facilitate understanding of
the information provided. Besides that, provision of feedback gives a continuous stim-
ulus to PID for continuing and successfully completing any task [14]. Although, when
designing ICT Tools and AT for PDS, it is important to previously investigate their needs
and abilities. Based on the unique characteristics, strength and weaknesses will enable
the decision makers in selecting the most appropriate AT to be adopted with the purpose
of more effective results [15].

1.3 Related Work

In this section related AT and ICT tools tailored to provide assistance and support to
a generic or specific learning goal for PID and PDS are presented in accordance with
classification introduced by [16].

Adaptivity refers to the interface or the content can be adapted (automatically or
manually) for a specific user [16]. For instance, the project Poseidon aims at enabling
PDS to be more independent and trigger their inclusion into society by using AT and
developing apps focusing on different areas of daily living like navigation, daily planning
and money handling [17]. A series of systems that use game elements and gamification
tools including theHATLE, a computer aided tool on anAndroid platform that provides a
multimedia playful learning environment [18]. Tools that provide accessible content for
education or rehabilitation of specific skills such as SynMax, a mathematics computer
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application software that is developed to assist PDS to learn the number concepts [19].
Moreover, “Stella Software” [20] an online application adapted to PDS adults aiming
at enhancing their cognitive and mental functions, including various types of exercises
that use images, text and sound, creating an enriched training environment.

Meaningful collaborations and joint-ventures between family and school are high-
lighted as essential factors in enhancing students’ social and behavioural outcomes ad-
dressed to inclusion [21–23],while the success of these partnerships depends on fostering
positive attitudes, sharing common ideas and expectations as well as clear communica-
tion and trust among all involved stakeholders [24]. Additionally, a bodily conjunction
between a cohesive, deliberate and collaborative focus and targeted training for teach-
ers in working and collaborating with parents is promoted as beneficial practice for all
parties involved [25].

Special interest presents an inter-organizational partnership between a local advocacy
group for Down’s syndrome, the public school system and a university professor in the
United States, where through sharing common principles and resources, an inclusive
trainingwas developed tailored to students’withDown syndromephysical and emotional
needs and individual learning goals [26].

With the ever-increasing availability of AT and ICT for PDS it is highlighted as of
utmost importance the existence of a direct link between designers and researchers in
order to develop innovative learning strategies and solutions addressed to users’ needs
and learning experiences [16]. The literature shows a great number of AT initiatives,
specially designed for PDSandPID, by incorporating accessibility and usability features.
Despite the fact that these are essential components for examining any benefits of a
specific solution, they rarely evaluate the positive effects in terms of learning processes
(acquisition, storage and progression, etc.). There is a lack of research into the potential
relation between the educational feasibility and usability of the various AT developed.

2 Purpose of This Study

The aim of this study is to present a multi-dimensional evaluation of the educational
feasibility and usability of a series of AT aiming at the cognitive training of PDS and
PID. In particular, the novelty of this study lies in the interdisciplinary collaboration
and engagement of all the relevant stakeholders involved in PDS and PID support and
learning including PDS, medical practitioners, families and professionals.

More specifically, this research focuses in the investigation of the potential improve-
ment of PDS working memory performance after their interaction with the system of
AT and their participation in cognitive training sessions. While subsequently based on
the evaluation of all the involved stakeholders, it is examined the correlation between
the educational feasibility and usability of the aforementioned system of AT.

3 Proposed Framework of AT

3.1 Design and Learning Principles of Proposed AT

Guided by the multisensory principle, it is supported the idea that memory can be rein-
forced if interaction with learning is conducted by involving and activating simulta-
neously multiple senses, such as visual, auditory, tactile-kinesthetic and articulatory
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motor [27], while the essential learning construction is achieved through personaliza-
tion of intervention in accordance with students’ performance [28]. Additionally, IMS
Guidelines for Developing Accessible Learning Applications [29] andWorld Wide Web
Consortium (W3C) Web Accessibility Initiative (WAI) [30] provide essential guidance
in designing accessible learning applications. In this regard, priority was given in taking
into account these learning and design principles in order to adapt strategies, standards,
and practices addressed to PDS and PID needs. In particular, the design and development
of the proposed AT included accessibility features, continuous provision of motivation
as well as maintenance of interest and engagement in the activities.

3.2 Proposed AT Addressed to PDS and PID

Integrated Healthcare System Long Lasting Memories Care - LLM Care
The “Integrated Health and Social Care System-LLMCare” [31] is an ICT platform that
combines state-of-the-art cognitive exercises [32] with physical activity [33] and offers
an integrated solution for cognitive and physical health, providing effective protection
against cognitive decline [34]. It is a non-pharmaceutical intervention against cognitive
deterioration, which substantiated qualitative results in both the specific brain functions,
affected by ageing, and the psychological state of the participants. It also provides a
comprehensive solution that prolongs the time of independent and autonomous living
and has a direct impact on older adults [34], whereas there is potential for improving
the quality of life of persons belonging to other vulnerable groups [35, 36]. On the
basis of this prospect, this research aims at laying the ground for the development of
an integrated platform including components predominantly geared towards PDS. More
specifically, the memory game “Memorize-Image it!” and the interactive educational
games and virtual scenarios are thoroughly described below.

Memorize-Image it!
The “Memorize-Image it!” application is a simple memory game specially developed
for the needs of PDS [37]. The scope of the game is to choose correctly and in the proper
order a series of images representing daily objects that are previously displayed on the
screen in verbal and auditory form. It consists of six difficulty levels, starting with two
words/objects and reaching up the upper limit of nine words/objects. The number of
words/objects was based on the consensus view that even highly intelligent adults have
a usual memory capacity of seven items in their working memory [38]. In order for the
game to be both educationally appropriate and technically simple, the design guidelines
were kept simple.

Interactive Educational Games and Virtual Scenarios
A series of seven (7) Games and ten (10) Virtual Scenarios tailored to PDS/PID routine
operations and inclusive leisure activities were developed within the context of a funded
by the European Commission project within the ERASMUS+ 2017 Programme, Key
Action 2 - Strategic Partnerships for Adult Education aiming at promoting the inclusion
of PDS [39, 40]. In particular, Games focused in training PDS and PID in designing
their personal leisure plan and participating in various leisure activities, while Virtual
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Scenarios were basically problem-based learning activities, that supported PDS and
PID in making real-life decisions related to daily living leisure activities. They aimed at
promoting autonomy and inclusion of PDS, developing digital skills, as well as enhanc-
ing self-decision and transversal skills (planning activities, make appointments, budget
management, and communication).

4 Methods

4.1 Participants

A multi-dimensional assessment of the proposed AT solutions is introduced including
the data collected as shown in Table 1. A total of 91 stakeholders participated in the
survey, belonging in four distinct groups: (a) PDS, (b) medical practitioners, (c) families
and (d) professionals. More specifically, 20 PDS aged from 10 to 49 years old took part
in cognitive training sessions, whereas 20 medical practitioners in semesters 3th to 5th
and 22 PDS family members with mean age 52,59 years old, coming from a range of
occupational fields, were asked to assess the AT solutions. Moreover, 29 professionals
aged from 25 to more than 50 years old provided their feedback after implementing the
training sessions with PDS.

Table 1. Descriptive information of participants.

4.2 Procedure, Instrumentation and Assessment

Following ethical approval, informed written consents were distributed to all PDS in
order to participate in the cognitive training sessions. The participants were randomly
allocated either to Group 1 (N = 10) or Group 2 (N = 10). Participants of Group 1
involved in cognitive training by interacting with the memory game Memorize-Image
it!, whereas participants of Group 2 in cognitive exercises interacting with the ICT
platform of the Integrated Healthcare System Long Lasting Memories Care-LLM Care.
Cognitive assessments were conducted before and after the training sessions, including
Digit Span [41] that was administered to both groups in order to assess their working
memory performance, which is related to mental functions used in registering, storing
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and retrieving information [42]. PDS are highly related to lower performance in exercises
that require recalling of digits, words or even non-words [43].

Regarding the facilitators involved in the cognitive training sessions, medical prac-
titioners conducted the implementation of LLM Care to PDS for approximately 7–8
weeks, whilst professionals supported the interaction of PDS with the Games and Vir-
tual Scenarios for 6 weeks. After the completion of the cognitive training sessions all
facilitators were asked to assess the educational feasibility (ensure the intellectualization
of information interaction between the subjects of the educational process) and usabil-
ity (understand and identify user requirements) of the aforementioned AT utilized in
the cognitive training. In particular, a 24-item questionnaire was developed aiming at
evaluating a comprehensive set of categories of heuristics for playability (i.e., Game
Play, Coolness/Entertainment/Humour/Emotional Immersion, and Usability & Game
Mechanics), usability and educational feasibility in terms of training adequacy, training
strategies making and other competencies, as well as the overall learning experience.
Similarly, a questionnaire was developed and distributed to participants’ families aiming
at evaluating the positive effect and usability of the proposed AT in PDS.

5 Results

5.1 PDS Cognitive Assessment

This subsection presents the data extracted from the Digit Span test which was applied
to PDS in order to assess the working memory performance between Group 1 and Group
2. In total, 20 PDS participated in the pilot activities and were evaluated before and after
the cognitive training sessions. As shown in Table 2, the initial performance on Digit
Span of the participants of Group 1 and Group 2 improved significantly after cognitive
training with the memory game Memorize-Image it! and LLM Care.

Table 2. Cognitive assessment of PDS before and after training sessions.

Mean Performance (±S.D) t(df) p-value

Pre Post

Group 1 10.00 (±3.91) 11.50 (±3.71) −2.57 (9) .03

Group 2 9.30 (±1.76) 10.70 (±2.05) −3.09 (9) .01

5.2 Correlation Analysis

Data obtained from the questionnaires completed by all stakeholders were analyzed by
a Spearman correlation coefficient that was used to identify the relationship between the
variables related to AT educational feasibility and usability. Particularly, three correla-
tions were conducted; (i) within different variables regarding AT educational feasibility
(Table 3), (ii) within different variables regarding AT usability (Table 4), (iii) within
different variables between AT educational feasibility and AT usability (Table 5).
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Table 3 shows the variables indicated a significant positive effect of AT educational
feasibility. In specific, there is a significant relationship between training adequacy and
PDS satisfaction of using AT, training strategies, PDS sense of creativity, AT content
adhesion with real life and provision of proper information to PDS. Similarly, significant
correlation was noticed between the training strategies adopted by the trainers and PDS
sense of interest, engagement, social and communication skills, and their overall benefit
gained by AT provided, as well as on the provision of proper information and absence

Table 3. Correlation analysis regarding educational feasibility.

Variable 1 Variable 2 rs p value

Training Adequacy Satisfaction of using AT .64 .010

Training Strategies .58 .003

Sense of creativity .43 .033

Content adhesion with real life .44 .029

Provision of proper information .42 .037

Training Strategies User’s optimum benefit by AT .79 .000

User’s sense of interest .45 .027

User’s engagement .47 .019

User’s development/enhancement of
social skills and communication

.53 .007

Absence of burden during interaction .44 .028

Provision of proper information .52 .009

User’s optimum benefit by AT User’s development/enhancement of
social skills and communication

.64 .001

Table 4. Correlation analysis regarding usability.

Variable 1 Variable 2 rs p value

Proper audio and visual content No-necessity of manual or
documentation guidance

.45 .014

Provision of appropriate
audio/visual feedback

.68 .000

User friendly interface .52 .004

No-necessity of manual or
documentation guidance

Provision of appropriate
audio/visual feedback

.64 .000

User friendly interface Provision of appropriate
audio/visual feedback

.72 .000

No-necessity of manual or
documentation guidance

.39 .036
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Table 5. Correlation analysis between education feasibility and usability.

Variable 1 Variable 2 rs p value

Proper audio and visual content Training Strategies .52 .009

User’s optimum benefit by AT .59 .002

User’s engagement Proper audio and visual content .60 .000

No-necessity of manual or
documentation guidance

.43 .020

Provision of appropriate
audio/visual feedback

.69 .000

User friendly interface .64 .000

User’s sense of interest Proper audio and visual content .73 .000

No-necessity of manual or
documentation guidance

.58 .001

Provision of appropriate
audio/visual feedback

.65 .000

User friendly interface .66 .000

of cognitive burden during interaction with AT. Equivalent results were found between
PDS optimum benefit by AT and the enhancement of their social and communication
skills.

Concerning usability, Spearman’s correlation analysis shows significant relationship
between proper audio and visual content and no-necessity of manual or documentation
guidance, provision of appropriate audio/visual feedback, and user friendly interface.
Furthermore, provision of appropriate audio/visual feedback is significantly related to
no-necessity of manual guidance and user friendly interface (Table 4).

Table 5 shows the variables that indicated a significant positive effect between educa-
tional feasibility and usability of AT. More specifically, there is a significant relationship
between proper audio and visual content and training strategies implemented by trainers
as well as with PDS optimum benefit by AT. Regarding PDS engagement there is a sig-
nificant relationship between proper audio and visual content, no-necessity of manual
or documentation guidance through their interaction with AT, provision of appropriate
audio/visual feedback and user friendly interface. Additionally, significant relationship
is shown between PDS sense of interest and proper audio and visual content, provision of
appropriate audio/visual feedback, no-necessity of manual or documentation guidance
through their interaction with AT and user friendly interface.

6 Discussion

This study aimed to provide an overview of the importance of the interdisciplinary
collaboration of all stakeholders involved in PDS support and learning, as medical prac-
titioners, families and professionals, and contribute to laying the groundwork for a better
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understanding of a multi-level evaluation of the AT introduced. Specifically, three AT
solutions were described, (a) the Integrated Healthcare System Long Lasting Memories
Care-LLM Care, (b) the memory game Memorize-Image it! and (c) the Educational
Games and Virtual Scenarios. PDS participated in cognitive training sessions by inter-
actingwith the aboveAT and subsequently amultidimensional evaluationwas conducted
focusing both on investigating the potential improvement of PDS working memory per-
formance and the correlation between educational feasibility and usability of the AT
introduced, as emerged from the stakeholders’ evaluation.

Digit Span [41] was distributed in PDS participants before and after their participa-
tion in cognitive training sessions aiming to assess their working memory performance,
which is related to mental functions used in registering, storing and retrieving infor-
mation. More specifically, PDS participation in cognitive training sessions actualizing
Memorize-Image it! showed a significant improvement on their workingmemory perfor-
mance equivalent with those who participated in the training sessions of the LLM Care.
In addition, Spearman’s correlation analysis was conducted to identify the correlation
between variables related to educational feasibility and usability of AT proposed. The
results showed significant positive correlation within variables of educational feasibility,
within variables of usability as well as in between variables of educational feasibility
and usability.

As with the majority of studies, the design of the current study is subject to some
possible limitations. Although the number of PDS participated in this study could be
considered sufficient, time and sample-related limitations remain as an inevitable issue.
With regards to the implementation of the proposed AT solutions in a specific sample of
stakeholders the inclusion of a larger and broader range of sample is considered essential
for the generalization of the results.

Despite its limitations the procedure followed in this study was tailored in that way
in order to also involve relevant stakeholders, including medical practitioners, families
and professionals in a multi-dimensional evaluation. The findings of this study are in
concordancewith existing literaturewhere the enactment of cohesive, deliberate and col-
laborative partnerships among all involved stakeholders including individuals, families,
service providers and policy developers is aiming at designing/developing of policies
and practices addressed to PDS inclusion [21, 22, 25]. Finally, for the successful imple-
mentation and interaction with the proposed AT solutions it is necessary to consider their
acceptance by all the related stakeholders and highlight certain barriers to their effective
use, like digital skills deficits or reluctance to change. To this end, a baseline phase for
familiarization with the proposed learning framework and AT solutions is fundamental.

In summary, all three AT solutions proposed have a positive and added effect to
PDS, however it should be noted that this is only one step in a greater research endeavor
of the overall impact of these AT solutions. Future steps include the development of
an Integrated Health and Social Care platform addressed to PDS by also including the
memory game Memorize-Image it! as well as the interactive educational games and
virtual scenarios. In this perspective, further analysis and research should be conducted
by recruiting a larger sample of PDS, in order to investigate the potential long-termeffects
on learning processes (acquisition, storage and progression, etc.) and on the promotion
of PDS inclusion in general.
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Abstract. Distance education has been an alternative to traditional education for
several decades. However, during the pandemic, distance education was the only
solution that could be applied, in order to continue the educational process and
at the same time to protect the health of students and their families. This form
is described as Emergency Remote Teaching, because although it is based on
online teaching practices, it does not fully use the principles of distance education
and does not include educational design and operation models developed in the
context of distance education. Despite the limited integration of the principles
of distance education, efforts are made to enhance learning, develop knowledge
and skills, and modify students’ attitudes through the educational process. In
this context, the role of educational neuroscience is important and the use of the
results of relevant research is crucial in order to enhance learning. After a brief
description of the framework of implementation of Emergency Remote Teaching,
this article presents difficulties that arise from this implementation and describes
ways in which these difficulties can be reduced, according to findings in the field
of educational neuroscience research.

Keywords: Educational neuroscience · Emergency remote teaching ·
Educational practices

1 Introduction

In recent decades, distance education has witnessed an increase as it is offered in many
different educational contexts (school education, university education, training). This
increase has led a significant number of educators to be trained in its principles, to
develop appropriate educational material so as to knowledgeably engage in distance
education.At the same time, the development of newdigital tools has provided significant
opportunities to improve the online user experience. These tools are used to a high degree
to offer successful learning experiences to participants (educators and learners) [1].

Thus, school structures, universities, and educational institutions offered education
and training, using successful models, exclusively from a distance. In this context, the
COVID-19 pandemic did not affect the operation of these structures, as the educational
process had already been conducted remotely [2]. However, educational structures using
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physical spaces (e.g. school buildings, university amphitheaters) were forced to suspend
the provision of educational services in these spaces and to use a distance education
model so as to continue the educational process smoothly.

Despite the intensive effort of these educational structures, continued smooth oper-
ation was not an easy task due to: (a) the necessity of immediate implementation of
distance education, (b) the inexperience of educators, (c) the absence of an implemen-
tation plan, and (d) the lack of students’ experience in the new model of education. The
above circumstances led to the implementation of a varied model, that of Emergency
Remote Teaching (ERT). ERT is unquestionably distance learning, but with several
differences.

In this article, ERT is introduced and distinguished from distance learning not only
because of the possible lack of training and experience of educators called upon to
practice ERT, but also due to the impossibility of applying the design and implementation
principles of distance education. It is due to these differences, that questions arose
related to the possible difficulties faced by both educators and students, the pedagogical
potentiality of digital tools to achieve learning, and, ultimately, the success of the distance
education project.

In this context, the researchers’ contribution from the fields of cognitive science,
psychology, and education is crucial. At the same time, the research findings from the
field of educational neuroscience can be a guide for both the improvement of educational
practices and the training of educators. Therefore, educational neuroscience plays a key
role in reducing pedagogical problems and increasing learning opportunities. For this
purpose, after defining ERT, a discussion on educational neuroscience follows, where
research results are presented and their connection with distance education is attempted.
The work concludes with suggestions for educational practices and suggestions for
further research in distance education, which can transform the knowledge of educators
and students with the ultimate goal of improving the educational process.

2 Distance Learning and Emergency Remote Teaching

The development of computer tools and software that support distance education, facil-
itated people, so that with a computer machine (computer, tablet, mobile phone) and an
internet connection they can participate in online teaching courses. Distance learning
can be done synchronously or asynchronously. Furthermore, a sturdy online educational
program does not limit itself to a linear transmission of knowledge as online education
recognizes learning as a social and cognitive process. Therefore, it capitalizes on build-
ing into the educational process different types of learner interaction (with content, with
educator, with other learners) [2].

According to researchers, successful participation in online teaching structures
occurs within an “ecosystem of learner supports” that is built over time and includes sim-
ilar mechanisms, such as library resources, career services, university social networks,
etc., to those offered in face to face (F2F) education andwhich, of course, require time and
funding. Therefore, “effective online learning results from careful instructional design
and planning, using a systematic model for design and development” [2].

The urgency of dealing with the pandemic did not allow educational structures
that used primarily physical spaces (e.g. school buildings, university amphitheaters)
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to develop an “ecosystem of learner supports” with similar characteristics and mech-
anisms to those available in distance education structures. On the contrary, what must
be assumed is that the pandemic and the requirement for social isolation it enforced
obliged educators around the world to switch teaching modes almost overnight. The
educational planning for the integrated application of distance education was not possi-
ble and, therefore, an attempt was made to either implement or adapt the lesson plans
to the new educational environment. Thus, the educator had to adapt and come up with
solutions to engage and connect with a physically absent class and, finally, to use less
familiar or even entirely novel technology. As a result, it can be safely argued that what
is currently happening in virtual classrooms and schools around the world is not online
teaching, but teaching that is in many ways reactive to the extreme and unprecedented
circumstances of the pandemic. Despite educators’ “best intentions to serve their learn-
ers” needs, the quality of service resulted in “suboptimal” teaching [2, 3]. Consequently,
this form of teaching should not be described as online teaching but rather should be
recognized as Emergency Remote Teaching (ERT), distinguished from the former and
evaluated accordingly.

Taking into account the above and adding (a) the need to modify the profile of the
educational unit due to the new conditions and (b) the different needs of educators and
students, the implementation framework becomes complex and, as a result, the outcome
might often be a “pick and mix” approach for instructional methods, implementation
tools, as well as learners’ needs. ERT will operate in an idiosyncratic context where
faculty is learning and /or training in new technologies, in new lesson designs, while
teaching at the same time since schools are still in operation. Therefore, ERT faces a lot
of challenges that online education has resolved.

At the same time, the choice of emergency solutions may result in a disregard of
pedagogy and of a systematic model for lesson design and execution, and in the con-
ducting of weak lessons or lessons relying partly on chance and /or practical solutions,
which, even if they work, will cause heightened stress levels in instructors. Finally, it
is important to point out that these idiosyncratic, largely random, choices that are not
based on the principles of distance education pedagogy can lead to negative attitudes
towards distance education, as both educators and students may confuse what is ERT
with structured and well-defined distance education [2].

In recent years, educational neuroscience has made a significant contribution to the
development of new perspectives on the educational process, based on research results
which can contribute to the improvement of learning. These findings can be applied both
in the school environment and in the environment where the learner works and prepares
for learning, such as his /her home. In this context, the next chapter will attempt to
present research findings in the field of educational neuroscience and connect these with
distance education, in general, and ERT, in particular, findings that can translate into
successful teaching practices.

3 Educational Neuroscience

Through neuroscience, attempts are made to explain the working of the brain and the
connected nervous system, the functional architecture of the mind, and how the brain
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and mind work together. With their research in the field, scientists enhance their knowl-
edge of the neural mechanisms underlying human development and learning. The use
of brain imaging techniques, such as functional magnetic resonance imaging (fMRI),
electroencephalography (EEG), and positron emission topography (PET), provide data
that helps to explore the functional organization of the human brain. In recent years,
there has been a rapid development of the neuroscience industry, which has led to sev-
eral collaborations with other areas of human activity. Education is one such discipline
since the incorporation of neuroscience can enhance our understanding of the mental
and physiological processes involved in learning. The extensive attempts to connect neu-
roscience, cognitive science, psychology, and education have resulted in a fast-growing
interdisciplinary field of study which has been labeled as “Educational Neuroscience,”
“Mind, Brain, and Education Science,” “Neuroeducation” (see Fig. 1).

Fig. 1. The Emergence of Neuroeducation Source: Interpretation of Tokuhama-Espinosa’s
Transdisciplinary Field by Nakagawa, (2008), redrawn by Bramwell 2010.

In this new area, professionals in the field of education, cognitive scientists, and
neuroscientists collaborate to use the results of neuroscience research in educational
contexts [4, 5]. Educational Neuroscience or Neuroeducation “better reflects a field with
education at its core, uniquely characterized by its own methods and techniques, and
which constructs knowledge based on experiential, social and biological evidence” [6].
Some research groups have argued the existence of a gulf between the findings in neu-
roscience and educational practice while others have developed models and frameworks
for applying the findings to everyday teaching practice [7, 8].

Educational practice is a complex matter. Educators have at their disposal a variety
of tools from which they must choose the most appropriate to enhance their pedagogical
approaches and their approaches to subject matter. However, the complexity of the
brain and its role in achieving learning is crucial. Given that the achievement of the
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desired learning outcomes is not significantly affected by the quality of educators [9],
but by the way the educator will “influence” the context of the learner’s brain, educator
training in educational neuroscience is a necessity. With this training, educators will be
enabled to evaluate teaching practices, will be able to add and remove teaching tools
and techniques, thus offering strategies and models, which, according to educational
neuroscience research, contribute to learning. In addition, it is possible to see that the
teaching and learning practices that follow are validated by the results of research in the
field of educational neuroscience. However, the ultimate gain from training educators in
educational neuroscience is the transformation of their knowledge which will eventually
result in improving student knowledge and learning.

It is particularly interesting that educators with knowledge of how the brain works
claim that they are highly capable of influencing their students’ learning in relation to
the untrained educators [10, 11]. What is more, it seems that educators who know how
the brain learns, differentiate their educational practice, recognizing multiple teaching
and learning pathways, and, therefore, rejecting the educational model that provides
“the same recipe” for all students. In the next section, an attempt will be made, based
on research findings, to identify strategies and actions that can improve the educational
process in both ERT and distance learning.

4 Educational Neuroscience and Emergency Remote Teaching

The flexibility of the brain and the acceptance that learning ability is neither predeter-
mined nor constant is a key parameter for improving learning [12]. Plasticity describes
how different experiences reorganize neural pathways in the brain. In this way, when
someone learns new things ormemorizes new information, long-term functional changes
take place in the brain. In addition to genetic factors, a person’s brain is shaped by the
characteristics of the environment and its actions. Therefore,when someone learns some-
thing, s/he develops the brain in one of the followingways: (a) by creating a newpathway,
which is initially subtle, but is fortified themore s/he delves into the concept under study;
(b) by further strengthening an existing pathway; and (c) by forming a new connection
between two previously disconnected pathways. In addition, when these pathways are
no longer needed, they gradually disappear [13]. As a result, people need to be trained so
that when they encounter a difficult subject, they make a conscious effort to strengthen
the brain areas needed in order to persist more on the subject rather than to decide that
they are not capable of dealing with it [14].

In the context of distance education, the integration ofmultiple and different activities
is necessary to enhance learning. In addition, due to the multiple tools, such as the
private chat, the group chat, teamwork opportunities, optional digital tools, the shared
whiteboard, etc., available in distance education, the development of neural pathways
and connections can be enhanced and, as a result, opportunities for the learner to gain
experience and acquire new learning become unlimited.

Furthermore, assessment for learning and assessment of learning have been shown
to play a key role in determining a person’s knowledge, as well as in shaping his/her
knowledge [15]. Providing frequent and non-threatening assessment of an idea or con-
cept, along with appropriate feedback, plays an important role in memory consolidation.
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In the context of distance education, digital environments include a variety of tools that
can enhance memory consolidation (creating online assignments, quizzes, gamification
of activities, etc.) [15]. The use of formative assessment during distance learning is nec-
essary so that the student can see what s/he knows and the educator can evaluate which
of the expected learning outcomes have been achieved by the student and to what extent.
This assessment helps and strengthens the student while, at the same time, improving
the way the educator works.

Any form of assessment is very likely to highlight difficulties and obstacles for stu-
dents. Exploiting the obstacles and misunderstandings of students can play a crucial role
in distance education. Although in an educational context mistakes have been associated
with consequences such as punishment or grade reduction, their utilization in distance
education provides opportunities for brain development. As part of the learning process,
dealing with obstacles and correcting mistakes enhances neural connections, speeding
up and enriching the learning experience. Research highlights the positive effects of
exploiting students’ mistakes, as this enhances the transformation of one’s knowledge
[16].

Designing educational scenarios with open-ended questions that have more than one
correct answer is important for educators in order to work on misunderstandings and
to help students to overcome the obstacles they encounter. By using appropriate digital
tools in distance education, students can experiment, overcome obstacles, highlight, and
reduce mistakes in order to develop their brain. With the ability to make immediate use
of different resources, students can work in groups creatively. Error detection activities,
progressive error reduction strategies, and practices that will encourage experimentation
without being associated with negative consequences in the event of an error can lead
to an ideal learning experience [17]. In addition, the ability for each student to answer
a question using the personal chat or send an answer to the educator without being able
to see the answers of other students, gives the educator the opportunity to observe and
record potential problems and to work with them, thus enhancing learning in remote
environments.

Neural pathways and learning are optimized when the student has the opportunity
to consider a concept or idea using a multidimensional approach. According to the lit-
erature, the multidimensional approach plays a crucial role in student involvement [18].
The educator has the obligation to offer multiple opportunities for the development and
reorganization of the neural pathways in the brain of his/her students. To do this, educa-
tors must design lessons that allow students to try new strategies and to seek information
using activities that explore open-ended topics or by giving students the opportunity to
work in different ways and exploiting different pathways that lead to the same answer.
At the same time, it is important for educators to maximize the strategies that promote
positive emotion [19]. Research has shown that while threats hinder learning, positive
emotional experiences, in which the brain produces certain chemicals or neurotrans-
mitters, can contribute to long-term memory. Moreover, research shows that different
areas of the brain are activated depending on the activity one engages in. Therefore, in
the context of distance learning, it is useful for students to work on activities that can
be approached in different ways, instead of being assigned identical or similar ques-
tions /exercises. For example, it is interesting to try to work on problems that can be
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solved (a) with operations, (b) diagrammatically, (c) algorithmically (coding) and (d) by
developing a story about the problem, creating an image or constructing an object [20].

Two more issues that arise from the field of educational neuroscience and are related
to distance education are (a) the value of speed in relation to creativity and flexibility and
(b) student collaboration. More specifically, when students approach concepts and ideas
with creativity and flexibility, they seem to optimize their learning [21]. Conversely,
when people generally work under pressure, their working memory decreases and, con-
sequently, at first they become anxious and then they feel that “their mind has stopped”
[22]. For this reason, working time needs to be granted without a request for information
reproduction or speed of action since the development of neural pathways and synapses
is a slow process.

The importance of working with other people to strengthen neural pathways and
learning is also a good practice in distance learning [23]. This last dimension comes to
highlight the value of the sociocultural approach to learning [24] and the need to provide
students with such opportunities in multiple ways.

5 Conclusion

In this paper, an attempt was made to approach distance education through the context
of Emergency Remote Teaching (ERT) and based on the results from the field of educa-
tional neuroscience. The findings of educational neuroscience related to brain plasticity,
methods of student assessment, instruction through the use of multiple representations,
creativity, flexibility, collaboration, and positive emotional experiences can be applied
and can enhance distance learning. In this way, educators who want to implement strate-
gies based on educational neuroscience research can transform their practices, assess the
impact of what they are trying to modify, and, eventually, be led to sustainable long-term
solutions that can be used in the classical frameworks.

It is important to evaluate these options with further research and targeted activities
that follow the principles and methodologies described. The proposals could be imple-
mented by simultaneously monitoring the student’s brain during the lesson in order to
identify the activated brain areas and creating a trigger that will warn the educator when
a student is distracted or does not understand a concept. Neurofeedback [25] and the
recording and measurement of digital biomarkers could play a key role in (a) measuring
brain activity according to the tasks, (b) recording how knowledge acquisition can be
supported by neuroscience tools, and (c) suggesting how content can be adapted accord-
ing to biofeedback measures. In this way, the personalized and differentiated learning
that can easily be offered in distance education through learning management systems
can become a reality and can help students to maximize their knowledge. The afore-
mentioned approach is crucial as the educational process is all the more required to
strengthen skills, to change attitudes, and to enhance learning.
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Abstract. The proliferation of Internet has introduced new technological
advances into digital education. One of them is the Massive Open Online Courses
(MOOCs). MOOCs are online learning environments offering educational pro-
grams to large numbers of geographically dispersed students, free of charge. The
rapid development of MOOCs leads to investigate their provided quality of learn-
ing, consisting of a combination of factors such as the development life cycle of
MOOCs, the quality criteria and the involved members. In view of the above, this
paper presents QUMMEL (Quality Model for MOOCs and E-Learning) which
is a novel reference model for assessing the quality in e-learning and MOOCs.
QUMMEL is a three-dimensional model, being consisted of distinct phases, per-
spectives and roles. It represents a holistic approach for ensuring quality in either
a MOOC or an e-learning environment in terms of pedagogical, technological
and strategic perspectives. The evaluation results of applying the QUMMEL in
the development of a MOOC are very promising and can offer a fertile ground to
foster quality in e-learning.

Keywords: E-Learning · Reference model ·MOOCs · Quality assurance in
e-learning

1 Introduction

During the last years, the rapid development of technology has reformed and modern-
ized the field of education. Such technological advancements gave birth to Massive
Open Online Courses (MOOCs). MOOCs are online courses aimed at unlimited par-
ticipation and open access via the web [1]. In addition to traditional course materials
such as filmed lectures, readings, and problem sets, many MOOCs provide interactive
courses with user forums to support community interactions among students, profes-
sors, and teaching assistants (TAs), as well as, immediate feedback to quick quizzes
and assignments [2]. Hence, many researchers worldwide design and build MOOCs in
order to provide an integrated learning experience to students and offer a student-centric
learning environment. However, there is an increasingly arising challenge concerning
the existing available options to deliver more coherent learning applications based on
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students’ needs and preferences. As such, a clear understanding of the preferred style of
instruction, individual preferences and social needs is the cornerstone to provide quality
in e-learning [3].

There are several factors in designing effective e-learning applications [4, 5]. The
organization and delivery of the learningmaterial is an important factor reflecting quality
in e-learning since learners can be offered best practices and enhance their performance.
Sufficient chances for synchronous or asynchronous communication alongwithmanners
of collaboration can provide a fertile ground in long-time instruction with respect to the
delivery methods of the educational material [6]. Moreover, the design of the learning
environment plays a leading role in the quality of e-learning; an effective learning envi-
ronment can on the one hand offer data and information with regard to the educational
process and on the other hand keep learners engaged throughout their effort [3, 7]. Fur-
thermore, the content of the course should be concise and consistent in order to advance
the knowledge levels of the students [8]. This factor should encompass modeling of
students in order to provide a personalized and self-paced way in digital instruction
[9]. As such, grain-size learning involving learning objects split into smaller nuggets
can serve for an efficient learning content. Interactions between students and comput-
ers are very crucial since they involve issues such as tailored assessment opportunities
and types, adaptation of the learning activity based on learners’ misconception or even
individualized advice to them [10, 11].

In view of the above, it is inferred that quality in the educational process cannot
be simply delivered by an e-learning platform. Indeed, it should be incorporated as a
main framework which will be applied at the design of the platform and will involve
all the stakeholders (e.g. learners, instructors, software designers) and their interaction
with the environment. Moreover, quality in e-learning cannot be measured solely by the
achievement of the leaning outcomes; it involves every method and technique that is
utilized to offer the learner an environment full of opportunities and to serve as modules
servicing the instructional aspects.

The necessity of providing quality in e-learning is further accentuated by universities
and educational organizations [12]. Given that their main activity is education, they
perceive quality as a unidirectional future perspective. Hence, they seek to establish
quality standards in all the educational services provided to students in termsofflexibility,
learning material delivery, dynamicness and ubiquitousness. However, there is lack of
and generally accepted qualifiers of quality [13]. There is an emerging need to implement
such an education model, which substantially contributes to the enhancement of the
quality of universities and educational organizations [13].

This paper presents QUMMEL (Quality Model for MOOCs and E-Learning) which
is a novel reference model for assessing the quality in e-learning and MOOCs. QUM-
MEL is a three-dimensional model, being consisted of distinct phases, perspectives and
roles. It presents a holistic approach for ensuring quality in either a MOOC or an e-
learning environment in terms of pedagogical, technological and strategic perspectives.
QUMMEL was fully evaluated and the experimental results show that it can serve for
building qualitative and effective learning technology systems. The main benefits of
QUMMEL are:

• It provides a generic framework that can be adapted to each specific context.
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• It identifies key quality criteria for better orientation on the MOOC design.
• It presents a checklist for the quality development and evaluation of MOOCs.
• It enables a continuous improvement cycle for MOOC design and provision.

The remainder of this paper is structured as follows. Firstly, the related work is pre-
sented. In Sect. 3, the overview of QUMMEL is described. Following, the evaluation of
QUMMEL is conducted using a system developed based on this model and an estab-
lished framework for evaluating it, and its results are discussed. Finally, the conclusions
are drawn and the future plans are shown.

2 Related Work

Many research efforts regarding the measurement of the quality in e-learning and
MOOCS have been presented. For example, in [14], the authors provided a roadmap
in terms of the meanings, uses, evolution, and applicability of the variables in assessing
the quality in e-learning.

Another work, by [15], presents a framework which involves both internal and exter-
nal learner factors having impact on the educational procedure. More specifically, the
authors mention that the learners’ state of mind and the technology experience can affect
the quality of the learning process.

In [16], the authors present an e-quality framework, oriented in socio-cultural
thinking. It involves practical and theoretical knowledge and focuses solely on virtual
institutions.

In [17], the author presents a framework which includes several quality criteria and
standards. These criteria mainly focus on specific modalities of e-learning systems such
as the design, the structure and the delivery of the learningmaterial, theways of assistance
provided to learners, the assessment tool and the teaching strategies.

In [18], a quality framework is also presented. This framework lies in the determina-
tion of several aspects such as accessibility, flexibility, interactiveness, personalization
and productivity within the field of e-learning in higher education.

In [19], the authors present a model for quality evaluation. This model mainly
focuses on the course material design, the flexibility, the learning support and the
learner-computer interaction.

However, after a thorough investigation in the related scientific literature, we came
up with the result that the quality measurements mainly focus on the resources and
the processes pertaining the open and distance learning. There is a research gap on the
identification and measurement of output and outcome of the learning process which are
also taken into consideration in this research.

3 Overview of QUMMEL

QUMMEL consists of three dimensions including quality criteria and instruments:

• Dimension 1 – Phases: Analysis, Design, Implementation, Realization, Evaluation.
The phases are dependent of each other, but are processed in parallel, corresponding to
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the development life cycle of theMOOC. In particular, the evaluation phase starts at the
beginning of the planning and designing of theMOOCallowing a formative evaluation
of all processes. Therefore, the evaluation can ensure a continuous improvement cycle
during all phases and the whole development of the MOOC.

• Dimension 2 – Perspectives: Pedagogical, Technological, and Strategic. Each per-
spective has to be considered and addressed in the five aforementioned phases. They
refer to the quality criteria/requirements that should be achieved by each process of
the phases in order to develop an effective MOOC.

• Dimension 3 – Roles: Designer, Facilitator, and Provider. It refers to the members
involved into the development life cycle of the MOOC.

QUMMEL is based on the International ISO standard ISO/IEC 40180 (former
ISO/IEC 19796-1), which ensures quality for learning, education and training. It is also
based on results from mixed methods research survey in MOOQs and semi-structured
interviews as well as the feedback from the MOOQ Workshops [20].

QUMMELdefines the processes ofwhich each phase consists, aswell as their quality
criteria and the roles that are responsible for them or involved into them [20]. Therefore,
MOOC designers, facilitators and providers have to select the appropriate and relevant
phases and processes according to their situation, the learning objectives, target groups,
context and conditions. Some processes are pre-specified and (partly or completely)
defined by pre-conditions and requirements (e.g. the available resources, budget and
staff). Nevertheless, it is recommended to document also these processes defined by
pre-conditions and requirements to ensure all involved stakeholders are duly informed.

4 Evaluation of System Designed Based QUMMEL

QUMMELwas evaluated as presented in this section. An adaptive e-learning system for
tutoring the programming language C# was designed and implemented, aligning to the
dimensions of QUMMEL.More specifically, the e-learning system for C# programming
was used by university students and delivered ten different chapters and quizzes for
assessment. This adaptive e-learning system, usingQUMMEL,was evaluated by learners
and experts in the field of computer science and engineering. For the purposes of the
evaluation, the framework of Scheerens [21] was used. It is comprised of the following
indicators:

• Output indicators
• Outcome indicators
• Impact indicators

The Output indicators involve achievement measures, subject matter-based literacy
and competencies (e.g., learning to learn). The Outcome indicators involve attainment
measures, graduation rates, proportion of students, graduated without delay, drop-out
rates and class repetition rates. Finally, the impact indicators involve quality issues, social
participation rates, degree of social participation and skills shortages and surpluses.

In the evaluation study, the population was consisted of 10 experts who are faculty
members in Greek universities, 2 instructors who also serve as faculty members with a
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cognitive subject of programming languages and 70 university students. The students
were presented the learning platform and they used it for the scope of learning the pro-
gramming language C# for an academic semester. Special reference was given to QUM-
MEL and the population (both learners and experts) was explained in depth the quality
dimensions followed in the e-learning platform. After the interaction with the learn-
ing environment for the academic semester, the learners were given self-supplemented
scale questionnaires pertaining to their learning experience and QUMMEL. Indeed, they
paid attention thoroughly during their interaction with the system. The questionnaires
included 35 closed questions, as follows:

• 11 questions concerning the Output indicators
• 14 questions concerning the Outcome indicators
• 10 questions concerning the Impact indicators

The above questions were aligned to the Scheerens framework [21] and followed a
ranking from 0–5 (0 is negative and 5 is positive). Following, Table 1 depicts a small
sample of questions that were asked to learners and instructors.

Table 1. Sample of evaluation’s questionnaire.

N Questions

1 Rate your competencies in C# programming after the interaction with the system

2 Rate the assessment tool of the e-learning platform

3 Did you think to drop out (quit learning) during the interaction with the system?

4 Rate your social participation (collaboration with peers)

5 Rate your learning outcomes

6 Rate your acquired skills in C# programming

7 Rate the degree of personalization offered by the system

8 Rate your overall experience

9 Rate the quality of instruction

The evaluation results are very promising, generating a fertile ground for the incorpo-
ration of QUMMEL forMOOCs and e-learning quality enhancement. The results show a
high acceptance degree of QUMMELwhich tends to fortify e-learning environments and
offer a more effective and qualitative learning experience to students. Students declared
that their learning outcomewas achieved using the e-learning platform in a percentage of
82%. 88% of them stated that the assessment tool of the system was well-structured and
effective and 84% of them declared that their skills in C# programming were improved.
Their overall experience was very good as stated by 90% of them. Finally, 94% students
declared that quality was assured using QUMMEL and it is an integral framework for
promoting quality in e-learning.

Furthermore, the two instructors (faculty members in the field of programming lan-
guages) were posed several questions, such as: “Assess the drop-out rates of students”,
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“Assess the class repetition rates” and “Rate the quality of instructors”. Since the eval-
uation study seeks to assess QUMMEL, their answers in the third question need to be
underlined. Specifically, both instructors declared the high degree in quality of the e-
learning platform and accentuated the fact that QUMMEL can enhance the quality in
MOOCs and generally in e-learning.

Finally, the ten experts (faculty members in Greek universities) were asked to rate
QUMMEL. All of them declared that QUMMEL can indeed enhance the quality of e-
learning systems and proposed that it can serve as a guideline for future research efforts
pertaining to the design and implementation of MOOCs and e-learning systems.

5 Conclusions

This paper presents QUMMEL which is a model for ensuring quality in MOOCs and
e-learning in general. QUMMEL serves for better design of MOOCs, provides guide-
lines for quality development and evaluation while identifying key quality criteria for
better organization of e-learning. QUMMEL is based on the International ISO standard
ISO/IEC 40180 (former ISO/IEC 19796-1), the results from mixed methods research
quality surveys forMOOQs and semi-structured interviews, as well as the feedback from
MOOQWorkshops.

The evaluation results focusingmainly on the quality ofMOOCs and e-learning arose
from the incorporation of QUMMEL in an e-learning platform for C# programming
tutoring. They are very promising and can offer a fertile ground to foster quality in e-
learning. As such, future researchers can use the checklist of QUMMEL for designing
and building qualitative personalized and adaptive e-learning systems.

Future plans include the evaluation of QUMMEL by learners, computer experts,
facilitators and providers worldwide to the direction of creating an international standard
for ensuring quality in MOOCs and e-learning.
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Abstract. To review published literature on the use of technology and how it has
improved autistic children life style. A systematic review of the English litera-
ture was performed using the PRISMA guideline. Papers indexed in WOS and
Scopus databases were included, adjusted to a timeline between 2016 and 2020
and focused on mobile technology, interventions, improvement of social behavior
and communication and autism, aimed to describe the most used mechanism to
improve autistic life style. Thirty two (32) papers were included in the review.
We obtained 14 papers on the Scopus database and 18 on the WOS database.
The majority of studies evidenced the use of virtual reality, mobile devices, video
modelling and robots as themost common applications for autism therapies. Tech-
nology has caused an improvement in autistic children life quality. The develop-
ment of mobile applications, virtual reality applications and robots have showed a
positive impact reflected in the performance of daily activities and a better under-
standing of how they feel, how to behave, how to express themselves and interact
with others. Technology gives the opportunity to monitor children status; and
offers adaptability, safety, and accuracy of the information.

Keywords: Autism spectrum disorder · Autism therapies · Technology
intervention · Review of the literature

1 Introduction

Autism Spectrum Disorder (ASD) is a neurodevelopmental condition characterized by
difficulties in social interaction and communication [1]. Repetitive and stereotyped
behavior, visual fascination, adverse response to specific sounds, excessive smelling
and verbal and non-verbal communication are some features that characterize autism
[2]. Technology as an important tool, provides solution in any area. Health field has
received relevant contribution from technology [3]. Along the years, scientist around
the world have conducted researches which results have break paradigms in society,
introduced new concepts and developed devices that have improved life quality of indi-
viduals. Technology has also generated changes in social schemes [4]. It allows to study
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the human body trough sensing, scanning, and some other techniques, enabling to make
a deep search and obtain reliable results in a short time.

Related to the autism disorder, the literature shows how technology applications have
been used to improve the life quality of children with autism. For example, with the use
of collaborative virtual environments [5]. By the other hand, considering they avoid face
to face communication, interact with animated dolls like avatars or robots help them
to lose fear and gain security [2]. It promotes the concentration, the identification of
patterns and confidence [2, 6]. This is a reason why this type of applications has been
incorporated in the education field [7–9]. This study has the objective to review published
literature on the use of technology and how it has improved the life quality of children
with autism, based on the prism methodology. Video modelling, virtual environment,
robots andmobile technology are themost used technological interventionwith a positive
impact.

Themain objective of this study was to review published literature on the use of tech-
nology and how it has improved autistic children life quality. Specific research questions
were: a)What type of technology has been used as therapies in autistic children? b)What
type of technology is commonly used and is the most appropriate in therapies for autistic
children? c) What are the challenges of technology in autistic children life quality? The
paper is divided in four sections: the first one corresponds to the introduction. The second
section describes the methodology and results. The third one describes the conceptual
development and the fourth one the conclusions.

2 Methodology

We followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) guidelines to perform a systematic review of the literature on technology and
its main contribution to the autistic children life style [10, 11]. Studies were included if
they: (1) were primarily focused on technology and/or autism life quality; (2) involved
technological and some non-technological therapies or interventions (3) described the
improvement in children dailies activities; (4) studies that required participants that used
mobile devices, wearables, video game consoles and/or robotic toys; (5) were published
in English language between 2016 and 2020; (6) were published as journals papers or
proceeding papers [12].

Studies were excluded if a) they were related to autism in teenagers, young adults
or adults; b) they were not related to autism; c) they were not related to therapies for
autism; d) results published previous 2015; e) not written in English. We performed two
deep searches in the cross-domain databases Scopus andWeb of Science using the query
defined for this study. In thefirst searchweobtained599 results. Thenwefiltered applying
the exclusion criteria brieflymentioned below, eliminating the duplicated documents and
obtaining 172 papers.

We included in the review a total of 32 publications. These were selected from 599
results (Fig. 1) with references discarded for not being related to autism or therapies for
autism; for irrelevance of subject area and source (e.g., procedia computer science, cell)
and to the source type. Virtual reality, mobile devices, video modelling and robots are
the most common applications for autism therapies (Figs. 2, 3, 4 and Table 1).
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Fig. 1. PRISMA diagram of the literature review process. Own source.

Table 1. Queries performed in two research databases.

Database Query Results Papers retained

Scopus (Autism) AND (children) AND (technology) AND
(Autism therapy)

347 14

Web of Science (Autism) AND (children) AND (technology) AND
(Autism therapy)

252 18

Fig. 2. Main finding by field. Own source.
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Fig. 3. Results by specialized data base. Own source.

Fig. 4. Typology of publication results. Own source.

3 Conceptual Development

Due the advances of technology, emerging solutions and trends are appearing in all
fields [5]. Significant technological progress impact the life quality of individuals, which
is reflected in a several factors like cultural, educative and economics [13, 14]. The
authors [15] express in their job that “the technological evolution has created several
convenient approaches to deal”, which is true because nowadays we can find any kind of
applications, solutions and contributions that impacts Health and Education. According
to the review of the literature, technologies studies related to autism and life quality
have emphasized on four types: video modelling based instruction, mobile technologies,
virtual environments and robots [16–20]. The incursion of technology and ICT have
generated new techniques which include mobile applications, wearables, Internet of
Things or virtual environments [21–35]. Some studies have emphasized on four types of
technologies, which are practical and usefull for autistic children, these ones are: video
modelling based instruction, tactile devices, virtual environments, and robots [15].
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3.1 Video Modelling Based Instructions and Tactile Devices

Video modeling (VM) is a good-practice used to teach social communication and daily
living skills to students with autism [36–41]. Some studies have shown the effectiveness
of this technique in the improvement of social capabilities [42] with Autism). VM con-
sists in the imitation of patterns or situations recreated in a video, it helps to analyses
the human behavior in children with autism [43].

Studies reveal the effectiveness in developing targeted skills and its achievement.
Animated video modelling may contribute to a rapid acquisition of the attention and
social engagement [42] (Fig. 5).

Fig. 5. Video modelling and tactile device [26].

Childrenwith autism have a strong fascination for technology. The incursion of touch
screen technologies have generated a transformative and positive effect in their lives.

Mobile applications promote the learning of abilities like the pronunciation and
meaning of words, identification of colors and animals, numbers, clothes or seasons [44].
However, there is a large list of existing apps that can be downloaded from the App store
or Google Play Store. These app are focused to help with a certain disability, there are
ones for individuals with limitation of speak and deficiency of reading [26]. These type
of technology has contributed positivity in the improvement of communicative abilities
and learning. Some achievements are that ASD children can express themselves through
simple sentences based on basic pictures; reread a phrase or write easy sentences [5].
This type of technological contributions help not only children with autism to have a
better life, but also their parents, teachers and relatives to understand them better. The
motivation plays an important role. The author [42] explain the use of an app to schedule
dailies activities. Every task schedule corresponds to a goal for their children. The study
[42] describe the functions of an app called TalNA. It is a touch screen learning based
application designed to facilitate the learning of basic numeracy. Like other apps, they
can be downloaded from the App Store or Google Play Store.

3.2 Virtual Environments

Virtual reality (VR) has been used for training autistic individuals since a long time. It has
been proved a real effectiveness for the development of social skills, and how to perform
daily activities [30]. The literature shows how it has been implemented to face several
situations.Many serious games have been created to improve social interaction in autistic
individuals [33]. The authors [34] uses virtual reality to teach autistic children how to
cross the street and how to take a bus. The authors [35] developed a virtual environment
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to promote independent functioning among the autistic community. In this order, [36]
developed a virtual environment called VR4VR System, for vocational training (Fig. 6).

Fig. 6. Virtual reality therapy [37].

The main contribution of virtual technology to the community is focused into teach-
ing how behave and to interact with others. Being understood is an increasingly chal-
lenge nowadays, especially for them. Virtual reality gives them the possibility to express
themselves and to be understood. It also facilitates learning process because its strong
connection to a new and playful world, also due the lack of interaction with real people
[37]. Furthermore, there are studies related to the use of technological accessories like
virtual glasses or eye tracking. It helps to determine how engaged a children is with the
virtual world by tracking the eye movement and their facial expressions [37].

3.3 Robots

Some interventions with technology are related to the interaction with robots. The idea
of using robotic devices in autism therapies began in 1976 thanks to the study held
by Weir and Emanuel [39] whom used a small wheeled robot with a seven years old
autistic boy. Since then, there have been applications focused to improve social and
cognitive skills. The emergent robotic and technological literature has demonstrated
that individuals under the autism condition have preference for robotics toys over non-
robotic ones [40], that is an explanation why this technology is used as a therapy too.
The authors [41] explain that humanoid robots are used for therapies that involves social
or learning aspects (Fig. 7).

Fig. 7. Autism therapy with robots [42].

Robots has less sensory and social cues than people, so children with autism feel
confident and safe using them. Robots are considered as one of themost popular practical
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application, that grows dynamically and that is good for autistic therapies.However, there
still work to do in the field.

4 Conclusion

The literature shows an extended work in studies related to technology and children
with autism, which is evidenced in the 347 results found in Scopus and 252 found in
Web of Science. Despite of the technological contribution that technologies like virtual
environments,mobile technology, robots andvideomodelinghavedone to contribute into
the autistic community, they have not been validated clinically by health professionals.
The Gartner graphic shows that the autism and technology field will continue growing
in future years, evidencing the importance to cooperate and work closely with health
experts. The authors consider this is an increasingly field of application.

The most relevant documentation obtained from the review of the literature demon-
strate important input in autism, reflected in the 100% work published in the highest
impact factor journals and proceedings in WOS and Scopus. The 78% of the results
highlight the contribution of technologies to improve learning, social and communica-
tive abilities through videomodeling, virtual environments andmobile technology. Only
the 22% of the literature was related to robotics interventions for autism. However,
since 2018 studies related to robots, virtual environments and mobile technologies have
increased. The review of the literature evidenced that autism can be diagnosed at early
stages. Also, that children and teenagers with autism have a strong fascination for tech-
nology. This is an important outcome because it demonstrates that technology can con-
tribute in the field, improving social and educational learning, behavior and life quality.
As a conclusion, technology does impact in children with autism life quality. The authors
consider this is an increasingly field of application that will impact the easily adaptation
of children with autism.
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Abstract. Mild cognitive impairment (MCI) affects an increasing number of the
elderly. MCI is in many cases the first sign of dementia, which is one of the
main reasons for disability in the elderly worldwide. In people with MCI, it is
essential to regularly evaluate their cognitive status due to the uncertain course of
symptoms, that is not completely achievedwith traditional assessment procedures.
Technological advances, especially in mobile and portable devices, have made
possible the delivery of new forms of cognitive training and new methods for
cognitive evaluation of healthy older adults or of individuals with MCI. Easy to
use and engaging applications can serve as a new means of providing enjoyable
cognitive interventions that offer the required commitment of their users. The
ability of long-term, remote and autonomous monitoring of the cognitive course
of individuals in combination with new technological measures, new specialized
algorithms and built-in sensors in their mobile devices offer new data streams to
clinicians and the possibility of timely and personalized intervention. This review
presents existing cognitive interventions and evaluation studies in adults with or
without cognitive impairment, that utilized mobile devices in this context. Their
encouraging results provide the breeding ground for the proposal of developing
new interventions on future research, that will take advantage of the potentials and
prospects of mobile digital devices technology.

Keywords: Cognition · Impairment ·MCI ·Mobile devices · Intervention ·
Training · Evaluation · Long-term · Remote

1 Introduction

Mild cognitive impairment (MCI) refers to the condition that is characterized bymemory
impairment, learning difficulties, and decreased ability to concentrate for more than
short periods of time in a task. Individuals suffering from MCI may also experience
mental fatigue when performing mental tasks or difficulties in the learning process.
They may also show noticeable declines in attention and memory functions as well as
decay in cognitive functions such as attention, language, and reasoning. [1]. MCI based
on the skills affected is categorized into AmnesticMCI (aMCI) where memory is mainly
affected and Nonamnestic MCI where thinking skills and other cognitive features are
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primarily affected [2]. These minor changes in the cognitive abilities of individuals are
perceived by relatives and friends but not by third parties and are worse than normally
expected for healthy older adults in normal aging. Individuals with MCI do not present
severe enough symptoms to interfere with their daily life, and to diagnose dementia [1].

The clinical syndrome of Dementia, usually of a chronic or progressive nature, is
caused by several brain diseases that affect memory, cognitive abilities and behavior
of individuals, compromising their ability to support daily life activities. Although it
is typically caused by age-related pathophysiological processes, it is not a normal evo-
lution of aging [3, 4]. Among the diseases that cause changes in the brain, resulting
in loss of neurons and the consequent appearance of dementia [3, 5] are Alzheimer’s
disease, Cerebrovascular disease, Lewy body disease, and Fronto-temporal lobar degen-
eration (FTLD), including Pick’s disease. There are also mentioned and rarer causes,
such as Parkinson’s disease, progressive supranuclear palsy, multiple sclerosis, and oth-
ers, where there is an increased risk of developing dementia. Alzheimer’s disease is the
most common cause of dementia and responsible for 50% to 80% of all dementia cases
[3, 5].

Although Dementia can occur at any age, it is more common in older people, intro-
ducing one of the major causes of disability and dependency among them worldwide.
The pathophysiological chain of dementia begins up to 20 years before the onset of
obvious clinical symptoms and affects each person in a different way. Before the onset
of dementia, individuals usually develop MCI [6, 7]. There are some patients with MCI,
that will turn out to have a different, often treatable, cause such as by anxiety or depres-
sion [8]. Some individuals facing MCI are possible to return to normal for their age
cognitive function or remain stable, but a significant proportion of those, mainly with
gradual memory loss, are expected to develop dementia, usually Alzheimer’s disease [3,
7–9]. It is estimated that up to 20% of individuals at the age of 65 or above have MCI
from any of the aforementioned causes [8].

Despite global research efforts that prioritize research in this area, there is still no
cure for any of the irreversible causes of dementia or treatment to change the course of
the disease [14]. As for Alzheimer’s disease, which is the leading cause of dementia,
none of the approved by the US Food and Drug Administration (FDA) pharmacological
treatments can delay or stop the progression of the disease, only to temporarily improve
symptoms [3].

The research community is also particularly interested in non-pharmacological treat-
ments that target various aspects of the disease. Non-pharmacological interventions aim
to maintain or improve cognitive function and the ability to perform daily activities,
as well as to reduce behavioral symptoms. In these interventions and the consequent
studies, participants are not only individuals with symptoms of dementia or MCI but
also normal cognitive individuals who would like to prevent dementia or delay cognitive
impairment [3]. This kind of interventions that aim at cognitive training and stimulation,
offer benefits in various areas such as memory (episodic, semantic, working), language,
attention, processing speed, visuospatial and functional abilities, anxiety and depression,
daily activities, and overall quality of life, and therefore are effective in people withMCI
[10]. However, these interventions, despite their benefits, also show high abandonment
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rates, due to the cost (money and time) and the symptoms of apathy or depression that
are often present in older people, facing memory difficulties [11].

2 Technology

Diagnosis, assessment, andmonitoringof cognitive function for individualswithMCI are
the same as for dementia. Assessment is performed in clinical settings using interviews,
standardized neuropsychological assessments, and cognitive tests [12]. These methods
of assessing cognitive status are resource-demanding, and in addition the time between
each monitoring can be longer than 6 to 12 months [12]. As a result, clinicians find
it difficult to follow up on the patient’s cognitive status, as they do not have access to
data of improvement or decline in the patient’s cognitive function in the interim [13].
However, individuals with MCI should be re-examined at regular intervals due to the
uncertain course of cognitive impairment, which may worsen, improve, or remain at the
same level. Therefore, the detection of changes in people withMCI should be immediate
in order to modify, if necessary, the management of the patient in a timely manner [2].

Advances in technology and information science have led to the development of cog-
nitive interventions that utilize computers, mobile devices, virtual reality, and interactive
video games, providing improved accessibility, usability, interaction, and real-time feed-
back. The increase in the number of adults at the age of 65 or older using smartphones,
combined with new applications and sensors applied to mobile devices, has allowed the
exploitation of new data streams in order to identify sensitive indicators for monitoring
cognitive impairment. In addition, applications in the form of games can provide targeted
cognitive training programs leading to improvement in mobilization deficits [11]. These
tools made possible for patients to screen their cognition and monitor their condition by
incorporating them into their daily activities. The new methods offered unattended and
personalized interventions in individuals with as much independence as they desire, in
their home environment [14]. In addition, it enabled long-term monitoring by frequent
or continuous evaluation of their performance variability, allowing the remote, regular
and discreet collection of data.

3 Surveys with the Utilization of Mobile Devices

The potentials and prospects for the exploitation and integration of mobile and portable
digital technology have increased research into the evaluation of cognitive impairment
and the development of more effective non-pharmacological interventions. Many exist-
ing evaluations and cognitive training interventions have been formed inmobile-friendly
versions, while new ones have been developed specifically for mobile platforms.

CogState is a brief computerized cognitive battery that requires minimal adminis-
trative oversight. CogState evaluates psychomotor speed, visual attention, learning and
attention, workingmemory, spatial workingmemory, learning efficiency, and error mon-
itoring. The system records, the reaction time, the accuracy, the average correct moves
per second, and the total number of errors. Mielke and colleagues (2015) analyzed the
performance of the two CogState versions for PC and iPad. The speed and accuracy
of the participants were slightly better on the computer, but the participants stated that
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they believed their performance was better on the iPad version. In addition, data analysis
revealed that older people with little PC experience and arthritis or tremor performed
better in this version of CogState. The researchers also examined the performance of
a lighter version of CogState both at home, using the iPad, and in a clinic, using the
PC. They recruited 194 non-demented individuals aged 50 to 69 years, for a period of 6
months. The analysis showed that the participants’ accuracy did not differ, but the speed
at which they completed the tests was better at those utilized iPad [15].

Based on the observation, that cognitive training packages are usually repetitive and
boring, Savulich and colleagues (2017) developed a memory game, the iPad gamified
application Game Show. Visually appealing screens and music were used to make it fun,
motivational, comprehensible and suitable for this age group. Developers tested its effect
on both cognitive function and participant motivation on two separate groups of patients.
The cognitive training group consisted of patients who used the game on an iPad and
the control group that was following a traditional program at a clinic. Patients in the
cognitive training group were found to have improved episodic memory and high levels
of commitment. This, according to the researchers, demonstrates that digital cognitive
training can be used to enhance memory and motivation in patients with MCI [11].

The iBeni app was developed for the Android operating system and aimed to stim-
ulate cognition, improve cognitive functions, and slow cognitive impairment in healthy
older adults or older adults with MCI. The developers of the application conducted a
study in order to analyze the effect, viability, and impact of a cognitive stimulation
application on mobile devices, such as the iBeni app. They divided the participants into
two groups the experimental group, that used the iBeni app on a 10.1-inch Samsung
Galaxy Tab 4 tablet and the control group, that followed a traditional paper and pencil
training. The difficulty of the iBeni’s exercises was increased automatically, based on the
user’s progress. Both groups increased their scores on neuropsychological assessments,
however, the experimental group scored better in the evaluation, as the participants were
able to perform the exercises repeatedly. This, according to the researchers suggests that
more frequent and larger interventions are required [16].

DOREMIproject (Decrease of cOgnitive decline,malnutRition and sedEntariness by
elderly empowerment in lifestyle Management and social Inclusion) aimed to promote
active aging by improving nutrition and strengthening areas such as physical activity,
socialization and the cognitive function of elderly healthy individuals and individu-
als with MCI. In the context of the intervention, a gamified environment suitable for
tablet devices was developed, implementing the four distinct promotion areas of the
project (cognition, exercise, social interaction, and healthy eating). Scase and colleagues
examined the adherence of individuals with MCI, to the DOREMI environment. The
analysis revealed high levels of motivation among the participants, encouraged by the
gamification of the environment [17].

The VSM (Virtual Super Market) is a virtual reality application, that simulates the
daily activity of shopping in supermarkets, and is suitable for any Android tablet device.
VSM aims at visual and verbal memory, attention, spatial navigation, and executive
function, and requires the simultaneous activation of various cognitive processes. The
application records and presents statistics about the user’s performance, such as the
number of correct and incorrect items purchased, and the total time required to complete
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the activity. Zygouris and colleagues examined whether a virtual reality application for
cognitive training, such as VSM, could be used as an assessment tool for MCI. The
analysis of the data collected from the conducted research showed a high degree of
correlation and a satisfactory classification rate in the differentiation of healthy older
adults and patients with MCI [18].

Also, Zygouris and colleagues, evaluated whether monitoring the long-term perfor-
mance of older adults in a virtual reality application, could provide useful diagnostic
information for their cognitive assessment. For this purpose, they utilized a modified
version of the virtual reality application VSM, the VSM-RAR (VSM-Remote Assess-
ment Routine) and recruited parfticipants, that were familiar with the VSM application.
All the participants used the self-managed VSM-RAR application on a tablet device in
their familiar home environment. The researchers conclude that remote MCI detection
via virtual reality applications is possible, while specialized algorithms integrated into
the software would allow it to function as an early warning for signs of cognitive decline
[19].

4 Discussion and Conclusion

Early detection and intervention through cognitive evaluation, training, and rehabilita-
tion can assist patients with MCI to maintain or even improve their cognitive function
[20, 21]. The aforementioned studies indicate that mobile devices coupled with serious
gaming applications, provide opportunities for the exploitation of new data streams that
could help improve of health care provided to elderly patients with or without cognitive
impairment.

Furthermore, the multimedia content and the gamified form of interventions provide
the desired incentive to overcome the high abandonment rate of cognitive training pro-
grams by improving motivational deficits. Also, these forms of intervention have low
administration costs, allow the self-administrative monitoring of participants’ long-term
cognitive performance, in their familiar home environment.

According to the bibliography patients with MCI may improve, remain stable, or
decline cognitively over time. That is why it is recommended, for patients diagnosed
with MCI, clinicians to perform serial assessments over time in order to monitor for
change in their cognitive status [2]. So, if differences are identified, the diagnosis and
thusmanagement and treatment to be informed properly and immediately.Unfortunately,
this is not always possible, so clinicians do not have the necessary regular data required
to follow up on the patient’s cognitive status [13]. Cognitive interventions that utilize
mobile devices can contribute in this direction.

Of particular interest would be the effort to integrate on the technological advance-
ment of digital devices, algorithms that will value for both the patients’ performance in
the corresponding applications and their medical and cognitive profile. The subsequent
individualized intervention could be effective and efficient to support differentiated cog-
nitive training. Finally, research in the field of digital mobile devices, new data streams
and specialized applications could deliver greater accuracy and detailed measurements
of cognitive assessment. These tools could serve as an effective instrument to support
and improve the lives of people who face cognitive impairment, and the promotion of
timely and optimal intervention.
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Abstract. In recent years there has been a great increase in research on cognitive
enhancement issues of students and adults. For this purpose, different interventions
and a variety of strategies have been proposed. According to previous studies,
mathematical problem solving is a related intervention, as it has been argued that
frequent involvement in such process is positively related to the improvement
of one’s cognition. This article presents the design and the first results of an
exploratory qualitative research that investigate the effect ofmathematical problem
solving on the cognitive enhancement of the elderly. The findings of this research
confirm the aforementioned belief and implicate that a study accompanied by the
appropriate neuroimaging techniques should be conducted.

Keywords: Problem solving · Cognitive enhancement · Qualitative research
method

1 Introduction

One could argue that life is nothing more than a constant state of problem solving. In
order to satisfy our needs from the most simple and basic ones to the most complex and
elaborate, we are daily called to solve a problem [1, 2]. Having to combine data with
premises in order to achieve a certain goal, a desired result is what lies in the heart of
problem solving.

There are many methods, strategies and techniques of solving a problem and the sci-
ence particularly dedicated to solving problems and continuously inventing or evolving
already existing ways of solving problems is Mathematics. Solving problems in general
and especially in mathematics is, without a doubt, a very mentally active task [3, 4].
Consequently, a question is risen: “While solving a mathematical problem, does one
have a hidden, fractionally subliminal benefit, other than the obvious one of solving
the problem itself?”. In other words, how does one benefit from such a process and
what does our brain gain, in general, from this engagement with mathematical problem
solving? The neural circuits and mechanisms needed for such a mental endeavor and
their interconnection with the augmentation of brain activity are subjects examined by
cognitive science with the ultimate goal to provide cognitive enhancement [5–8].
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As a species, one characteristic that describes us and distinct us from other species, is
that after becoming aware of our consciousness and mental capabilities we continuously
seekways to increase and enhance them [9]. This never-ending upward helix of cognitive
improvement that we, as humankind, ascend, can be observed throughout history in
all kinds of civilizations and societies. This urge to overcome ourselves and evolve
cognitively has led us to various kinds of inventions and has been a driving force in
different scientificfields. For instance, symbolic language,written language and after that
the invention of printing press have helped us communicate, accumulate and exchange
knowledge and information. A quick look at the progress in cognitive enhancement
throughout the last decades will reveal that the scientific mindset is mostly oriented
in drug induced enhancement, called pharmacological cognitive enhancement, a swift
way to refine and upgrade brain capacities, but at what cost? Every drug comes with
contraindications, so pharmacological brain enhancement is not suitable for everyone
and additionally, it is claimed to be unethical [10]. Therefore, the trend in cognitive
enhancement during the last decade has shifted towards non-pharmacological ways [10–
16]. As a consequence, a relatively new emerging field of cognitive neuroscience, that
of the neuroeducation, has the leading role in this approach.

What is called cognitive science could be perceived as the convergence point of a
group of different scientific fields, many of which are considered unrelated to each other
or at least fields with different scientific interest in general [17, 18]. This diversity and
combination of many different scientific views and theories is what gives cognitive sci-
ence its multidisciplinary character. The main goal of cognitive science is to study the
human brain, its activities, the processes that take place during a task, such as solving
a problem, in order to understand the way the human brain works and how one could
improve its performance. In particular, educational neuroscience is one of the domains
of cognitive science that specializes in neural mechanisms of the brain that are responsi-
ble for procedures such as acquiring information through our sensory organs, as well as
embodying this information and transforming it into what we call knowledge [19, 20].
In other words, neuroeducation thoroughly studies the way our brain learns something.
Among other things, neuroeducation is interested in how one can overcome learning
disabilities and amplify their brain performance through a non-pharmacological inter-
ference [21, 22]. Hence, the principal aim of this paper is to study and prove that by
using such means and specifically mathematical problem solving, it is possible for one
to achieve the so desired cognitive enhancement.

2 Literature Review

There is a considerable amount of literature on cognitive enhancement. Most of it is
dedicated in research and studies on pharmacological cognitive enhancement, that is the
improvement of one’s cognitive skills and brain activity using pharmaceutical means.
Nevertheless, there aremanyotherways of non-pharmacological cognitive interventions,
sometimes considered more efficacious and better suited for certain patients [14]. Such
interventions may be related to nutritional and sleeping habits of a person, as well as
physical and mental exercise. Studies have established that brain training in a frequent
base can upgrade cognitive abilities among the elderly whether they have a mild brain
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degenerative disease or not [23]. Problem solving has been used as a type of cognitive
training. In particular daily mental training by solving mathematical problems such as
basic arithmetic problems, is capable of improving cognitive functions and is related to
ameliorated scores in Frontal Assessment Battery (FAB) and Digit-symbol Substitution
Tests (DST).

One should not neglect the fact that most of the studies and researches that show
the association between mathematical problem solving and cognitive enhancement were
conducted on children. Some of these studies have shown that word problem solving
using specified cognitive strategies help children to boost certain cognitive abilities such
as their working memory capacity and their controlled attention [24].

An abundance of studies mostly conducted with the help of computer-based training,
have provided evidence that cognitive enhancement can be achievedwith unconventional
means. For example, the use of Video Games and mostly Action Video Games (AVG), is
very common in these studies. Students that were assignedmathematical exercises in the
form of a video game have shown improved cognitive abilities. Some of those improve-
ments were related to the reaction time of calculating an expression or displayed an
upgrade in processing speed and better hand-eye coordination [13]. Similar experiments
on second grade pupils have yielded that video games assisted children in increasing
their accuracy concerning mental calculations and that working memory capacity is
positively linked to better skills in arithmetic and problem-solving speed [25].

There are also studies that correlate in a positive way the usefulness of action video
games regarding adult cognitive enhancement. For instance, it has been proved that
cognitive abilities such as multitasking performance, reasoning and working memory
decline linearly across one’s lifespan [26–28]. In addition, many adults have demon-
strated significant improvement on standardized assessments of complex mathematics
after rigorous training with action video games. Their mathematical processes relying
on approximation were improved, as well as their attentional skills.

It is very clear that this extended literature has explored and continues to explore
many aspects of non-pharmacological cognitive enhancement. In the present study, an
attempt will be made to enrich the literature through a qualitative research approach,
exploring how mathematical problem solving contributes to cognitive enhancement.

3 Research Methodology and Problem Categorization

For the purposes of this paper a qualitative approach was adopted. A diverse group of
mathematical problems and riddles, as well as a questionnaire were administered to 16
adults. Given the current measures enforced by the Greek government due to the Covid-
19, certain technical limitations arose regarding the means of conducting the research.
In order to overcome those hindrances, the means used to conduct the research, which
was initially designed to be carried out in person, were instead posted to the participants.
As far as the questionnaire concerns, a few additional sections were composed. The first
one was a survey which made it possible for the researchers to collect data concerning
the profile of the participants.

The problems selected for this research, were chosen to be simple requiring no
advanced mathematical background. The level of mathematical technicality involved



196 I. Saridakis and S. Doukakis

was maintained at high school level, as the main purpose of the research was to study
the cognitive effects of solving a problem, rather than the ability and efficiency of the
participant at solving a mathematical problem. As a matter of fact, one principal claim
of this study is that one could have an improvement of its brain activity merely by trying
to solve a mathematical problem regardless of their provision of a solution.

Furthermore, it is worth mentioning that the problems were categorized concerning
the different kinds of stimuli existing in their presentation or the potential requirement
of different kinds of stimuli a participant could employ in order to reach a solution. For
instance, some of the problems were simple arithmetic problems where the participant
had to calculate the exact value of an expression or a simple utilization of a formula was
required for the problem to be solved. An example of a problem posed is the following:

Howmuch money would have to be invested at 0.01% interest compounded weekly
to be worth 10,000e after 10 years?

To solve this problem someone has to remember the formula of compound interest
learnt in high school,

A = P
(
1+ r

n

)nt

where A= future value, P= Principal (initial value), r= Interest rate, t= time and n=
number of times compounded in one “t”, or to try to create the formula in order to solve
the problem.

Another category was riddle problems focused on visual or visuospatial stimulus.
In this category there were problems that included some type of visual aid in their
presentation or problems that would probably lead the participants to devise their own
visual aid in order to solve them. One of those problems was (Fig. 1):

Someone wants to make a dice. But only one of the following nets makes a dice.
Which is the correct one?

Fig. 1. Dices

An example of a problem not providing a visual aid, but most likely requires one is
the following:



Mathematical Problem Solving and Cognitive Enhancement 197

Suppose an analog clock whose both time and minute hands move at the same
pace as a regular one but in the opposite direction. Someone wants to execute a
recipe and the only available instrument of measuring time is the above-mentioned
clock. This recipe requires 15 minutes of preparation and 1 hour and 30 minutes
of cooking. If the execution of the recipe starts when the reading on the clock is
11:35, what time will the clock show when the food is ready to be served?

4 Research Procedure and First Findings

Sixteen adults, both male and female were selected for the research. With respect to the
sampling method, the sample could be described as a combination of convenience and
voluntary response sample. This sample was selected for the study because it was easy
for them to participate, it was quick for the researchers to find them and the cost was
low. Since it was a convenience sample, the results cannot be generalized.

The average of the participants was 46, 5 years old and the age range was from 28
to 65 years old. The participants were of different educational attainments, nonetheless
not one of the participants had a solid mathematical background so as to be considered
favored in comparison with the rest of the participants.

Firstly, instead of ameeting that would have been scheduled to be held in person with
each participant, a preliminary section was added to the questionnaire. At this section
the participant were introduced to the forthcoming procedure and the requirements they
had to fulfil. In addition, they were asked to complete a brief demographic survey. After
that section, each participant had to proceed to the crux of the questionnaire which
consists of a set of problems. Specific orders were given related to the time span the
problems should be solved and the means one could use in order to do so. Moreover,
each participant was instructed (as supplementary part of the questionnaire) to compose
a self-assessment report, in which they had to describe their experience and speculate
about their performance. Afterwards, the questionnaire and solutions of the problems
were collected by the researchers and a final set of questions had to be answered, the
main purpose of which was to explore and record signs of cognitive enhancement in
each participant.

The research is ongoing and after its completion, the final findings will be extracted.
However, after the second meeting, it appeared that active and frequent involvement in
mathematical problem solving contributes to cognitive enhancement, according to the
views and self-assessment of the participants. As already mentioned, due to the conduct
of the research with a convenience sample, the findings cannot be generalized, but can
be confirmed through triangulation with other methods and methodologies. Therefore, a
subsequent step of this study could be its confirmation using brain imaging techniques,
such as functional magnetic resonance imaging (fMRI) and electroencephalography
(EEG) in order to solidify and generalize its findings.

5 Conclusions

In the present study, a literature review of researches and non-pharmaceutical techniques
for cognitive enhancement was initially attempted. Then, according to the literature,
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the importance of problem solving with the aim of cognitive enhancement emerged.
Afterwards the research design that aims to examine the cognitive enhancement of
adults as they are involved in a consequence of solving mathematical problems was
presented. Qualitative research was chosen using a convenience sample and therefore
the results cannot be generalized. According to the participants, their involvement in
solving mathematical problems contributes to their cognitive enhancement.

The research is ongoing and after its completion, the final findings that will emerge
are possible to contribute to the existing literature and give the opportunity for new
studies that will utilize neuroimaging techniques.
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