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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19–24, 2020. Due to the COVID-19 pandemic and
the resolution of the Danish government not to allow events larger than 500 people to
be hosted until September 1, 2020, HCII 2020 had to be held virtually. It incorporated
the 21 thematic areas and affiliated conferences listed on the following page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the volumes of the proceedings published before the
conference. Additionally, 333 papers and 144 posters are included in the volumes
of the proceedings published after the conference, as “Late Breaking Work” (papers
and posters). These contributions address the latest research and development efforts in
the field and highlight the human aspects of design and use of computing systems.

The volumes comprising the full set of the HCII 2020 conference proceedings are
listed in the following pages and together they broadly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all Thematic Areas and Affiliated Conferences for their valuable contribu-
tions towards the highest scientific quality and the overall success of the HCI Inter-
national 2020 conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, conference general chair emeritus and
conference scientific advisor, Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis
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• HCI 2020: Human-Computer Interaction
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HCI International 2020 (HCII 2020)

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/board-members-2020.php



HCI International 2021

The 23rd International Conference on Human-Computer Interaction, HCI International
2021 (HCII 2021), will be held jointly with the affiliated conferences in
Washington DC, USA, at the Washington Hilton Hotel, July 24–29, 2021. It will
cover a broad spectrum of themes related to human-computer interaction (HCI),
including theoretical issues, methods, tools, processes, and case studies in HCI design,
as well as novel interaction techniques, interfaces, and applications. The proceedings
will be published by Springer. More information will be available on the conference
website: http://2021.hci.international/

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2021.org

http://2021.hci.international/ 

http://2021.hci.international/
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Abstract. Currently, there is a major lack of funding for research regarding
Down syndrome (DS) cases compared with other conditions. As a result, it is
clear that in today’s world, the development expectations of individuals with DS
have been underestimated. A common problem in this environment occurs
because many children with DS have dexterity issues that make manipulating
small objects and grasping a pen particularly difficult. In an attempt to provide
DS children with the ability to write longer with no discomfort, our proposed
solution is a novel attachable pen grip that quantifies forces applied by the
human hand while grasping the pen to write. Initially, data from a compre-
hensive questionnaire was collected on grip styles, writing speed, and how many
words are written. Several other research methodologies were used, such as
surveys, observations and interviews. Participants included experts, specialists,
individuals with DS and families of children with DS. In executing this work,
we gained a better understanding of the difficulties the child is facing and we
were able to refine the design to best accommodate their needs. The market gap
and limited writing tools for children with DS motivated this study to create the
suitable product to reduce cramping, improve handwriting practice and to fulfil
the physical and emotional need for children with DS. The overall potential
benefit of the envisioned product is to improve the quality of life for these
children and ease the minds of their caregivers.

Keywords: Design � User experience � Usability

1 Introduction

Down Syndrome (DS) is a genetic disorder caused when an abnormal cell division
results in an extra copy of chromosome 21. According to the world health organization,
the estimated incidence of DS is between 1 in 1,000 to 1 in 1,100 live births worldwide
[1]. There is a major lack of funding for research in this area compared with other
disorders. As a result, it is clear in today’s world that the development expectations of
individuals with DS have been underestimated. It is now encouraged to enroll children
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with DS in regular schools with regularly developing children, because it is shown that
the task-rich environment of general population classrooms pushes them to achieve
more especially with writing and reading tasks [2, 3].

A common problem in this environment occurs because many children with DS
have dexterity issues that make manipulating small objects and grasping a pen par-
ticularly difficult. These dexterity issues are related to multiple factors including
loosened joints and ligaments. The thumb joint can be particularly lax causing addi-
tional difficulties when manipulating small objects and developing pencil control [4].
Abnormal hand formation also contributes to this difficulty, as they have shorter fingers
and smaller hands and some of them may even lack some of the wrist bones. [5]. In
addition, hypotonia is present with low muscle tone that leads to reduced muscle
strength [6].

Learning any motor skill requires practice. As the neural pathway gets exposed to
the same movement over and over again, it gets comfortable and better at performing it.
Moreover, active practice of motor skills helps with strengthening the muscles used to
perform that particular task [7]. Children with DS have inefficient motor-neural path-
ways, they need more practice than typically developed children. However, hypotonia
and loosened joints in children with DS make the learning process of writing partic-
ularly difficult leading them to feel discouraged and have shorter practice time. In an
attempt to provide DS children with the ability to write longer and with no discomfort,
we propose a writing-aid that was co-designed with the target user population. The
purpose of this paper is to bring awareness to the barriers that children with DS have
during handwriting practice. This paper also promotes human centered design and
shows how working with the user as a co-designer via interviews and feedback can lead
to the development of usable and useful solutions.

2 Background

2.1 Problem Background

Currently, there are a number of grips and new tools that are available in the market
that aim to ease the writing process for children with disabilities, however, they are not
effective with DS [8]. In fact, a research study carried out in Mumbai to examine the
difference between grip strength in children with DS and children without DS proved
that those that have it exhibit 60% less grip strength than those without it [9].
Therefore, the grips that are currently available in the market are not considering the
difference of muscle strength. This market gap and limited writing tools for children
with DS motivated this study to create the suitable product to reduce cramping,
improve handwriting practice and to fulfil the physical and emotional need for children
with DS. This is achieved by choosing the right grip design and the right user interface.

Potential Grip Design. Our grip has a triangular shape which helps with achieving a
tripod grip which is accomplished by grasping the pen or pencil by the thumb, index,
and middle fingers. That is unique to the triangular shape because unlike the regular
round pen grip, it has an indentation that aids in the adoption of a tripod grip. We aim
for a tripod grip because experts and occupational therapists encourage it as it provides
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the hand with a wide range of motion while minimizing strain and pressure on the hand
muscles and joints [10].

User Interface. The grip will be able to communicate inclusively by notifying the user
about the strength of the grip through an intuitive and simple interface. It’s simply a
face that changes expressions depending on the pressure applied. For example, a happy
face when the right amount of pressure is applied.

In an attempt to provide DS children with the ability to write longer and with no
discomfort, our proposed solution is a novel attachable pen grip that quantifies forces
applied by the human hand while grasping the pen to write. Measuring exerted pressure
is done through a Force Sensing Resistor (FSR) which is “a device that allows mea-
suring static and dynamic forces applied to a contact surface” [11]. It is a sensor that
measures physical pressure, squeezing, and weight. The grip has a light-up feature to
assist in inadequate pressure, the light is activated when the right amount of pressure is
applied and deactivated when too much or too little pressure is applied. Studies show
that writing pressure in a normal writing speed is 1.4–1.5 Newton (N). We will use this
as a target pressure range.

3 Methods

The design method for the grip was an integrated design model aligned with IDC’s
Design Innovation (DI) approach [12]. The DI approach addresses design challenges in
the creation of writing aids and integrates the creative, technical, and analytical
methods that emerged from four schools of thought: Design Thinking, Business
Design, Design Engineering and Systems Engineering.

Through our work with our co-designer, we developed the initial requirements. We
have since created a comprehensive questionnaire, to collect data on grip styles, writing
speed, and how many words are written by our users. This is done after obtaining the
informed consent of a parent. By doing so, we gain a better understanding of the
difficulties the child is facing and we are able to refine our design to best accommodate
their needs.

3.1 Humanistic Co-design for Access Technology

Initial tools of assistive and access technologies developed for people with disabilities
were mostly manual, while later tools incorporated automatic technologies or human
involvement. The co-design process in developing assistive technology uses a human-
centered approach for a more accurate design to address user needs [13]. The
Humanistic Co-Design Program, Co-Create, adopts the design innovation (DI) process
in its co-design practices by focusing on the users’ needs via building empathy between
designers, stakeholders and PWDs in the design process.
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4 Results

Design Innovation modules is a human centered and interdisciplinary approach to
innovate on and address complex challenges in our world. According to the design
process, DI module is categorized into four phases: discover, design, develop and
deliver (Fig. 1).

In the Discover phase, we conducted interviews. The interviews we conducted in
the Humanistic Co-design workshop were used to extract deep qualitative insights,
foresights and latent needs from users. By asking questions, the design team was able
to uncover users’ intentions, motivations and emotions when they use writing aids.

We then used a journey map to visualize the user’s journey and identify the specific
area for innovation. The journey map allowed us to experience a typical day of our
user’s life, this method helped us identify that the most important problem that the
caregiver of the user wants to solve is to alleviate the cramping the user experiences
during handwriting practice in order to be able to practice for a longer period of time
(Fig. 2).

In the Define phase we used personas to help us further define our user. based on
our interviews and observations and other discovering methodologies, we created a
fictional depiction of our typical or extreme users in order to develop a solution that is
inclusive and suitable to all our stages (Fig. 3).

Fig. 1. Design process model by the British Design Council in 2005
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Fig. 2. Journey map of our user

Fig. 3. Defined persona
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In the Develop phase we used collaborative sketching (C-sketch) to generate and
build upon the ideas that designers and co-designers have for writing aids. This
graphical, team based ideation technique was conducted with 5 designers and generated
3 graphical representations of ideas for writing aids with a total of 4 passes of the
sketch activity (Fig. 4).

In the Deliver phase we used prototyping canvas to deliver our project strategi-
cally. This canvas helped us define important components like the stakeholders, the
communication strategy for prototype, the prototyping approach, and the testing plans
etc. Using a human-centered approach helped us innovate and use an interdisciplinary
method to design our grip.

5 Conclusion

Our main aim in this study is to create a product that helps in tackling some of the
common problems that children with DS face, including dexterity issues, by providing
a solution that gives them the ability to write longer with no discomfort. Several
possibilities can be explored in the future to enhance the product’s impact. One can be
developing an application for the caregivers of the child with DS to keep track of their
progress.
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Abstract. Crowdsourcing has the potential to become a preferred tool to rate
the accessibility of the built environment and appeal preferences of users who
are persons with disabilities (PwDs). Nevertheless, some reliability issues still
exist, partially due to the subjectivity of ratings of accessibility features of places
that might vary from one PwD to another or their caregivers. In this paper, we
present a descriptive overview of existing crowdsourcing applications and the
accessibility features that are included in such platforms as well as the diffusion,
and popularity of these platforms. We also present several use cases and sce-
narios of use for these platforms via user populations.

Keywords: Accessibility � Platforms � Crowdsourcing

1 Introduction

Collaborative rating sites for the accessibility of places have become essential resources
that many users consult to learn about the accessibility of a place before visiting the
site. However, the utilization of such platforms has not grown due to different reasons
ranging from technical challenges, aligned with variability in the perceived value of
subjective ratings, as noted in [2], to the limitation in the scope of people who are
willing to participate in evaluating and rating the accessibility of places [1].

In this paper, we aim to review the existing crowdsourcing applications and the
accessibility features that are included in such platforms and identify the geographic
coverage, reach and popularity of the in se platforms in the community of persons with
disabilities (PwDs). Therefore, we investigate two main research questions: “What are
the features offered by the existing crowdsourcing platforms for accessibility?” and
“How the selected platforms motivated a large population to participate in evaluating
the accessibility of a place?”
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The remainder of this paper is organized as follows. Section 2 describes related
work on crowdsourcing accessibility for the built environment, followed by a technical
review of existing crowdsourcing applications in Sect. 3. Following that, Sect. 4
describes the use cases and scenarios described in the scenario-based persona method.
We conclude in Sect. 5 with key contributions and future directions for research.

2 Related Work on Crowdsourcing Accessibility

In this section, we describe crowdsourcing as a concept, and we zoom into the scope of
crowdsourcing for accessibility as a specific area of interest. As noted by Qui et al. in
[3], “Crowdsourcing leverages the diverse skill sets of large collections of individual
contributors to solve problems”. Figure 1 illustrates how crowdsourcing platforms
systematically account for the different goals of information seekers, information
contributors (content contributors), and platforms, and their interactions.

We start in Sect. 2.1 with a focus on human-computer interaction HCI design
consideration for crowdsourcing platforms, then we present a brief overview of the
crowdsourcing technology designed specifically for PwDs to make the design of
complex tasks easier and more efficient in Sect. 2.2.

2.1 HCI Design Consideration for Crowdsourcing Platforms

Since HCI is an essential aspect of crowdsourcing platforms, designers should consider
motivating principles to encourage and retain user engagement, whether they are PwDs
or beyond their scope. Moreover, it is important to ensure that the design is technically
and functionally usable by people with disabilities. From the user experience per-
spective, the platform interface should be easily navigated and interacted with. Also,
platform designers should consider that the interface can attract large users and meet
the needs of different types of users; for example, visually impaired users need a non-
visual interface. From the system design perspective, the outputs produced by the
crowd of people must be meaningful and reliable since these platforms may depend on
unknown users with novice backgrounds, which in turn makes low-quality outputs.
Moreover, most of the crowdsourcing platforms lack high-quality outputs and are
ineffective against data manipulation and cheating [4]. Besides, crowdsourcing plat-
forms encounter challenges in sustaining the participation of the crowd [5].

Information Seekers
Crowdsourcing Plat-

form

Content Contributors

Goals Goals

Fig. 1. Crowdsourcing models and interaction design for different users
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Therefore, research has explored different methods to engage with the target user
populations, filter out bad contributors, and produce high-quality output in crowd-
sourcing platforms [5, 6]. Examples include using specific, measurable physical
properties to identify the accessibility of a place instead of using 5-stars rating schemes
to highlight issues such as the reliability of the gathered data for quality control [4].

2.2 Crowdsourcing Accessibility for PwDs

Collaborative rating platforms for accessibility of places drive a large number of
decisions for PwDs. For example, caregivers rely on accessibility information and
ratings to ensure a place is accessible before selecting a restaurant or cafe when they go
out with a PwD. Typically, these platforms offer discrete information ranging from the
accessibility of a specific part of a place, such as its entrance or seating to facilities and
services or subjective ratings of accessibility posted via visitors.

3 Accessibility Platforms and Apps

In this section, we describe the technical features and services of existing accessibility
crowdsourcing applications. For each platform, we describe the main functionality, the
compatibility of the applications with different platforms, the supported languages, and
the geographical coverage of the platforms. Besides, we focus on how these platforms
utilize the power of the “crowd” to facilitate large scale review tasks that are costly or
time consuming with traditional methods. Moreover, we describe the accessibility
ratings that are embedded in popular applications (e.g. Foursquare, Google Map).
Table 1 compares the main features offered by the crowdsourcing platforms for
accessibility.

3.1 Crowdsourcing Accessibility Applications

Jaccede [7] is a collaborative platform launched in 2006 aimed to help people with
reduced mobility to search accessible places and allow them to share information about
accessibility anywhere. Users can contribute by describing the accessibility of public
places as a place entrance, indoor, outdoor, and additional information about services
and facilities.

Recently, Jaccede’s founders launched a new mobile application called Jaccede
Challenge works with the crowdsourcing app Jaccede. They employ gamification in the
app in order to attract people to enrich the maps with accessibility information to
places. The application allows users to play a game of exploration and challenges,
where users can form teams and get points by adding information about the accessi-
bility of places.

Apart from its platform, Jaccede also aims to raise awareness of the social inclusion
of PwD. They are regularly organizing activities and events on accessibility to raise
awareness and to get new members. It can be considered an important step to increase
the popularity of such platforms and encourage the community to contribute to it.
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WheelMap [8] is an online map for finding wheelchair accessible places, launched
in 2010. The platform uses a traffic light system to rate the wheelchair accessibility of a
place. Accordingly, it shows the venue colors on the map based on their level of
accessibility. In addition, they provide descriptive text under each color to help users
assess accessibility more accurately. As green means that the entrance and all rooms are
reachable without steps, and orange means that the entrance contains one step with 3
inches high. This description can help in avoiding the subjectivity in evaluation. On the
other hand, the platform has a news page to get the community engaged. It opens
volunteers to help in enhancing the content to support multiple languages.

WheelMate [9] was launched in 2012. It allows users who use wheelchairs to find,
rate, review, and add accessible restrooms or parking around the world. However, users
cannot edit or report the inaccuracy of the existing entries. Thus, if a place or an
establishment improved its accessibility or someone entered incomplete or false
information, there is no way to edit it by the users.

AXS Map [10] is a crowdsourcing platform for accessible places powered by
Google Maps API. It was founded in 2012 by Jason DaSilva, who had been diagnosed
with multiple sclerosis [11]. The main motivation behind creating this app is to help
PwDs after the increasing difficulties that Jason DaSilva faced when navigating through
his daily life. AXS Map uses a 5-star schema to rate the accessibility of the entry and
toilet of a place. In order to engage more community members and enrich the platforms
with places’ accessibility information, AXS Map founded AXS Marathons. Which are
events that are held regularly in which community members come together using AXS
Map to map the accessibility of the places and it has been held in over 50 US cities.

Ability App [12] is a web platform launched in 2015. It is mainly based on
community reviews to help people with mobility, vision, hearing, and cognitive
impairments to find and rate accessible places all around the world. The platform
allows users to browse accessible places through a list of categories, explore the map,
or search by place name. A list of place names with an accessibility rating score
appears based on the 5-score schema. For each place, four primary disability categories
appear: mobility, vision, hearing, and cognitive, each of them has its unique number of
features to rate 36, 31, 19, and 31, respectively. Users can assess the accessibility
features of a place using a smiley face system: a happy, neutral, and sad face which
indicates a specific accommodation in place. Although the application is comprehen-
sive for all types of disability, too much information is requested in an evaluation
which could be a time-consuming task and people might be discouraged to complete
them.

AccessNow [5] was launched in 2017. It provides an interactive map for people
with different disabilities to rate, review, find, and add accessible places and estab-
lishments using the traffic light system —A green pin: fully accessible, yellow pin:
partially accessible, and red pin: not accessible—. Besides, the AccessNow users can
specify the accessibility features that are provided by the rated place (e.g., accessible
parking, braille, and accessible restroom). However, this application does not offer a
way to edit or report the inaccuracy of the existing entries. Thus, if a place or an
establishment improved its accessibility or someone entered incomplete or false
information, there is no way to edit it by AcessNow users.
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Access Earth [13] is a platform founded by Matt Macan in 2017, who has a
physical disability himself. The application shows the nearest places and tells the users
whether it is rated by others or simply asking them to rate the accessibility of the place.
To assess the accessibility of a place, the app displays a number of yes or no questions.
For example, “Are the doors wide enough for wheelchair access? − 32 in. wide”. This
type of question is inflexible and may be confusing to users when rating a place.

iAccess Life [14] was launched in 2019. It allows users who use wheelchairs to find
accessible places and establishments that accommodate their needs. Users can rate,
review, and find places around the world based on the accessibility of the place’s
entrance, restroom, interior, and parking. Users can assess the accessibility of a specific
place using the 5-star rating schema. In order to encourage people to contribute, this
application provides users with a referral code to share it with their friends. It also
allows users to gain insights on the total referrals and places that a user has rated using
the lifetime activity dashboard.

Sociability App [15] is a free app that was developed in 2019. The application
main feature is to help people with physical disabilities to get information about
“venues accessibility” in three main areas which are entrance (i.e. ramp access, door
width and stairs), toilets and space (i.e. interior space and pathways) by showing the
nearest venues around the area and which accessibilities it support or by searching for
the desired venue and get the accessibility info based on that. The application uses great
color-coded icons to help easily understand the level of accessibility the venue sup-
ports. The user can contribute to enhancing the content by adding access info for the
places they are visiting. This app is still on a beta stage and it is expected to be officially
launched at the end of 2020.

Table 1. The table summarizes the main functionality of the platforms.

Application Compatible
platforms

Supported languages Rating and
comments
feature

Diffusion Target
Disabilities

Jaccede Web and
Android

French, English, Italian,
Germany, and Spanish

Yes France, some European cities,
and 11 cities around the world

Mobility

WheelMap Web, iOS,
and
Android

25 Languages No Worldwide Mobility

WheelMate iOS, and
Android

English, Danish, French,
Swedish, and Germany

Yes Worldwide Mobility

AXS Map Web English Yes US Mobility

Ability
App

Web English Yes Worldwide For all

AccessNow Web, iOS,
and
Android

English Yes Worldwide For all

Access
Earth

Web, iOS,
and
Android

English No Worldwide Mobility

iAccess
Life

iOS, and
Android

English Yes Worldwide Mobility

Sociability
App

Web, iOS,
and
Android

English No UK Mobility
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3.2 Accessibility Rating in Popular Applications

Some travel apps and restaurant rating apps include accessibility information in their
rating platforms, albeit in a limited way which falls short from conveying the important
details for PwDs (e.g. parking, ramps, entrances, accessible routes, toilets, elevators).
For example, Foursquare and Yelp have recently added the wheelchair accessibility
feature to their apps. It allows adding information about the wheelchair accessibility to
the venues, but without mentioning any other details. Also, they did not set specific
standards on which wheelchair accessibility was assessed. This could cause a reliability
problem with this information because the evaluation may be subject to personal
opinions. Recently, Google has added a wheelchair accessibility feature to Google
Maps, allowing users and business owners to contribute by adding accessibility
information of entrance, toilets, seating, parking, and elevator. This, in turn, is a major
contribution, in order to overcome the limitations of previous applications, by adding
more details about places.

4 Use Cases for Crowdsourcing Platforms

Research has shown that putting the wisdom of the crowd ‘to good use’ in the context
of accessibility platforms is feasible, desirable, and viable. These platforms facilitate
leveraging the potential and resources of today’s digitally connected, diverse, and
distributed community of PwDs, their caregivers, and assistive technology (AT) en-
thusiasts. Although there are existing crowdsourcing platforms that enable a collabo-
rative space to share information on accessibility, it is still challenging to realize a
variety of scenarios a user might encounter while using application software. Personas
and scenarios are considered to gather insights on the features that could enhance the
accessibility of an accessibility crowdsourcing platform. In this section, we leverage
personas and scenarios as one of the potential ways to capture such user experiences
aligned with the approach in [16, 17] and depicted in Fig. 2, which describes several
use cases and scenarios of use for these platforms via target user populations. A set of
personas and a variety of scenarios associated with each persona are built and cate-
gorized to capture the common themes that arise during the identified scenarios. These
personas are later used to derive the user-based feature requirements for the application
software. Table 2 shows some of the built personas. The scenario-based personas
combine the concepts of personas and scenarios in user-centered design [17]. Including
persons with disabilities in large participatory innovation projects together with pro-
fessional innovators such as developers, designers, engineers or clinicians often puts a
strain on the person with disabilities who might not like to be the focus of attention.
The artefacts depicted in Fig. 2 encapsulate the synthesized findings from user research
and provide a communication tool for developers and stakeholders throughout the
product design process from ideation to design, development and deployment. PwDs
were part of knowledge gathering, idea generation, and concept development for this
platform and the designers gave form to the ideas that emerged from the co-design
process.
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5 Conclusion

This study sheds light on how accessibility crowdsourcing platforms and mobile
applications offer intriguing new opportunities for accomplishing different kinds of
tasks or achieving broader participation from the PwD communities than previously
possible. Moreover, it described different use cases through the lens of scenario-based
personas. For future work, we will investigate the limitations of these applications, and
how to motivate people beyond the scope of PwDs to participate in such platforms. In

Fig. 2. Tangible scenario-based personas for crowdsourcing users and content contributors

Table 2. Persona description in different scenarios

Scenario’s
Context

Description

Restaurant or
cafe

Ahmad is a 21-year-old college student who is wheelchair-bound. He often
spends his evenings in local cafes or restaurants to meet with his startup co-
founders. He likes to check the accessibility of places before he visits the
place and currently the only information he finds is from direct contact
(phone call) or by word of mouth
Sarah is a 20-year-old college student who is wheelchair-bound. She often
spends her afternoons in campus cafes to do homework and meet with
friends. She likes to check the accessibility of places before she visits the
place and currently the only information she finds is from direct contact
(phone call) or by word of mouth

Entertainment Nouf is an eighteen-year-old with motor disability and she uses a
wheelchair to move around. Nouf loves movies and loves to watch the
latest movies released in the cinema. Nouf often calls the cinema operator
to inquire about cinema accessibility and provides special seats for
wheelchairs
May is a 35-year-old mother of 2 children. May is wheelchair-bound and
she often spends her afternoons in local playgrounds with her children
during their free play hours before homework. She likes to check the
accessibility of public parks before she visits the place and currently the
only information she finds is from direct contact (phone call) or by word of
mouth
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addition, we will conduct a usability study and investigate more in the limitations and
weaknesses of the existing platforms.

Acknowledgment. We thank the Humanistic Co-Design Initiative at MIT and the Human-
Computer Interaction (HCI) Lab for supporting this work. We also thank the Saudi Authority for
Intellectual Property (SAIP) and the Saudi Health Council’s National Lab for Emerging Health
Technologies for hosting and mentoring this work. This work is part of the authors’ project that is
carried out under the CoCreate Fellowship for Humanistic Co-Design of Access Technologies.

References

1. Mazayev, A., Martins, J.A., Correia, N.: Improving accessibility through semantic
crowdsourcing. In: Proceedings of the 7th International Conference on Software Develop-
ment and Technologies for Enhancing Accessibility and Fighting Info-exclusion, pp. 408–
413. Association for Computing Machinery, Vila Real, Portugal (2016). https://doi.org/10.
1145/3019943.3020001

2. Salomoni, P., Prandi, C., Roccetti, M., Nisi, V., Nunes, N.J.: Crowdsourcing urban
accessibility: some preliminary experiences with results. In: Proceedings of the 11th
Biannual Conference on Italian SIGCHI Chapter, pp. 130–133. Association for Computing
Machinery, Rome, Italy (2015). https://doi.org/10.1145/2808435.2808443

3. Qiu, C., Squicciarini, A., Rajtmajer, S.: Rating mechanisms for sustainability of
crowdsourcing platforms. In: Proceedings of the 28th ACM International Conference on
Information and Knowledge Management, pp. 2003–2012. Association for Computing
Machinery, Beijing, China (2019). https://doi.org/10.1145/3357384.3357933

4. Challenges and solutions to crowdsourcing accessibility evaluations - Paper for Accessible
Way-Finding Using Web Technologies. https://www.w3.org/WAI/RD/2014/way-finding/
paper5/#ableroad

5. Access Now - pin-pointing accessibility worldwide. https://accessnow.com/
6. Vijayalakshmi, A., Hota, C.: Reputation-based reinforcement algorithm for motivation in

crowdsourcing platform. In: Sahana, S.K., Bhattacharjee, V. (eds.) Advances in Compu-
tational Intelligence. AISC, vol. 988, pp. 175–186. Springer, Singapore (2020). https://doi.
org/10.1007/978-981-13-8222-2_15

7. Jaccede - the guide to accessibility. https://www.jaccede.com/en
8. Wheelmap. https://wheelmap.org
9. WheelMate – Corporate. https://www.coloplast.com/products/bladder-bowel/wheelmate/
10. AXS Map. https://www.axsmap.com/
11. AXSMap (2020). https://en.wikipedia.org/w/index.php?title=AXS_Map&oldid=957719028
12. Ability App. https://theabilityapp.com/
13. Access Earth. https://access.earth/
14. AccessLife. https://www.iaccess.life/
15. Sociability. https://www.sociability.app/
16. Moser, C., Fuchsberger, V., Neureiter, K., Sellner, W., Tscheligi, M.: Revisiting personas:

the making-of for special user groups. CHI ’12 Extended Abstracts on Human Factors in
Computing Systems, pp. 453–468. Association for Computing Machinery, Austin (2012).
https://doi.org/10.1145/2212776.2212822

17. Saez, A.V., Garreta Domingo, M.G.: Scenario-based persona: introducing personas through
their main contexts. CHI 2011 Extended Abstracts on Human Factors in Computing
Systems, pp. 505–505. Association for Computing Machinery, Vancouver (2011). https://
doi.org/10.1145/1979742.1979563

Crowdsourcing Accessibility: A Review of Platforms 17

https://doi.org/10.1145/3019943.3020001
https://doi.org/10.1145/3019943.3020001
https://doi.org/10.1145/2808435.2808443
https://doi.org/10.1145/3357384.3357933
https://www.w3.org/WAI/RD/2014/way-finding/paper5/#ableroad
https://www.w3.org/WAI/RD/2014/way-finding/paper5/#ableroad
https://accessnow.com/
https://doi.org/10.1007/978-981-13-8222-2_15
https://doi.org/10.1007/978-981-13-8222-2_15
https://www.jaccede.com/en
https://wheelmap.org
https://www.coloplast.com/products/bladder-bowel/wheelmate/
https://www.axsmap.com/
https://en.wikipedia.org/w/index.php%3ftitle%3dAXS_Map%26oldid%3d957719028
https://theabilityapp.com/
https://access.earth/
https://www.iaccess.life/
https://www.sociability.app/
https://doi.org/10.1145/2212776.2212822
https://doi.org/10.1145/1979742.1979563
https://doi.org/10.1145/1979742.1979563


Human Factors in the Design of Wheelchair
Tray Tables: User Research in the Co-design

Process

Abdullah Alshangiti1,2(&), Mohammad Alhudaithi1,2,
and Abdullah Alghamdi1

1 Human-Computer Interaction (HCI) Design Lab, Riyadh, Saudi Arabia
abdullah.alshangiti@kaust.edu.sa

2 King Abdullah University for Science and Technology (KAUST),
Thawal, Saudi Arabia

Abstract. Wheelchair tray tables offer a convenient way for wheelchair users to
carry out daily tasks such as eating, reading, and using mobile devices. How-
ever, most tray tables are made to serve the majority of wheelchair users and are
inaccessible to some with a limited range of motion. In our work, we address
this issue by exploring the ergonomic problems and possible solutions. In this
paper, we describe the human factors in the design and development of powered
wheelchair tray tables. The process of humanistic co-design relies on the direct
involvement of the targeted demographic in the design process. This ensures the
outcome is centered around the specific needs of the individual. Our approach
employs user research studies (e.g., interviews, questionnaires, and actively
working with a wheelchair using co-designer) as a means towards gleaning
valuable insight into the needs of wheelchair users. In these studies, we sought
to explore their experiences with using tables made for wheelchairs. We also
collected data about whether the tray tables required external assistance to stow
and use, and the problems they faced using existing solutions. We then high-
lighted the various specific needs presented by the co-designers and question-
naire respondents. These needs are embodied into scenario-based personas in
which they may find themselves in need of a table for use with their wheelchairs.
Deriving these personas from our survey results provides an effective method of
keeping the insight gathered present throughout the design process. Implications
for design are discussed.

Keywords: Personas � Humanistic co-design � Accessibility � Wheelchair
peripherals � Tray tables

1 Introduction

Individuals with spinal cord injuries, arthritis, balance disorders, and other conditions
or diseases are typical users of wheelchairs. Research is underway to advance
wheelchair design to prevent fatigue, reduce dependencies on caregivers or accom-
modate improved comfort related to stable surfaces for placing items while improving
safety, functional performance and accessibility to the community of wheelchair users
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[1]. Wheelchair tables are designed with the majority of users in mind. However, some
wheelchair-using individuals find their specific needs unfulfilled by what is currently
available [2].

Human factors is defined as the science concerned with the application of what we
know about people, their abilities, characteristics, and limitations to the design of
equipment they use, environments in which they function, and jobs they perform [3].
Our approach is a human‐centered and interdisciplinary co-design process that aims to
innovate on and address complex challenges facing persons with disabilities (PwDs). It
involves the use of scenarios and personas to highlight the human factors in the design
process. Scenario-based personas are used in user-centered design to cater to the
specific needs and frustrations of the end-user [4, 5]. In our case, the main purpose of
using personas is to provide a way to display the information gathered from the user
research segment of our project in a useful way for the design process. Our approach
consists of a text description of the user and situation as well as a visual illustration of
the user and location. These provide a description of the predicted behaviors and
desires of the end-users and allow us to effectively cater to their desires and frustra-
tions, which will ensure their comfort.

The remainder of this paper is structured as follows: Sect. 2 presents an overview
of background and literature in the scope of user-centered design for wheelchairs.
Section 3 describes the user research methods that we used, and results are presented in
Sect. 4. We conclude in Sect. 5 with a summary of human factors in the design of
wheelchair tray tables and an overview of directions for future research.

2 Background Information

2.1 Uses of Personas

Personas can take the form of a photo of a person and a text description. There are also
instances where they take the form of a silhouette superimposed onto a stock photo of
the persona’s location and a brief text description [5]. These representations could also
be printed on tangible models, as shown in Fig. 1.

Previous research into the use of scenario-based personas as a means for presenting
user analysis studies has established their use within the humanistic co-design com-
munity [5, 6]. Personas can be used to present user information that may otherwise be
misinterpreted if presented as statistical figures. The use of fictitious personas in the
design process is outlined within the work of Aquino et al. where they are used as a
user modelling tool to simplify communication and aid in project decision making [6].

2.2 The Development of Wheelchair Designs

Power wheelchairs are used to increase the physical capabilities of a person with
disabilities. However, certain commercial products do not completely address the needs
of their user base, such as navigating narrow passages and servicing their broken
wheelchairs [2]. Participatory design for the production of power wheelchairs has been
used to provide comprehensive input in conjunction with subject matter experts such as
doctors and accessibility researchers [2].
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3 Materials and Methods

Wheelchair trays are specially designed platforms or surfaces that attach to wheel-
chairs, providing a firm table for eating, working, reading, and other activities. In the
process of requirements gathering, we sought to understand the ergonomics of existing
wheelchair trays, and the challenges users encounter in their use of such devices. In this
study, existing co-design methods and design principles were aligned with the
Humanistic Co-Design model for assistive technology and tailored through a Design
Innovation (DI) process to develop solutions with co-designers (i.e. Users of wheel-
chairs). Specifically, this study involved exploratory studies with co-designers and
requirements elicitation from the community of wheelchair users through surveys.
These studies were within the Design Innovation framework that is built, in part, on the
UK Council’s ‘4D’ (Discover, Define, Develop, Deliver) model of design [7].

An online questionnaire was distributed to communities of PwDs via our co-
designer, to gather data for our personas. The survey yielded 10 responses in a time-
frame of 2 weeks. Basic demographic information about our respondents like age,
gender, and place of residence was gathered. Following that, participants were asked
about information relating to their experience with wheelchairs and wheelchair tray
tables, and the problems they faced using them. The respondents were asked about their
main uses for wheelchair tables and the heaviest items they place on them. We also
conducted an interview with our co-designer, a wheelchair user. This gave us more
insight into how specifically he used wheelchair tables. It also allowed us to deepen our
understanding of the specific frustrations that wheelchair users face while using dif-
ferent tray table solutions. We were also able to develop a user journey map from his
insights and comments. Using the responses gathered as a basis for the use cases, we
constructed our personas in the form of a piece of text describing fictional characters
aligned with PwDs in our target user population and outlining the contexts of use [3].

Fig. 1. Tangible scenario-based personas for wheelchair users in different use cases with tray
tables; taking into account user preferences, socio-cultural factors and contexts of use.
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Above the text is a silhouette in the image of the individual placed on a photo of a
scene to describe the context of use Fig. 1.

4 Results and Discussion

Understanding relationships between people, objects and their environments is
important when considering human factors in designing assistive and accessible
technologies. There is limited information on the difficulties PwDs experience in
mounting objects on wheelchair tray tables and maneuvering their wheelchairs during
daily activities. Insights from our user research studies were distilled into design
implications for the shape, form, and function of mounting tray tables to wheelchair
frames.

After sending out the questionnaire to various online wheelchair user communities,
we received responses about different problems they faced while using current
wheelchair tray tables. The main aim of the survey was gathering useful qualitative
data, including a significant portion of what is in Table 1. The demographic infor-
mation was as follows: 10% of our respondents were female, and 90% were male. 10%
were under 15 years of age, 70% were between 15 and 35 years old, and 20% were
above the age of 35.

The main takeaway from our results were the key features our respondents outlined.
For example, one answered that the heaviest item they wish to place on a tray table

Fig. 2. Scenario-based Persona comprised of a brief text outlining a design consideration and a
relevant illustration to communicate the setting of the situation.
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would be a large Qur’an (approximate weight 3 kg), so one of the personas we
designed had this as a primary use case as depicted in Fig. 2.

Respondents also described their main uses for such a table which influenced our
design considerations in Table 1. The human factors in the design of wheelchair tray
tables are listed in the left column of Table 1, and the corresponding design consid-
erations for tray tables are described in columns 2 and 3. Findings from the above-
mentioned user studies shed light on usability and accessibility issues as well as layout
design limitations in wheelchair tray tables.

The use of human factors to characterize the design considerations provides the
reasoning and justification behind the design options [8–10]. It provides a factual basis
to prioritize certain aspects of the user experience over others. For example, the ability
to angle the table may be omitted if it interferes with the design of the folding
mechanism and if the need for a folding table exceeds that of an angled one from the
perspective of the user. It ultimately provides a way to relate the issues the users face to
the potential solutions, as noted in [11, 12]. In future work, the factors will all be
evaluated when developing and implementing the final design of the table.

Table 1. Human factors in the design of wheelchair tray tables

Human factors Design considerations
Shape, form, or function Tray table feature(s)

Vision: Maneuvering
Visibility

Transparency for visibility Polycarbonate Tray

Vision: Control Visibility Salient visibility for components
and ergonomic design for the
controls

Controlled by a button
near the other
wheelchair controls

Physical Factor: Lack of
Dexterity

Electrically folding without
large movements from the user

Folding feature

Physical Factor: Muscle
Fatigue

The ability to hold books and
tablets at an angle that is
comfortable to the user

Angled table

Motivational Factor: Not
being burdensome as not to
disincentivize use

Activated by a button Flip Tray

Physical factor: Keeping
cups stable during use

Depression within the surface to
prevent cups from sliding

Cup Holder

Social factor: not relying on
caregivers

Independent folding without
caregiver’s assistance

Folding feature

Physical Factor: Facilitating
easy maintenance and
cleaning

Locks for tray table mounting Unlockable mounting
clamps

Physical Factor: keeping
items from falling off

Rough table surface to prevent
items from sliding

Rough table surface
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5 Conclusion

In this study, we were able to establish an initial connection between the users
requirements and the physical design by utilizing scenario-based personas. We also
gained a wealth of information from our co-designer through an initial interview and
further correspondence. Going forward, we plan on conducting semi-structured inter-
views with a selected sample from our survey respondents to gain a deeper insight into
their day to day needs regarding the use of tray tables and peripherals mounted on
wheelchairs.

This study furthers our understanding of the difficulties and pain points that
wheelchair-using PwDs experience during daily activities that might be alleviated by
the ergonomic design of wheelchairs’ tray tables. This knowledge will assist clinicians,
technologists and researchers in two areas: in choosing design features that are eco-
logically valid for wheelchair users; and, in identifying areas for further development
specific to the use of tray tables for wheelchairs.
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Abstract. The Brain-Computer Interfaces (BCI) based on Electroencephalog-
raphy (EEG), allow that through the processing of impulses or electrical signals
generated by the human brain, people who have some type of severe motor
disability or suffer from neurological conditions or neurodegenerative diseases,
can establish communication with electronic devices. This paper proposes the
development of an expert system that generates the control sequences for a
neuroprosthesis that will be used in the rehabilitation of patients who cannot
control their own muscles through neuronal pathways. This proposal is based on
the EGG record during the operation of a BCI under the rare event paradigm and
the presence or not of the P300 wave of the Event-Related Potential (ERP).
Feature extraction and classification will be implemented on a mobile device
using Python as a platform. The processing of the EEG records will allow
obtaining the information so that an Expert System implemented in the mobile
device, is responsible for determining the control sequences that will be exe-
cuted by a neuroprosthesis. The tests will be performed by controlling a neu-
roprosthesis developed by the Instituto Nacional de Rehabilitación in México,
which aims to stimulate the movement of a person’s upper limb.
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1 Introduction

According to the World Report on Disability issued by the World Health Organization
(WHO) [1], it is estimated that more than 1 billion people in the world live with some
form of disability; of these people, almost 200 million have considerable difficulties
executing actions or tasks that are considered normal for a human being. In the medical
area, physical rehabilitation has been used for the retraining of people affected by
lesions to the nervous system, and it is through functional electrical stimulation
(FES) that the motor nerves are artificially activated, causing muscle contractions that
generate functional movement by applying electrical current pulses. On the other hand,
the brain-computer interfaces (BCI), based on electroencephalography (EEG) provide
an alternative for humans to establish communication with external devices, and are
helpful for people who have some type of severe motor disability, suffer from neu-
rological conditions or neurodegenerative diseases; This is currently possible because
EEG-based BCIs record brain signals in order to create a non-muscular communication
channel between mental intentions and electronic devices.

The main noninvasive methods of BCIs include Slow Cortical Potentials (SCPs),
evoked potential of the P300 wave, Visual Steady State Potentials (SSVEPs) and Motor
Imagination (MI) [2]. This change attracts the subject’s attention, forcing him to use
working memory to compare the rare or infrequent stimulus with frequent previous
stimuli [3]. In this work we propose the development of a system that generates the
control sequences through the P300 component for a neuroprosthesis that will be used
in the rehabilitation of patients who cannot control their own muscles.

2 Methods and Materials

The general form of the methodology considered in this work is made up of the
following steps:

Step 1 Acquisition of signals: The signal acquisition stage aims to record the
electrical activity of the brain, which reflects the user’s intentions, is carried out
through an EEG using electrodes. In this first stage, the registered signal is prepared for
further processing.

Step 2 EEG registration: Hardware and Software: A 16-channel biopotential
amplifier, model g.USBamp™ from the company g.tec ™, was used, with which the
EEG was registered in 10 positions of the International 10–20 System (Fz, C4, Cz, C3,
P4, Pz, P3, PO8, Oz and P07) during the operation of the P300 Speller application of
the experimental platform for the BCI2000 ™ [4], based on the original Donchin
Speller [5].

Step 3 Feature Extraction: The methods to extract features such as Principal
Component Analysis (PCA), Independent Component Analysis (ICA) and Common
Spatial Pattern (CSP). For the analysis of the data in time-frequency, we find the
Fourier Transform by Intervals (STFT), Wavelet Transform (WT), Autoregressive
Models (AR) and Adaptive Filter (MF) with the same objective.
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Step 4 Classifiers: In this stage, the parameters that classify the signal between
different patterns or classes are established. Which can be: neural networks, deep neural
networks, the support vector machine (SVM), etc.

Step 5 Control: Finally, the control stage corresponds to direct interaction with the
end user. Once the features have been detected and they have been classified as control
signals, the implemented application must perform the corresponding actions.

3 Results

To validate the advances in this research, from the EEG record database [6], the
following test considerations were taken. A set of test subjects underwent 4 registration
sessions organized as follows:….

Session 1. Directed Spelling. Number of sequences per symbol: 15. Record: 1. Target
word: HEAT. Record 2: Target word: CARIÑO. Record 3: Target word: SUSHI.

Session 2. Directed Spelling with classification matrix. Number of sequences per
symbol: 15. Record 1: Target word: SUSHI.

Session 3. Free Spelling with classification matrix. Number of sequences per symbol:
15. From 1 to 4 registers. Target words chosen by the subject.

Session 4. Free Spelling with fewer intensification sequences. Number of sequences:
variable (1 to 15). From 1 to 10 records. Target words chosen by the subject.

3.1 Considerations

In directed spelling registers (sessions 1 and 2), the target words are predefined and the
symbols that make them up are indicated one by one, performing 15 stimulation
sequences per symbol. A stimulation sequence consists of the random intensification
(the symbols contained in a row or column light up in white) of each of the 6 rows and
the 6 columns of the symbol matrix. In the records of the free spelling sessions (3 and
4), the target words are freely chosen by the subject and the number of stimulation
sequences per symbol in each record varies between 1 and 15, also by choice of the
subject. For each of the 10 test subjects considered, each of the 4 EEG (directed
spelling) records can be expressed as xi;ch (n), where i Є {1, 2, 3, 4} represents the
record number, ch Є {1,2,…, 10} the channel number, n = 1, 2,…, N are the instants of
the EEG signal sampling time, and N is the total number of samples from register i,
which depends on the number of spelled symbols (5 or 6). Figure 2 shows the EGG
signals.

With the EEG raw signal from each of the 10 channels, for each record xi;ch (n), the
following is done:

• An EEG epoch is expressed as xk;yi;ch (n), with n = {1, 2, …, 257}, it is defined as a
window with 257 samples (after the moment of stimulation) from register i and
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class k Є {a, u} where k = a indicates an epoch of the attended class and k = u, an
epoch of the unattended class.

• The super index k = a corresponds to the synchronized time with the intensification
of a row or column of the matrix of the Speller P300, containing a target symbol
(infrequent event), and k = u corresponds to a time of EEG associated with a
intensification that does not include a target symbol (frequent event). The super-
script indicates the type of epoch: the rows (y = f) or columns (y = c).

• In each of the 4 EEG records of each subject, all available times are extracted and
divided into 4 groups, Fig. 1. Times attended by rows: xa;fi;ch (n), times attended by

columns: xa;ci;ch (n), unattended times of rows: xu;fi;ch (n), unattended times of columns:
xu;ci;ch (n).

The information from Record 1 of the Directed Spelling of Session 1 that has been
specified in the previous section, was processed using Python tools and a total of 890
epochs were identified, of which 149 correspond to epochs attended and 741 to epochs
not catered for. From said grouping, what is specified in Table 1 is obtained.

Fig. 1. Signal recording EEG in the target times.
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From the extracted signals, the average of the records of the times attended and not
attended by letter is calculated, through Directed Spelling and the registration channel,
obtaining the information records shown in Figs. 2, 3 and 4.

As can be seen in Figs. 2, 3 and 4, the information that corresponds to the average
of the times attended and not attended by the recording channel are very similar, this
corresponds to the measurement of the signal power content versus the frequency of the
channels that are of interest Pz, Cz and Oz.

Table 1. Number of times for record 1 of Directed Spelling.

Letter Attended Not attended

C 29 140
A 29 139
L 29 142
O 29 147
R 29 140

Fig. 2. Average recording of EEG signals of channels Pz, Cz, Oz that correspond to the times
attended and not attended for the letter “C” of Directed Spelling.
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Fig. 3. Average recording of EEG signals of channels P3, C4, C3 that correspond to the times
attended and not attended for the letter “C” of Directed Spelling.

Fig. 4. Average recording of EEG signals of channels P4, PO8, PO7 that correspond to the
times attended and not attended for the letter “C” of Directed Spelling.
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4 Conclusions

In the course of this research, the registration of the EEG signals is obtained for a
population of 10 individuals with different abilities, who were presented with the test
board to start the acquisition of the signals. The acquired signals were subjected to the
corresponding filtering as well as the extraction of the signal spectrum to detect the
frequency in which it presents the greatest energy, this point being considered as the
center of attention of the individual in the letter they wish to express. From the previous
process already established, the corresponding acquisitions will be made to extract the
pertinent characteristics and continue with the selection of the training and classifica-
tion algorithm on mobile devices.
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Abstract. Identity aspects such as gender, race, culture, and socio-economic
status should be considered when technologies are designed with and for per-
sons [9]. HCI research in ageing populations can benefit from considering the
complexity of identity, use and context of older persons. This short paper draws
attention to gender as an aspect of identity in working with ageing populations.
It presents results from an interview study with elderly women who live alone in
Germany. This study is part of a larger research project dedicated to innovating
smart home technologies with and for elderly women who live alone. The
research project has comprised of an “exploratory getting-to know each other”
session, use experience of a smart speaker and interview studies. This paper
presents insights from semi-structured interviews with 7 elderly women who
live alone. These insights are also presented as design considerations for smart
home technology for elderly women living alone. The study is the basis for
further work with the elderly women, which are co-creation sessions to design
smart home devices and develop prototypes.

Keywords: Interviews � Ageing � Smart homes � Ageing-in-place � Gender

1 Introduction

Past HCI research in ageing populations is criticized as deficit oriented, not incorpo-
rating the holism of ageing [4, 11]. Recent HCI research has gravitated towards positive
models of ageing like Successful Ageing, Active Ageing, and Ageing in Place. These
models accentuate a comprehensive outlook on ageing based on the pillars of health,
participation, and security of the elderly [10]. Moving forward, HCI research for ageing
populations can harness overlooked opportunities by considering the complex identity
and use contexts of older persons. Instead of a focus on a disability, design can consider
how identity aspects intersect, and identity is situated in design [3].

Gender, an aspect of an individual’s identity intersecting with age, is overlooked in
technology design for older people even though gender influences participation, health,
and financial status [8, 12]. This paper highlights these interactions. This study is part
of ongoing research to design smart home devices with elderly women who live alone.
It has till now engaged the women in an “exploratory getting to know each other”
session, use experience of a smart speaker and interview studies.
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This paper presents the interview study with 7 elderly women (65+) who live alone
in a suburb of Kassel, Germany. The goal was understanding the women’s lives, even
as children and younger adults. The research questions were: How do elderly women
manage their lives alone? What are the elderly women’s perceptions towards (smart)
technology? The findings show how gender, birth year, and living situation influence
older adults’ quality of life [12]. It shows their values and factors to wellbeing. This
work paves way for future co-design of smart home technology.

This paper’s contribution is three-fold. First, it presents an empirical study of
elderly women living alone, adding to the scarce research corpus of this group. Second,
it brings attention to the need to consider an individual’s identity as an intersection of
varying factors. Third, it presents design considerations for smart home technology for
the elderly.

2 Method

Seven (7) elderly women (mean age = 79.9, SD = 2.61, age range = 75–83) were
recruited for face-to-face semi-structured interviews. Semi-structured interviews are
key in gaining in-depth insights into the ageing experiences of older persons [1, 2]. The
questions were in four categories: 1. personal information, 2. life in past years,
childhood, as young adults, family and hobbies, 3. present life, daily routines, social
activities, relationships, and skills and 4. technology use and ownership. The interviews
(avg. 53 min) were in German, audio recorded with a smart phone and in the women’s
homes. They lived alone with no support for daily chores. All women but two lived in
their houses, two in rented and owned apartments. They were recruited through
snowballing sampling. For the women, the interviews were a follow-up to the “ex-
ploratory getting to know each other” session (Table 1).

The interviews were analysed using conventional content analysis [6]. Some
themes that rose out of the categories are reported. This study is limited to the geo-
graphic location and cultural contexts of the women. They are white with no migration

Table 1. Demographics of women. All names have been anonymized.

PID Age Years in current
home

Years living
alone

Education/training Years
worked

Anna 81 51 10 Pharmacy –

Heike 83 50 7.5 Nursing (Pediatric) 6/7
Emma 82 50 3 Sales + Cosmetology 10
Beate 80 38 3 Home Economics 24
Eva 79 45 11 Tax Office 30+
Hanna 75 19 19 Bachelor (Education) 30+
Barbara 79 55 1.5 Wholesales 45
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backgrounds. They have no financial or health constraints which is not reflective of all
elderly women. Gender is based on societal structures and not self-defined.

3 Findings

3.1 Building on Life Experiences

Nationality, age group, and gender impact the quality of life older persons. Belonging
to the Silent Generation, all participants’ parents experienced The Great Depression
and World War II, influencing their lives as children, teenagers, and women. The
choices for hobbies, education and jobs were marginal, making the best of what was
available. For example, Eva said they “would have loved to study if there had been
money” but did an apprenticeship. For this age group, family and childcare were
definitive women roles. In the west of Germany, for example, where this study takes
place, public nurseries for children below 3 years was non-existent and admission
competitive. Mothers were not expected to be a primary part of the working class as
fathers.

All women were married relatively early (mean age = 22). Anna and Heike were
housewives, raised 4 and 3 children, respectively. Emma, Eva and Beate worked
dependent on child-care options, raising 2, 2 and 1 child(ren), respectively. Hannah and
Barbara had no children and worked fulltime. The women were financially reliant on
their or their husband’s pension. Elderly women may suffer more from pension defi-
ciencies due to family and childcare roles or spousal separation.

The factors detailed above can influence women’s lives especially if their pension
benefits are minimal. They may be unable to afford sophisticated smart home tech-
nology that could help them live alone independently.

3.2 Living Alone but not Lonely

The participants were positive on ageing. They described aging as a stage of life, to be
embraced and the most made of. ‘Old’ was reflective of how one felt. For Heike, “I am
as old as I feel” “sometimes I feel like I am 60 and sometimes I think that is not
possible, I cannot do that anymore….but overall I do not feel like 83, no no”. Barbara
said, “everything has its time….and now when one is older, really old at 79, it is also a
beautiful time…one can undertake several things, do a lot and have many friends”.

Loneliness as a subjective measure of the quality of relationships one has is
dependent on age, financial situation, and health [5]. Though the study did not measure
states of loneliness, it noted the variance between being lonely and living alone. The
women lived alone due to the demise of their spouse. They valued living alone and did
not see themselves as lonely. Anna said “…being alone is enjoyable and when not, I go
out to meet others”. Heike said “I do well living alone. I enjoy it as well”. The social
environment and activities contributed to them not being lonely and a reluctance to
move away as this could lead to loneliness. Emma said that „If I ever moved out of this
neighborhood to a new place then I would be lonely”. Anna said, “When you keep
busy, you do not fall into a hole. You keep a balance and have a feeling of self-worth”.
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All women did not wish to move to new environments even their children’s. Emma
said she could not imagine “making new connections at 82 years”.

The values of independence and freedom influenced their choice to live alone. For
Beate: „As long as I am independent and can still take care of everything by myself, I
do not wish to live in a [care] home”. Heike noted the freedom „to do what I want to
do when and how I want to do”. Elderly men in the US shared similar values of
freedom and satisfaction living alone [13] which contradict stereotypes of loneliness for
the elderly living alone.

After the loss of spouse, over time, they picked up new hobbies, habits (e.g.
cooking habits) and friendships were discovered while some hobbies, activities, and
friendships were stopped.

3.3 Engaging in and with the Community

The study underscored the value of proximate friends, family, neighbors, and groups to
the women’s wellbeing. Each woman was a member of at least one club of a sort. For
example, Anna, Emma, Beate, Hanna and Barbara were in a garden club, and Heike in
a board game club. The clubs arranged periodic meetings for games, travel, Sunday
lunches, dinner, or visits. Group membership and activities metamorphosed over the
years. For example, Hanna goes out to eat every fortnight with a group she has been
part of for 40+ years. They met for bowling, but due to health restrictions, the oldest
now 99 years, now meet to eat out.

Heike, Eva, and Emma were enrolled in courses at the Adult School. Eva in an
english course, Heike, and Emma in a novel reading course. Beate and Heike were part
of regular meetings at the Community Center for crafting, and painting. They said it
kept their minds active and they met others. They used telephones mostly to keep in
touch with their community and preferred face-to-face interactions. Anna said, “I
prefer personal contact to talking on the phone.” They prioritized the nurturing of
relationships over longer spans, meeting regularly, checking up on each other and
running errands for each other. Korporaal et al. say this is a unique trait of women in
guaranteeing the ongoing contact of kin and non-kin relationships [7].

3.4 Living with Technology

Persons born between 1924–1945 are identified as having traits (e.g. frugal, demand
quality and simplicity) formed due to living situations in the years. On technology
purchase, the women believed technology should be purchased when needed. And if it
met its function, it need not be replaced. Hanna said: “If a technology needs to be
upgraded often with software or parts, then what was the essence of it”, In addition, if
new technology could not play a substantial role in their lives, make it better, it was not
needed. For example, Anna said when computers became popular, they did not get one
because, “we never understood how a computer could make our lives better than it
was”. And for Heike, Emma, Beate, Eva and Hannah who had computers, they used
them rarely, for ‘administrative’ tasks such as online banking, printing, scanning, email
etc. Play or leisure was with the television and radio. However, Eva played Mahjong on
her smart phone, Beate liked taking photos with her smart phone. Anna read books and

Investigating Smart Home Needs for Elderly Women Who Live Alone 35



news on her iPad. Heike and Emma like exchanging messages with family, neighbours,
and friends on WhatsApp. Hanna and Barbara had mobile phones but no smart phones.

The use of a device did not imply emotional affinity, they did not need to have an
attachment to technology regularly used. Also, a technology use skill could be acquired
but not used. The acquired skill did not translate into affinity or desire to use the
technology. For example, Anna and Hanna took computer and smart phone courses but
did not have the devices. The use of smart phones was motivated by the desire to stay
in contact with younger family generations. Their smart phone habits differed from
younger persons. They did like to constantly carry or have conversations in public
spaces with their mobile phones. Mobile phones were for emergency situations espe-
cially when travelling.

On smart homes, the women were familiar with the basic concept. But Anna
thought “it was for people who needed to do a lot at once”. They wondered if it were
something that would fit into their lives. Beate asked “is there really a need to remotely
control my blinds?”. From an earlier study with the women, where they received a
smart speaker (Amazon Echo Dot) and a diary to document how they adopted the new
technology into their lives. Heike used it for two days and plugged it out due to the
discomfort of being listened to. Eva attempted to use the device (asked others how to
use, installed the app but unsuccessful in use). The others did not use the device. Beate
and Hanna did not have wireless internet and Barbara did not have a smart phone. They
generally commented that the device did not fit into their lives with concerns for
privacy and security.

4 Discussion

4.1 Design Considerations

Alternative Interfaces
The design of alternative interfaces for smart homes that are ubiquitous, assimilating
into the current habits, activities and spaces of the women could allow for the easy
adoption of smart home technologies. The use of smart textiles, surfaces (e.g. mirrors,
kitchen counters) as interfaces allow for easy integration into the women’s homes. It
avoids the introduction of entirely new elements, making the presence of smart home
technology not intrusive as new technology can often be daunting for elderly women.
However, adoption may be easier if the technology stems from a place of familiarity.

As smart home interfaces are often smart phones and with elderly women having
different phone use habits, design could look at novel interfaces that do not require
phones. Interactions can be based on switching knobs, pressing buttons or simple “on
and off” buttons. In addition, this opens the opportunity for investigating diverse
materials for designing smart home devices such as smart textiles and sustainable
materials.

The women preferred face-to-face interactions, but as most digital technology
minimises personal contact, smart home design can compensate with face in this need
by facilitating convention with interconnected visually appealing interfaces that allow
one to know

36 N. K. Dankwa



Designing with Elderly Women Living Alone
Co-design sessions should align with positive aspects of the lives of the elderly women.
This means identifying the inherent skills and creative activities the women enjoy. This
should inform material and toolkits choices, which may not entirely be foreign to the
women. But if the material or toolkit must be electronic, then the women may first be
eased into ‘making’ with activities they are familiar with. In addition, tech design
should embrace the women’s lives as valid as it is and not situated as a redeemer. If
design is driven by the women, there may in the end be no need for new smart home
tech, but a variation of current tech use.
Varying forms of sharing knowledge may be needed as the elderly women preferred
oral interactions when they received new technology. Each woman shared similar
experiences, on receipt of new tech, the installer orally explained how to use the tech
and they wrote notes for future use. Design sessions could explore ways of designing
easy to use manuals with interactive oral knowledge forms for the elderly.

Designing for Privacy and Security
All women were concerned with smart home devices recording their data and being
stored somewhere they did not know. How can design assure them their data will be
used only for what the permit and not against them in future? Also, they were not
comfortable using Amazon devices due to data sale for marketing controversies. They
feared that having these devices always on, meant being listened to almost like a spy.
How can privacy be designed as transparent for elderly persons? Design could position
privacy as a central purpose of the device. Therefore, the device works in maintaining
privacy and everything else is secondary. Thus, for example by visually communi-
cating data sources being streamed from or to, one always knows when errors occurs.

5 Conclusion

Elderly women may face additional barriers to wellbeing in living alone as compared to
their peers and couples in other living conditions. The present case study contributes
new understandings of the lives of elderly women, their values and their attitudes to
technology use and ownership. It highlights the need to consider alternative interfaces,
privacy & security and material choices to when designing considerations for smart
home technology design which are
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Abstract. Functional communication is indispensable for child develop-
ment at all times but during this COVID-19, non-verbal children become
more anxious about social distancing and self-quarantine due to sudden
aberration on daily designed practices and professional support. These
verbally challenged children require the support of Augmentative and
Alternative Communication (AAC) for intercommunication. Therefore,
during COVID-19, assistance must be provided remotely to these users
by a AAC team involving caregivers, teachers, Speech Language Ther-
apist (SLT) to ensure collaborative learning and development of non-
verbal child communication skills. However, most of the advanced AAC,
such as Speech Generating Devices (SGD), Picture Exchange Commu-
nication System (PECS) based mobile applications (Android & iOS) are
designed considering the scenario of developed countries and less acces-
sible in developing countries. Therefore, in this study, we are focusing on
representing feasible short term strategies, prospective challenges and as
long term strategy, a cloud based framework entitled as “Bolte Chai+”,
which is an intelligent integrated collaborative learning platform for non-
verbal children, parents, caregivers, teachers and SLT. The intelligent
analytics within the platform monitors child overall progress by tracking
child activity in mobile application and conversely support parents and
AAC team to concentrate on individual child ubiquitous abilities. We
believe, the proposed framework and strategies will empower non-verbal
children and assist researchers, policy makers to acknowledge a defini-
tive solution to implement AAC as communication support in developing
countries during COVID-19 pandemic.
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1 Introduction

According to the International Society of Augmentative and Alternative Commu-
nication (ISAAC), AAC refers to a group of tools and procedures (sign, gesture,
speech generating devices) to mitigate challenges of regular communication of
non-verbal children [1]. AAC is employed when the development of communi-
cation does not follow conventional manner, substantial delay is observed and
to augment (not replace) communication process AAC is introduced [2]. Due to
COVID-19 pandemic situation, there is alternations in daily routines of verbally
challenged children that might create distress and anxiety in verbally challenged
children which can negatively influence family relationships and making par-
ents empathetic during this pandemic time [3]. It is imperative for everyone to
apprehend the ongoing pandemic situation, exhibit individual needs, and obtain
significant information. These non-verbal children utilize AAC as a communica-
tion support and such assistance must be ensured remotely by parents, teach-
ers, SLT to these AAC users. One of the feasible choice is to provide remote
support via telepractice. Telepractice indicates to services arranged at distance
utilizing video conference or other technologies [4]. To quote Kairy, Lehoux and
Vincent [5], the World Health Organization (WHO) endorsed that telepractice
leads to clinical equivalence or even better performance compare to traditional
approaches and substantially improve access to service. In this study, we put for-
ward certain short term strategies for developing countries to aid communication
support with AAC for verbally challenged children during COVID-19 which are;
telepractice with SLT, parent training and coaching via Tele-AAC, online class-
room learning and multi-modal application and adaptation of accessible AAC
system. However, some observable challenges which restrain communication sup-
port utilizing AAC in developing countries are; dearth of adequate budget and
technical infrastructure for telepractice, bandwidth limitation in certain areas,
lack of policy, skilled personnel and governmental support to ensure confiden-
tiality in telecommunication service, non-cooperation of parents, teacher, SLT
who have limited knowledge of technology.

Considering the COVID-19 pandemic situation, as a long term strategy, we
are proposing an integrated intelligent platform titled as “Bolte Chai+”, which
is at present a framework under design process. This “Bolte Chai+” frame-
work embeds all the features of “Bolte Chai” [6] along with integrated platform
which enables monitoring of child progress while utilizing mobile application and
the interactive dashboard provide opportunity of collaboration among parents,
teachers and SLT. The intelligent algorithm within system will monitor child
progress that will assist parents, teachers and SLT to acknowledge child devel-
opment scope in communication skills. The nobility of this proposed framework is
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that it will enable collaboration among child, parents, teachers, SLT, administra-
tive personnel through one single platform and will provide directions regarding
child substantial improvement in communication skills.

In this pandemic situation of COVID-19, we are delineating short term strate-
gies, challenges and a framework “Bolte Chai+” as an aid to support communi-
cation with AAC for non-verbal children in developing countries. The following
paper is organized as follows, Sect. 2 present short term strategies for communica-
tion support with AAC, Sect. 3 illustrate the challenges in developing countries.
Finally, a demonstration of the framework, discussion and conclusion.

2 Strategies to Support Communication with AAC
During COVID-19 in Developing Countries

2.1 Mutli-Modal AAC Adaptation

Multimodal communication refers to utilization of one or more method dur-
ing intercommunication. It might consists of manual signs, gestures (pointing),
approximate vocalization, facial manifestation as well as aided AAC technol-
ogy (PECS, SGD) [2]. Primarily, it includes anything that individuals apply
for communication. Multimodal communication provide flexibility. For instance,
parents can motivate the child to utilize PECS whereas SLT provide speech
therapy via online applications. Moreover, if a child use mobile apps, picture
with relevant vocabularies can be personalized to support their understanding
regarding COVID-19. For example, mobile apps like Bolte Chai [6] and Avaz [7]
provide customization option to caregivers or parents.

2.2 Telepractice with SLT

Student with language impairment often receive speech language therapy from
Speech Language Therapists (SLT) as a part of their educational program [8].
Considering the COVID-19 situation, where in person service delivery should be
limited, remote training or telepractice is a plausible solution. In order to exe-
cute telepractice service, structural planning is required which involves prioritiz-
ing need of individual child to determine learning targets, gleaning information
from family members regarding available resources at home, implementing action
plans via online video-conferencing, such as Zoom, Google Meeting, document
sharing platform, for instance, Google Drive and parents training and coach-
ing is required to ensure the implementation of home learning for non-verbal
children [9].

2.3 Online Classroom Learning

Considering the unusual situation of COVID-19, schools can facilitate class-
room learning via internet, considering online or blended learning, which involves
both elements of traditional education and online learning. A complete team is
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involved in school based online learning which comprises school administrators,
teacher, technical support providers, parents, children and facilitator [10]. An
effective collaborative approach is required for initiating learning opportunities,
managing and distributing materials and gleaning information regarding student
progress.

2.4 Blended Learning Network (BLN) via Tele-AAC

Blended Learning Network (BLN) refers to a method that facilitate knowledge
exchange and learning about communication and AAC between parents and pro-
fessionals of individuals with complex communication need [11]. Tele-AAC is a
team based approach which call for appropriate technical structure, numerous
practices and strategies [12]. While Speech-Language Professionals (SLP) train
and coach parents, there will be a certain framework with different stages. The
stages are identifying target skills that need to be improved in a child, strategies
and parent friendly procedures developed by SLP to enhance targeted communi-
cation skills in child. Parent training and coaching has effective positive results
for both parents and child, parents gain confidence in supporting their child and
improvement in child expressive and initiation of communication [13].

3 Challenges in Disseminating Communication Support
with AAC in Developing Countries

3.1 Ensuring Privacy and Confidentiality

For successful telepractice it is imperative to guarantee confidentially, privacy of
data and security of recorded data. Educational institutions should be prohibited
to share student’s or non-verbal child information without parental consent.
The pros and corns as well as prospective outcomes need to be disclosed to
parents before offering telepractice services. However, the administrative system
in developing country like Bangladesh is not yet reformed to meet the need of
electronic world [14].

3.2 Lack of Technical Infrastructure and Funding

Technical infrastructure is critical for success of telepractice. There are key
things that should be available to both the provider and the client places which
includes computer/laptop, internet access, video-conferencing or screen sharing
software. Additional items that are required consists of internet usage policy
and bandwidth allocation, administrative and technical support. According to
World Health Organization(WHO), one of the constraint is funding in case of
telepractice service in developing countries [15].
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3.3 Dearth of Quality Service

Regardless of the facilities, resources or services provided, interventions and
assessment of services provided via telepractice need to be assessed for therapeu-
tic effectiveness and might include feedback from client, caregivers to maintain
quality assurance [16]. Ingrained communication between service providers and
receivers improve the overall quality of service via telepractice or active consul-
tation.

3.4 Absence of Skilled Personnel

Most of the people in developing countries like Bangladesh do not have enough
understanding of utilizing computer, internet or electronic delivery services [17].
Therefore, on site Information Technology (IT) support is required while intro-
ducing telepractice project, as the professional are aware of the technical infras-
tructure that can be used in the premises [18].

4 Proposed Theoretical Framework: Bolte Chai+

Considering the COVID-19 pandemic situation, it is imperative that parents,
teachers and SLT work altogether to monitor child progress and apply AAC
interventions to enhance their communication skills. Therefore, we are propos-
ing a cloud based intelligent integrated platform with mobile application and the
framework is titled as “Bolte Chai+”. The framework embeds all the features of
Bolte Chai [6]. Basically, “Bolte Chai” application is based on PECS technol-
ogy where parent mode and child mode is present and the parent mode enable
customization of activities according to child preference. In addition, voice out-
put through mobile microphone enable non-verbal child to express their needs
and the help option within the application ensure that child could seek help
from their relatives only by selecting pictures which enable sending immediate
SMS. All the aforementioned features are incorporated with intelligent analyt-
ics in “Bolte Chai+” to monitor the progress of child through mobile applica-
tion utilization and generated progress report can be viewed through interactive
dashboard (Fig. 1).

4.1 Description of Proposed Framework

The diagram in Fig. 2 depicts the basic framework of Bolte Chai+ which inte-
grates different users to cloud service.

4.2 User Role or Stakeholders of Bolte Chai+

In the proposed “Bolte Chai+” framework, there are in total six categories of
users.
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Fig. 1. Proposed architecture of Bolte Chai+

Child. Non-verbal child of developing countries will utilize the pictogram based
mobile application. Each individual child will be registered will a unique user id
at home or respective institutions.

Parents/Caregivers. Parents will have access to mobile application and inte-
grated dashboard. In the mobile application they will able to customize help
contacts; add/delete activities with picture, text and voice from cloud database
or manually for child and in the website they will able to monitor child overall
progress along with relevant information.

Teachers. Teachers will be able to edit activities for child utilizing the mobile
application. While the dash-board in the website will enable teachers monitoring
child progress and providing respective feedback.

Speech Language Therapists (SLT). SLT will recommend activities for child
and will monitor child overall progress in interactive dashboard.

Institutions. Institutions refer to school or special organizations that work
for non-verbal children. Access to website will enable them to integrate sub-
institutions or all relevant information of child in one single platform.

Super-Admin. Super-Admin is responsible for user management, authentica-
tion and monitoring of the whole system with technical assistance from admin.
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Fig. 2. Proposed framework of Bolte Chai+

Basically, through interactive dashboard it will be possible to get an overview of
the present status and progress report of all child users.

4.3 Bolte Chai+ System

Bolte Chai+ System encompasses mobile application, user defined dashboard
and cloud service. The dashboard have distinct functionality on the basis of user
role.

Mobile Application. The application will have numerous activities with cat-
egories and sub-categories for both the android and iOS version. One example
of activity is Food, under Food it will category that is breakfast, lunch and
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dinner. Therefore, under breakfast category, the sub-categories will be bread,
jam, vegetables etc.

User Defined Dashboard. The integrated website will have dashboard that
will enable different functions according to user role. The functions of dashboard
for parents will be different from the functions of dashboard for teachers (Fig. 3).

Fig. 3. Management dash-board function according to user role in Bolte Chai+

Cloud Service. It will be responsible for all kind of user management and
controlling operations with the mobile application and integrated website. Reg-
istration and authentication of registered users will be done in cloud via inter-
net. Moreover, cloud management will store database of 1000+ activities and
integrates Data-base information with dashboard. The Fig. 2 depicts the user
function options based on the hierarchy level. For instance, Parent UI of dash-
board provide functional option to monitor child progress via daily, weekly,
monthly and yearly report, institution list, caregiver list and related feedback
from teacher, SLT to enhance child communication skills. Respectively, there
are definitive functional option in dashboard according to user role in the frame-
work and one of the notable factor is with increment in user hierarchy there are
substantial increase in the functionality of the user.

4.4 Main Objectives of Bolte Chai+

The main objectives of Bolte Chai+ includes product development, user centric
analysis for further modification in the framework and user adaptability in order
to address user feedback.
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Product Development. We focused on the need of non-verbal children and
their family to develop “Bolte Chai+”. In collaboration with families, teachers,
SLTs and concerned organizations we have analyzed users characteristics, work-
flow. On the basis of the analysis, an integrated intelligent platform with mobile
application is under development process to monitor child activities and assist
parents, teachers, SLT to acknowledge child progress at any place at any time.
The mobile application will have interactive User Interface (UI), login function,
backend database and analytics, privacy and language settings. In the long run,
Natural Language Processing (NLP) will be integrated to remotely detect the
progress the non-verbal child in utterance of certain words.

User Centric Analysis. After development and successful integration of
“Bolte Chai+” in cloud server, user centric analysis (user experience, perfor-
mance and security) will be conducted to analysis the efficacy of the android
and iOS mobile application along with web service. Evaluation study of user
experience will be conducted in schools, related organizations to gain feedback
form the users and on the basis of feedback from parents, teacher, SLT and other
stakeholders further development will be done in the application. All the critical
findings will be considered for integration with the system and the application
will be launched for public.

User Adaptability. The integrated platform “Bolte Chai+” provide opportu-
nity of collaboration among non-verbal children, parents, teacher, caregivers and
SLT. The development of the platform will address user feedback and will iter-
ate the development process based on user acquisition. Initially, the evaluation
of “Bolte Chai+” platform will be focused on Bangladeshi non-verbal children.
Moreover, traditional and digital media will be utilized along with the support of
concerned organizations to promote the applications to distinct communities and
countrywide. In future, additional support will be added in different languages
to ensure global exposure and sustainability of the platform.

5 Outcome

The “Bolte Chai+” will provide an opportunity to non-verbal child to exhibit
their desire in a innovative manner and gain communication skills with assis-
tance from teacher, parents and SLT. Moreover, parents, teacher, SLTs and
other stakeholders will be able to collaborate in one single platform and monitor
child progress. One of the encouraging outcome during evaluation sessions of our
previous version “Bolte Chai” application is that it assist in developing commu-
nication skills in non-verbal children and relatively less expensive in context of
developing countries, like Bangladesh [6]. It is expected that incorporating intel-
ligent analytics and advanced features of “Bolte Chai+” will be beneficial for
non-verbal children.
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6 Discussion

The proposed framework “Bolte Chai+” possess the probability to become an
optimal solution to support communication in non-verbal children during this
COVID-19 pandemic and afterwards. Integration of machine learning and arti-
ficial intelligence in AAC systems has created a new dimension. For instance,
application titled as LIVOX is a machine learning based android mobile applica-
tion that recommend pictograms on the basis of time and location of user device
[19]. Another example is Case Based Reasoning (CBR) machine learning app-
roach that assist parent, caregiver and therapist to co-operate among themselves
and closely monitor ASD children [20]. However, availability of these intelligent
system is limited to developed countries. “Bolte Chai+” creates a premises of
communication opportunity for non-verbal children in developing countries as
well as for parents, teachers, SLTs and administrative authorities. A single plat-
form integrates a complete team of concerned personnel in order to enhance the
scope of communication skills for non-verbal children.

Regarding the proposed intelligent integrated framework “Bolte Chai+” we
have outlined the following beneficial effects-

1. Through the smart mobile application, personalization of activities can be
done according to individual child preference.

2. With user defined account, activities of individual child will be stored in the
cloud and in case if the mobile phone utilized by child is lost, it will be possible
to retrieve all the information of that child just by logging into personalized
account from any device.

3. Parents, teacher and SLTs can monitor the progress of their child and on that
basis they can decide on next target skills that can be developed in child.

4. Administrative authorities and policy makers can visualize the overall infor-
mation of non-verbal children or students in one place through the dashboard
of the proposed integrated platform. For instance, the number of non-verbal
children utilizing “Bolte Chai+” application, their age group, institution,
respective teacher, speech language professionals etc.

5. Collection of all information in one single platform will reduce the additional
effort to gain information regarding child progress from different personnel.

6. With the integration of cloud service, it will reduce the dependency on
direct/in-person therapy for non-verbal children.

7. Utilization of the app and integrated platform will assist in reducing workload
of concerned organization by digitizing relevant information collection process
regarding non-verbal children and their progress.

An intelligent integrated platform with mobile application, “Bolte Chai+”,
through which the development in non-verbal child communication skills can be
monitored by parents, teacher, SLTs and with the utilization of mobile applica-
tion it is possible to have personalized account, customized activities according
to child preference and access to cloud based database of activities.
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7 Conclusion and Future Work

In this study, we have focused on telepractice service and online education for
non-verbal children as a short period strategy and underscored the significance
of collaboration among parents, teacher, SLT and administrative personnel to
support communication with AAC and illustrated a framework “Bolte Chai+” to
provide an integrated platform. It is expected that with “Bolte Chai+” platform,
we will be able to support development of communication skills in non-verbal
and in the long run, with integration of Natural Language Processing(NLP)in
the platform, we will be able to evaluate time frame of language development in
individual non-verbal child. We believe that the proposed strategies, challenges
and framework will direct researchers, developers, policy makers to acknowl-
edge and initiate communication support with AAC for non-verbal children of
developing countries during this unprecedented time of COVID-19.
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children and the ICT Division, Ministry of Posts, Telecommunications and Information
Technology, People’s Republic of Bangladesh, for their financial and continuous support
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Abstract. Augmentative and Alternative Communication (AAC) tech-
nology research not only enhance communication but also communal
skills in verbally challenged children with Autism Spectrum Disorder
(ASD). However, the research on AAC technology is mainly concen-
trated in developed countries and less explored in developing countries.
In this study, we utilized evaluation method to analyze the prospects,
existing practices and future possibilities, benefits and barriers of AAC
research in developing countries. It is found that Speech Generating
Devices (SGD) are mostly preferred by children and in future artificial
intelligence (AI) based mobile application will augment communication
skills among verbally challenged children. We conclude with general rec-
ommendation on succeeding research, collaborative approach and imple-
mentation with funding opportunities for substantial growth of AAC
technology research in developing countries. This study will facilitate
directions for initiating AAC research in developing countries and will
accommodate researchers, developers and stakeholders to acknowledge
opportunities, barriers, probable and current state of AAC research.

Keywords: Augmentative and Alternative Communication (AAC) ·
Developing countries · Autism Spectrum Disorder (ASD) · Picture
Exchange Communication System (PECS) · Speech Generating Device
(SGD)

1 Introduction

Augmentative and Alternative Communication (AAC) can be regarded as an
approach that integrates tools and strategies (gestures, symbols, speech gener-
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ating devices) to cope with daily communication challenges. AAC was devised
with a view to making communication tools available to individuals with lim-
ited functional skills or verbal skills. According to World Health Organization
(WHO), epidemiological data indicate that global frequency of Autism Spectrum
Disorder (ASD) is one person in 160, which demonstrate 0.3% of the global bur-
den of disease. On top of that, the ubiquity of ASD is unknown in many low and
middle income countries [1]. Around 25% of individuals with autism are absent
natural language as their simple means of contact as stated by the National Insti-
tute on Deafness and Other Communication Disorders [2]. It has been found that
in 76% cases people diagnosed with autism will not strengthen eloquent com-
munication and in case 30% cases no advancement to vocal output [3].

AAC system can be a feasible provisional or permanent communication
resource for 30% ASD individuals who persist being non verbal throughout their
life. According to H. C. Shane [4], there is alteration in nature and severity of
communication techniques in individuals with ASD and distinguished collection
of individuals fails to satisfy their day-to-day communication needs. There is a
potential possibility in individuals to understand to handle picture exchange,
speech generating device and manual sign but there emerge a noteworthy clini-
cal question that which AAC mode will be appropriate for individual child with
ASD [5]. Inspite of the upgrade in AAC, it can be burdensome, pricey and time
consuming and can confound the user. In such cases, user level hardware (per-
sonal or tablet computer) can be employed to minimize the cost. The handheld
devices available along with applications make a consumer-oriented distribution
platform that allows for drastic transition in AAC for individuals with ASD.
Furthermore, emerging technologies such as: Brain Computer Interface (BC1)
and Machine Learning (ML) are also integrated in AAC research to overcome
potential barriers for individuals with complex physical and verbal impairment.

Augmentative and Alternative Communication (AAC) can be commonly
graded as aided and unaided AAC. Unaided AAC specifies certain modes not
involving additional materials and examples are gesture, body language, sign lan-
guage, facial expression etc. Aided AAC requires external materials and includes
the low-tech, mid-tech and high-tech system. Low-tech systems don’t require bat-
tery service and uses paper, pencil and alphabet boards. Examples of low technol-
ogy AAC are Visual schedules and Picture Exchange Communication System.
Medium Technology AAC devices involve pre-recorded message, which ranges
from single message to multi-level message to numerous messages in distinct
stages. Examples of such mid-tech system are; BIGmackTM, LITTLE Step-by-
StepTM, and GoTalkTM. High technology AAC systems involve dynamic display
speech generating devices.

Most progress in the field of AAC is carried out in developed countries, which
involves availability of resources and which are quite expensive in prospects of
developing countries. However, in developing countries the research in AAC is
limited even though it has the potential to enhance communication, commu-
nal interaction in non-verbal individuals. In this paper, we focus on evaluating
opportunities and barriers of AAC technology research in developing countries.



Evaluation of AAC Research for ASD Children in Developing Countries 53

2 Research on AAC, Practices and Future Prospects

2.1 Multi-Modal AAC System

Young non-verbal ASD children utilize variety of AAC systems based on their
physical skills and communication impairments which ranges from sign language,
Picture Exchange Communication System (PECS), Speech Generating Devices
(SGD) to Mobile Apps. In order to ensure effective communicative means for
non-verbal child, it is imperative to focus on their preference for AAC modes. Pic-
ture Exchange Communication System depends on picture symbols and provide
visual reminder of objects for requesting. A smaller motor movement is required
for requesting variety of elements. But the classical PECS has some demerits.
At first, restricted capacity in the binder to accumulate cards and complexities
to manage it out of convenient place, secondly, the paper cards containing pic-
ture decay after several use, Thirdly, the process to generate pictogram cards
is rigorous. SGD is an electronic tool with speech-generating effects such as
Proloquo2GoTM software and capable of incorporating considerable volume of
vocabulary for the user and synthesized voice output is generated by tapping on
the icons [6]. However, installation of app on commercial mobile device enhance
the accessibility of AAC solution to families or care providers of individuals with
autism spectrum disorder. Parents or caretaker can assess an app on the basis
of rating and this grant a perceiving of authority and participation to the fam-
ily in order to recognize voice for their child [7]. The purpose to adopt AAC
device should not be limited to particularly requesting preferred items, in addi-
tion AAC instrument must assist students with ASD to express needs, exchange
information and participation in social communication.

2.2 Comparative Usability of AAC Systems

AAC strategies begin with manual sign or hand gesture and advance to low-
tech which includes communication boards and graphical symbols, which are
nonelectric devices. With improvement in technology, mobile applications are
becoming a major enthusiasm for the user because of low cost, portability and
social acknowledgment. According to Department of Health and Human Ser-
vices (DHHS), Interagency Autism Coordinating Committee’s Strategic Plan
for Autism Spectrum Disorder Research (DHHS, 2011) [8], there is a necessity
for comparative study as it is significant in facilitating informed decision making
on the basis of “ head –to-head analyzes of interventions. In most cases partic-
ipant preferred one of the AAC systems to others. Three AAC systems: PECS,
SGD and Manual Signing (MS) were utilized among the participants in the study
by McLay et al. [9,10]; where most of the participants exhibit preference and
more frequently choose SGD system followed Picture Exchange Based System
but almost all the participants maintained low preference for MS scheme. The
reason behind preference can be related to some factors which are portability,
demand of prerequisite skills, and advantages of SGD which are: variation in
speech and local language according to the need of the user, minimal damage
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due to moisture, accidental falls, wears and tears and ease of maintenance, low
demand of motor and linguistic skills due to simplistic design. Therefore, the
AAC system which is suitable for individuals depends on multiple factors which
are: learning priorities, existing physical and cognitive skills, families and individ-
ual’s preference, the environment where communal interaction is considered. On
the other hand, the new mobile technology offers low cost solution. The apps can
be updated regularly and wirelessly, customization of additional factors require
little effort from the user end. The studies of mobile based application by Tul-
shan [11]; Soomro and Soomro [12]; Signore [13] have a common focus which is
personalization according to the user need in order to stimulate communication,
social and functional skills of verbally challenged children with ASD. With these
available applications, parents/caregivers can teach their children at anywhere
at anytime and low cost of such applications provide more accessibility.

2.3 Innovative Technologies in AAC Research

Mobile Applications. Mobile applications incorporate multiple levels of func-
tion to interact with users. The implicit and explicit features of mobile appli-
cations can be categorized into functionality, appearance, shape/color, analytics
and customization, all of which are involved to approach broad area of functions
by users. In the following Table 1, the features of mobile application that assist
in improvement of communication and social skills are delineated.

Table 1. Enhanced features in mobile application to Augment Skills in ASD children

Feature Type Existing Features in Mobile Application

Functionality – User centric design on the basis of feedback from guardians [11]

– Provide support in decision making for educators, parents, caregivers by

monitoring [12]

– Motivating factors by including game section, loud output from device [13]

– Access to multiple innovate functions (e.g. visual representation of

emotions [14], daily routine and progress analysis [11]

Appearance – Utilization of menu page and different modules [11]

– Visualization of progress chart [12]

– Using emoji to express emotions or feelings [14]

Shape/Color – Utilization of multi-color PECS symbols [13]

– Incorporation of variety shapes of characters [14]

Analytics – Automated progress report within defined timeframe [11]

– Behavioral and neurophysiological data analysis [15]

Customization – User function for addition of images [12]

– User based evaluation, design and availability [13]

– Provide additional options to personalize images, voice according to

cultural norm [14]
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Brain-Computer Interface (BCI). With widespread utilization of touch-
screen technology, there are interactive user interface (UI) through which selec-
tion of desired items is made but for individuals with severe physical impair-
ment, this selection process becomes burdensome. In that case, utilization of
user brain signal [Electroencephalogram, (EEG)] is employed for user selection
which is independent of neuromuscular activity.The utilization of BCI technol-
ogy requires support to set up technology and support from trained caregivers
for management of system [16].

Fig. 1. A basic diagram of Brain-Computer Interface in AAC. The brain signal acquired
from scalp, form cortical surface or from within the brain, are examined for features
of signals (EEG) to illustrate user preference. Those features are transformed into
commands for operation user interface of AAC [16].

The aforementioned figure depicts the basic integration of Brain-Computer
Interface in AAC. However, different standardized metrics need to be considered
from performance assessment of BCI based AAC system [17].

Machine Learning and Artificial Intelligence. The individuals with phys-
ical, cognitive and cognitive impairments utilize AAC system for ease of com-
munication and such system should not become challenging and demanding. An
application named LIVOX is a machine learning based android mobile applica-
tion to recommend pictograms based on location and time of the user device.
The notable features of LIVOX is artificial intelligence based recommendation
system by analyzing past user data (used item, utilization time, touch time,
GPS data, X and Y co-ordinates in touch screen) and another feature is Natural
Language Processing (NLP) for speech recognition and enabling individuals to
engage in conversation [18]. Moreover, a feedback framework which apply Case
Based Reasoning (CBR) machine learning approach provide opportunity of close
monitoring by therapists, parents or caregivers [19]. However, all these intelligent
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systems are available in developed countries. Even though there are research on
detection on ASD children with machine learning methods, using home videos
of Bangladeshi Children [20].

3 Opportunities and Benefits

3.1 Enhancement in Research Interest

Research in the domain of Augmentative and Alternative Communication (AAC)
has developed over years. In beginning, gestures and sign language was utilized,
later Picture Exchange Communication System (PECS) and Speech Generating
Device (SGD) acquire preference among non-verbal children. With the advance-
ment of mobile technology, mobile applications become more productive and
portable solution. Recently, with the progress in the field of Brain-Computer
Interface and Machine Learning, there are integrated researches within the
mentioned one and AAC. Analytics are employed for task recommendation to
ASD children and monitoring of child progress by parents and educators [19].
Machine-Learning approach is utilized to distinguish ASD and Typical Devel-
oped (TD) child through voice analysis and it performed better than experienced
Speech Language Therapists (SLP) [21]. Moreover, Brain-Computer Interface
promises to banish potential functional obstacles to AAC interventions for those
with substantial physical and linguistic disorders. But all the aforementioned
progress happened in developed countries. However, collaboration among multi-
disciplinary researchers and stakeholders are required for developing AAC system
in prospects of developing country.

3.2 Mobilization of Existing Resources

The collaborative approach between researchers and organizations can success-
fully utilize the limited resources in order to propose a possible AAC solution
to individuals with complex communication need. One such example is “Bolte
Chai” which is an AAC device to augment communication in non-verbal chil-
dren, the developmental cost of such device is less than other devices available
in Bangladesh [22]. Moreover, later an android application was developed which
can be personalized according to the child or user need and the application was
productive to support verbal communication for students in Touri Foundation-
school for gifted children as well as Bangladeshi Children [23]. In addition, there
are organizations like Neuro-Developmental Disability Protection Trust under
Ministry of Social Welfare in Bangladesh where the aim is to disseminate knowl-
edge and empower people with neuro-development disabilities. With the support
and limited resources from such organizations researchers can develop AAC sys-
tem and ensure AAC system opportunities even in the rural area of Bangladesh.
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3.3 Collaborative Approach Among Stakeholders

As the condition of individual ASD child is idiosyncratic and so does their chal-
lenges in case of utilization of AAC. To alleviate these challenges and proposing
innovative technical solution, it is vital to have a direct collaboration with users
and their respective families at each stage which ranges from problem identifica-
tion, user testing, clinical evaluation to communal corroboration [23]. In terms
of research and development it is imperative to have collaboration among ser-
vice providers, technical developers, researchers from diverse discipline, special
educators, speech language therapists, engineering knowledge in the field of com-
puter science, cognitive science, performance evaluation of motor development,
psychology and language development. Such multi-disciplinary intersection will
maximize the technical development in the field of AAC. One of such exam-
ple of virtual platform for collaborative approach is Rehabilitation Engineer-
ing Research Centre (RERC) on Augmentative and Alternative Communication
(AAC) [24]. The RERC on AAC enrich research and disseminate knowledge
in AAC. One of the significant information shared by RERC is how to sup-
port communication in individuals with complex communication need during
the COVID-19 pandemic. Above all, related government organizations need to
provide research and resource support to advance AAC research.

3.4 Widespread Utilization of Mobile Application

Recently, the communication scope provided by AAC system not only limited
to expressing needs of children but also need to support social communication
skills, interaction with others and knowledge transfer. Communication need not
to be confined into face-to-face, rather they can be in written form or telecommu-
nication. AAC system need to comprise all sorts of daily diverse communication
needs which includes texting, mobile, internet access, social interaction. With the
advancement in mobile technologies, there are numerous available apps which
serve as a communication means for individuals with dynamic need for communi-
cation. The number of mobile subscriber in Bangladesh has extended to 165.337
million at the end of March 2020 [25]. The mobile application can not be only
regarded as speech prosthesis, rather it serve multi-modal functions which are
accessibility to information, entertainment, gaming activities and social interac-
tion [26]. Families need not to be solely dependent on the recommendation of
professionals and wait for funding from agency, they can become active decision
make while availing mobile technology and app. In addition, they can customize
the applications according to the need of their children.

3.5 Improvement in Quality of Life

There has been substantial transition in the utilization of AAC technology from
single function to multi-function mobile applications and AAC systems. The
advancement of Speech Generating Device (SDG) and mobile applications has
created new opportunities for interaction. This offers expansion in the horizon of
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communication function and social inter-connectivity. Current technologies offer
organization, social networking, overcoming architectural barriers, online edu-
cation for individuals with dynamic need for communication [27]. Beyond the
increased opportunities in communication, education and employment facility,
AAC mobile application technology enhanced public awareness and acceptance
[28]. The technological progress in AAC now can serve those who were previ-
ously unserved due to severe motor, cognitive and language impairments. For
instance, the application of brain-computer interface ease communication and
access to computer to those who are suffering from severe motor impairments.
Communication encompasses all sphere of life ranges from enhanced educational
success, communal inclusion, employment facilities and overall improved quality
of life.

3.6 Policy and Advocacy

Collective efforts are required to ensure disseminate knowledge of AAC to med-
ical professionals, Speech Language Therapists (SLT) so that they acknowledge
children who require AAC system in order to improve communication skills.
Public awareness is required to facilitate AAC utilization and increase accep-
tance of AAC system so that there is no such social or cultural barrier in terms
of AAC use by ASD children. In addition, government funding is required to
allocate AAC technologies to children which will provide greater communication
and social skills.

4 Barriers and Challenges

4.1 Gap Between Research and Implementation

For effective technical solution it is imperative to have interaction between tech-
nical companies and multi-disciplinary regulation experts [24]. Industrial man-
agement team need to address the demand of individual ASD children and trans-
fer such knowledge to technical developer and researchers so that they can focus
on those field in terms of designing AAC systems. Collective effort is paramount
to respond to the needs in case of low income and low resource country. In addi-
tion, technical companies need to place the demand of AAC technology that not
only confined to individuals with slight impairments but also those with serious
impairments. As research-driven technologies that are adequate for those with
serious impairments can aid communities and make mainstream technology more
effective [28]. Therefore, there is a crucial need for research that translates rapidly
into daily practice and applicable to industrial stakeholders.

4.2 Lack of Research Driven Development

The traditional AAC systems were developed to augment the communica-
tion of individual with complex communication need but these systems were
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not designed according to the individual need of ASD children. According to
research, when the technology is driven by practice (not by research), it might
not appreciate underlying beliefs or values. As a consequence, AAC technology
becomes demanding for utilization or learning [27,29]. In such case, research is
imperative to apprehend the cognitive, motor skills, speech development, recep-
tive perception of each ASD children and on that basis AAC system should be
developed to meet the need of individual. Therefore, expanded research in AAC
technology is required to truly response to the demand of each ASD children,
their respective families and cultural and social acceptance. If AAC systems are
research-driven, user centric and appropriate for individual then it become more
effective in case of supporting and participation of individuals with complex
communication need [28,30].

4.3 Ensuring Professional Training

There is considerable differences between the possibilities of AAC intervention
in research and the extent of practices in daily practice [29]. AAC team generally
comprised of special educators, medical professionals and speech language ther-
apists. For instance, speech language therapist requires the knowledge how to
asses the physical, cognitive and perceptual abilities or limitations of individual
ASD child and suggest the implementation of AAC system. Special educators
should have the basic knowledge of troubleshooting and handling AAC system
as well as motivating ASD child or student to utilize AAC system in day-to-day
practice. Therefore, it is imperative to organize training and efficacious dissemi-
nation of knowledge for effective transition of practice from research to practice
and promoting awareness among the general public [30].

4.4 Absence of Acknowledgement and Acceptance

In order to ensure success in AAC implementation, it is prerequisite to acknowl-
edge the preference and perception of families, clinical professionals and cultural,
language diversity. In order to AAC system to be effective for ASD children, it
needs to be ensured that they not only get access to their preferred AAC mode
but also receiving accurate instructions to enhance their social and communi-
cation skills, literacy, strategic skills for communication purpose, support from
family and assistance from communicative partner. There are erroneous beliefs
among many clinicians that certain criteria of cognitive skills need to be fulfilled
in order to implement AAC system and for such reason some of the children are
deprived of the opportunity to utilize AAC. In addition some parents believe
that utilization of AAC system will impede natural language development of
their children. However, research evidenced that AAC does not affect negatively
in speech development. Moreover, the positive result supported by research evi-
dence that AAC system enhance awareness and acceptance [31].
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5 Recommendations

After the investigation on barriers and benefits of AAC research in context of
developing countries, we recommend few immediate actions to be taken. At first,
it is imperative to develop government policy and support for AAC research
in developing countries. Secondly, in order to bridge the gap of research and
implementation as well as developing intelligent AAC systems, collaboration is
required among researchers, developers, educators, speech language therapists
and related government organizations. Finally, disseminating knowledge of AAC
for verbally challenged children to gain public awareness and acceptance.

6 Conclusions

In this study, we concentrate on investigating benefits and barriers of Augmenta-
tive and Alternative Communication technology research in the context of devel-
oping countries. We have underscored the state-of- art research in AAC field in
developed and developing countries, illuminating opportunities and barriers of
AAC research on prospects of developing countries and elucidated the benefits
of research in AAC. We believe that this study will assist researchers, technical
developers, policy makers, stakeholders to have an overview of AAC research,
benefits and challenges associated with AAC research and taking potential steps
to bridge the gap between present and future applications and prospective impact
of AAC technology research on community.
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9. McLay, L., van der Meer, L., Schäfer, M.C.M.: Comparing acquisition, generaliza-
tion, maintenance, and preference across three AAC options in four children with
Autism spectrum disorder. J. Dev. Phys. Disabil. 27, 323–339 (2015). https://doi.
org/10.1007/s10882-014-9417-x
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Abstract. Visually impaired persons recognize their surrounding with a white
cane or a guide dog while walking. This skill called “Orientation and Mobility”
is difficult to learn. The training of the “Orientation and Mobility Skills” is
performed at the school for visually impaired person. However, the evaluation
of this skill is limited to subjective evaluation by teacher. We have proposed that
quantitative evaluation of the “Orientation and Mobility Skills” is required. In
this paper, we tried to execute the quantitative evaluation of the “Orientation and
Mobility Skills” using brain activity measurements. In this experiment, brain
activity was measured when subjects are walking in the corridor alone or with
guide helper. Experimental subjects were sighted person who was blocked
visual information during walking. The blood flow of prefrontal cortex was
increased as the movement distance of the subject increased when subjects walk
alone. From this result, it can be considered that the feeling of fear and the
attention relayed to “Orientation and Mobility Skills” could be measured
quantitatively by measuring human brain activities.

Keywords: Visually impaired person � Brain activity � Orientation and
Mobility Skills

1 Introduction

The visually impaired person recognizes the surrounding situation using a white cane and
a guide dog while they walk. White canes and guide dogs are tactile information stimuli.
At the same time as the tactile sensation, visually impaired people judge the surrounding
situation by the environmental sound. It is very important to hear the environmental
sound for recognition of their own position and surrounding situations in details. This
means, they need “Orientation and Mobility Skills” [1, 2] to recognize the surrounding
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situation by using sound information. [3, 4] “Orientation and Mobility Skills” is neces-
sary to move in an unfamiliar place. The training of the “Orientation andMobility Skills”
is carried out a person with the visual impaired at school. However, the evaluation of the
education effect is subjective method by teachers belonging to the school for visually
impaired person. It is difficult for the teacher to understand all recognition action of the
student even if a student achieves the problem of the walk under strong uneasiness. We
think that the subjective evaluation of “Orientation and Mobility Skills” has lowered the
understanding of the importance of gait training to society.

There is also a method of estimating the stress state during exercise from HF/LF.
However, HF/LF is affected by heart rate variability due to exercise [5]. Therefore, we
have proposed that quantitative evaluation of the “Orientation and Mobility Skills” is
required.

NIRS is an apparatus that was possible to easily measure brain activity compared to
other measurement apparatus of brain activity such as PET (Positron Emission
Tomography) and fMRI (functional Magnetic Resonance Imaging). In these other brain
activities measuring apparatuses, the subject’s posture needs to be fixed in a supine
position. Obviously, brain activity measurement during walking is impossible with
these apparatuses. NIRS is possible to measure brain activity during while subjects
exercise. However, NIRS measurement data is influenced by the artifact of various
factors. For example, there are the artifact due to heartbeat and body movement. It is
also difficult to separate multiple information stimuli into individual elements. In this
paper, we measured the brain activity data for the quantitative evaluation of the
“Orientation and Mobility Skills”.

In the Sect. 2, we described the method of experiments conducted in this paper. In
Sect. 3, we described brain activity data obtained by these experiments. In Sect. 4, we
described the relationship between brain activity data and the stimulation by experimental
tasks. In Sect. 5, we described the summary of this paper and future works (Fig. 1).

Fig. 1. NIRS and eye mask which were wear when these experiments.
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2 Experimental Method

2.1 Measurement of Brain Activity when Walking Alone in the Corridor
Without Visual Information

In this experiment, the brain activity that the subjects walked alone was measured.
Walking distance is approximately 20 m. Subjects were blocked visual information by
the eye mask. The resting time for stabilizing the brain activity of the subjects was set
before and after walking. This resting time was more than 10 s. The experimental place
is the corridor that the subject walks on a daily. These experiments were performed
with no other pedestrians.

The experiment task setting was set as shown in the upper part of Fig. 3. The
corridor which subjects walked through all experiments is the same. The subject was
instructed to walk at a constant speed as much as possible. Subjects were orally
instructed the timing to start walking and stop walking. The measurement equipment of
brain activity used for the experiment is “Pocket NIRS”, which was produced by
DynaSense Inc in Japan (Fig. 2). This NIRS is lightweight and could measure brain
activity in two channels in the prefrontal cortex. Measurement can be performed at a
sampling rate of 100 Hz.

2.2 Measurement of Brain Activity when Subjects Walk with Guide
Helper in the Corridor

In the above experiment, subjects walked alone in the corridor. In this experiment, the
subjects walked with the pedestrians who simulated the guide helper. The experiment
method was the same as the previous experiment. The experimental method is shown in
the lower part of Fig. 3.

Fig. 2. NIRS used in these experiments.
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2.3 Measurement of Brain Activity when Walking in a Wide Space
with Visual Blocking

The environment of this experiment is different from the A) and B) experiments. This
experiment was performed in a gymnasium. The large space like gymnasium has
different acoustic characteristics from the corridor. Auditory information is important
for visually impaired persons to perceive surrounding environment. Visually impaired
persons also use their echoes and environmental sounds to recognize their position and
situation. Such ability is referred to as obstacle perception. In the corridor, subject’s
footsteps sound from corridor wall reach the ear of the subject in a short time. Thus,
there is a possibility that the existence of the wall could be recognized from the echo
sound. In the gymnasium, it takes longer time for subject’s footsteps from gymnasium
wall to reach the subjects. On account of not make the subject conscious with the wall,
we conducted this experiment in the gymnasium. The method of this experiment was
the same as the previous two experiments.

3 Experimental Result

3.1 Measurement of Brain Activity when Walking Alone in the Corridor

Figure 4 shows an example of brain activity data when one subject walked alone. The
red line shows the change in oxygenated hemoglobin. The blue line shows the change
in deoxygenated hemoglobin. As a result of this experiment, the cerebral blood flow
did not increase when the subject started walking according to the instructions. When

task
10 sec ~ 20 sec

rest
more 10 sec

rest
more 10 sec

walking

walking

Instruction to start 
walking

Instruction to finish walking

a subject

an aid

Fig. 3. Flow of experiments.
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the movement distance of the subject increased to some extent, a large increase in
oxygenated hemoglobin could be confirmed on right and left prefrontal cortex. After
subjects were instructed to stop walking, blood flow on right and left prefrontal cortex
gradually decreased. This tendency was seen from most subjects.

3.2 Measurement of Brain Activity when Subjects Walk with Guide
Helper in the Corridor

Figure 5 shows the brain activity result of the subject when walking with a pedestrian
who simulated a guide helper. In this experiment, the subject’s cerebral blood flow
decreased slightly after the onset of the gait task. Even when the migration distance
increased, the concentration of oxygenated hemoglobin in the blood did not increase
greatly. In listening survey after the experiment, subjects said that they were able to
concentrate on walking without feeling uneasy in this experiment.

3.3 Measurement of Brain Activity when Walking in a Wide Space
with Visual Blocking

Figure 6 shows the measurement results when walking alone. Figure 7 shows the result
of brain activity when accompanied by a pedestrian simulated the guide helper. An
increase of blood flow on the prefrontal cortex was seen when the subject received
instructions to walk. However, an increase oxygenated hemoglobin that continued was
not confirmed during walking. When subjects walk with guide helper, there was no
change in oxygenated hemoglobin similar to previous experiment in the corridors.

Fig. 4. Measurement result of brain activity when the subject walked alone.
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Fig. 5. Measurement results of brain activity when subjects walked with guide helper.

Fig. 6. Measurement result of brain activity when the subject walked alone.
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4 Discussion

In these experiments, measuring brain activity were performed when subjects walk
with guide helper and subjects walked alone. When subjects walked alone, it could be
considered that subjects were in the state of mental strain. When subjects walked with a
pedestrian who simulated a guide helper, subjects could rely on a pedestrian for safety
confirmation and were able to walk in concentrating on walking. When subjects walked
alone, most subject’s oxygenated hemoglobin on prefrontal cortex was not showed an
increase after instruction to start walking. As subject’s walking distance increased,
most subject’s oxygenated hemoglobin on prefrontal cortex was increased. Such a
change in oxygenated hemoglobin is considered that subjects strongly conscious the
collision with the wall and obstacles.

When subjects stopped to walk, the oxygenated hemoglobin in prefrontal cortex
decrease gradually. In the case of accompanying the pedestrian who simulated with
guide helper, an increase of oxygenated hemoglobin in prefrontal cortex as compared
with the case of walking alone could not be confirmed. Oxygenated hemoglobin in the
prefrontal cortex of the subjects decreased slightly during walking. In addition, when
subjects walked alone in the large space such as a gymnasium, no increase oxygenated
hemoglobin was observed by the increase walking distance. Therefore, it is considered
that the subject was able to walk without being conscious of a collision with a wall or
an obstacle.

Fig. 7. Measurement result of brain activity when the subject walked alone.
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5 Conclusion

NIRS is a device that enable to measure brain activity easily without restraining the
subject compared to other brain activity measuring devices. However, the obtained the
brain activity data may contain many artifacts originate from body movements and
heartbeats. In the experiment conducted this time, the subject was instructed to keep the
walking speed as constant as possible. As the result, only heartbeat artifact could be
confirmed. This artifact was sufficiently smaller than the brain activity data. Previous
studies have not observed a large change in oxygenated hemoglobin during slow
walking as well [6].

It is thought that brain activities data which were measured in these experiments
include subjects’ consciousness of collision with walls and obstacles could be mea-
sured. We think that there is possibility to quantitatively measure visually impaired
persons correctly process the information and walk without feeling uneasy.

In the future work, we think that it is necessary to increase the number of subjects
and types of experimental tasks. The place we used for experiments in this paper was a
facility frequently used by subjects. As a psychological element, it is an experimental
task that does not include brand newness or interest.
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Abstract. Various technology transfer models have been introduced in the
literature, and those models have the potential to facilitate the design, devel-
opment, evaluation, and dissemination of emerging technology. Yet, those
models are less likely to be suitable to mobile health (mHealth) technology
consumers who have disabilities due to lack of user-centered approach to
technology transfer. To address the gap, this paper introduced an innovative
framework for mHealth technology transfer to those with disabilities. The
framework consists of technology concept, technology engineering, technology
embedding, and ongoing participatory design. The framework is expected to
contribute to usability, accessibility, and safety of consumer mHealth technol-
ogy for users with disabilities, ultimately leading to enhancement of health-
related quality of life and equity.

Keywords: Users with disabilities � Technology transfer � Mobile health �
Human factors

1 Technology Transfer Models

Technology transfer is a process of conveying a technology (or knowledge) from one
party to another party, which is observed between countries, companies, and individ-
uals [1]. Various technology transfer models (e.g., linear models, non-linear parallel-
sequential models, and non-linear back-feed models) have been introduced to facilitate
the transition. For example, the linear models include the appropriability model, the
dissemination model, and the knowledge utilization model [2–4]. The non-linear
parallel-sequential model uses a cyclical process that functions in a similar way as for a
linear model, yet different stages in multiple cycles are presented to enable non-linear
parallel-sequential interactions within the model. Thus, the non-linear parallel-
sequential model can provide an opportunity to perform different stages simultane-
ously [5], decreasing the total time of the process. The non-linear back-feed model is to
transform a parallel-sequential model into a back-feed model as the non-linear back-
feed model is similar to the parallel processes with connections between stages. Each
stage in the non-linear back-feed model collects and uses inputs from relevant orga-
nizations for the successful technology transfer.
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2 Limitations of Existing Technology Transfer Models

In the following sections, we appraise the existing technology transfer models and
discuss a way to improve them further, especially for mobile health (mHealth) tech-
nology users with disabilities.

2.1 Lack of Consideration for the Post-phase After Delivering
Technology

Most technology transfer models tend to overlook the post-phase after disseminating
new technology and merely emphasize the delivery process itself of new technology
[6]. The technology transfer models are less likely to take into consideration whether
the distributed technology is successfully adopted and continuously used by users. The
technology transfer models merely focused on the relations between technology
developments and outcomes; thus, the adoption stage was given less attention [7].
There is a need for a new technology transfer model that can continuously monitor the
implementation and ongoing-use of technology in the end-user contexts.

2.2 Lack of Two-Way Iterative Process Approach

Although few studies took into account the post-phase after distributing technology,
most of them paid less attention to updating their technology applications by ade-
quately reflecting users’ needs and concerns. Technology transfer should be dynamic
because technology can be innovative “today” but will be conventional “tomorrow.”
Therefore, there is a need for a technology transfer model that contains a systematic
means to continuously monitor and also update technology based on feedback from
users in the field. Shahnavaz [8] conceptualized a utilization phase in the technology
transfer model that facilitates interactions between technology suppliers and receivers,
possibly leading to effective use of the transferred technology in the long run. Yet, the
model did not elaborate sufficiently on how the utilization phase should be incorporated
in the technology transfer model. Although the technology transfer model developed by
Malik (2002) was set to reflect feedback from technology receivers, the model was
designed to transfer technology only within a single organization. Thus, it would be
inapplicable when technology is intended to be transferred from one domain (e.g.,
developers in the lab) to another domain (e.g., consumers in the field).

2.3 Exclusion of Consumers with Disabilities

Today, a great number of mHealth technology applications (apps) are developed and
introduced in the consumer market to help people take care of their health conditions
(e.g., disease prevention, chronic condition management, and so on) [9]. There is
accumulating evidence that mHealth technologies have been used by all people
regardless of their abilities and disabilities [10, 11]. Therefore, people with disabilities
should also be viewed as major consumers of mHealth technology, and mHealth
technology transfer models should not exclude those with disabilities.
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2.4 Less User-Centered Designs of mHealth Technology

Lack of attention has been paid to user interface designs of mHealth technology
applications for healthcare consumers with disabilities [9]. Today, a great number of
people with visual disabilities use health apps for self-care, it is essential to develop the
health apps accessible to those with such special needs; otherwise, the health tech-
nology applications are likely to be abandoned by those users. In addition to low
adoption issues, the poorly designed “health” technology has a potential for users to ill-
advisedly change their self-care regimens and ultimately encounter adverse health
outcomes. People with disabilities frequently use the self-care apps that are available
for free of charge in the app market and often they selected those apps without con-
sulting their healthcare providers, ultimately transferring much of responsibility to the
end users for any errors or adverse outcomes. Thus, a technology transfer model should
take care of design, development, and dissemination phases comprehensively by
ensuring good usability, accessibility, and safety for users regardless of their ability and
disability. The standard ISO 9241-210:2010 [12] briefly mentioned the importance of
system designs that accommodate people with the widest range of capabilities in
intended user populations including people with disabilities; however, there is still a
need for more concrete. practical guidelines for professionals and researchers.

3 An Innovative Framework of Transferring mHealth
Technology to Users with Disabilities

As pointed out above, there is a need to develop a systematic guide for researchers and
professionals in designing, developing, evaluating, and implementing mHealth tech-
nology to be usable, safe, and accessible to users with disabilities. We argue that human
factors engineering can contribute to developing the systematic guide. Human factors
engineering is a discipline that helps to discover and apply information about human
behavior, abilities, limitations and other characteristics to the design of tools, machines,
systems, tasks, jobs and environments for productive, safe, comfortable and effective
human use. Thus, incorporating human factors in the system development life cycle
can lead to multiple benefits [13] as humans are the most important system component,
the most complex system component, the least understood system component, and the
most vulnerable to failure [14]. As conventional models for technology transfer tend to
pay less attention to human factors, we propose a new model that integrates human
aspects especially for mHealth technology used by people with disabilities. The pro-
posed model consists of several iterative phases: technology concept, technology
engineering, technology embedding, and ongoing participatory design (See Fig. 1).

3.1 Technology Concept

Concepts for a new technology can arise from a wide range of sources such as personal
experience, professional experience, theories, media, and other research studies (e.g.,
published articles and pilot empirical studies). As this paper focuses on transferring the
mHealth technology (e.g., self-care smartphone apps) from a research lab to consumers,
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especially people with disabilities, mHealth technology concepts can be brought by
healthcare service providers, healthcare service consumers, scientific research teams,
industry, or any combination of them. The scientific research teams can consist of
students, faculty, and other researchers and conduct an exploratory research study to
seek and address a problem associated with mHealth technology applications. The
mHealth technology industry can also bring a new technology concept to address their
target consumers’ needs and concerns. Healthcare providers have a close relationship
with healthcare service consumers (e.g., patients, caregivers, and family) in the
healthcare field and have direct observations on how the consumers struggle with
health problems and what they want. Thus, healthcare providers can contribute to
developing ideas for a technology-based intervention. In addition, consumers can be
active to inform those researchers and professionals about their needs and ideas of
future mHealth technology to accommodate their needs. Ideally, they all should work
together as a team.

3.2 Technology Engineering

In general, a research team in a lab can design and develop mHealth technology
applications via collaborative partnerships along with industry, healthcare providers,
users (e.g., those with disabilities and their family), and other research teams (e.g.,
other departments and colleges). Yet, in existing technology design and development
approaches, users with disabilities are less likely to get deeply involved in design and
development processes. Furthermore, even some prior studies that included users with
disabilities merely focused on summative evaluation at the end of design and devel-
opment processes or tended to conduct a study with participants who are not repre-
sentative of the target user group [15]; for example, blindfolded sighted participants are
instructed to pretend to be visually impaired for user experience testing. By inviting

Fig. 1. Framework for health technology transfer to consumers with disabilities
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intended users, a deeper user involvement throughout the whole design and develop-
ment processes is necessary.

To facilitate the technology engineering phase, a research team can use a user-
centered design method [16]. In the user-centered design (e.g., co-design [17]), users
can serve as a co-designer to work with designers and developers, which will empower
users to be deeply involved in the design and development process [18]. For instance,
empathic design is one of the user-centered design approaches that can contribute to
moving designers closer to users’ environments instead of bringing users to design-
controlled environments [19], which helps to build creative understanding of users and
their everyday lives [20]. Creative understanding is viewed as the combination of rich,
cognitive, and affective understanding of users, contributing to translating this under-
standing into user-centered product or service designs [21]. Users with disabilities will
thus be able to deeply engage in the technology engineering phase and contribute to
usability, accessibility, and safety-related user interface designs and testing via the
user-centered design approach. Multiple benefits are expected; for example, the
research team can obtain more accurate information about the target users and tasks,
provide more opportunities for the users to influence directly design decisions, generate
more or better design ideas than a designer alone, and receive immediate feedback on
design ideas. After a prototype is ready for evaluation, various assessment methods can
be considered, such as lab-based user performance testing and a field observation for a
short or long period of time. When a high-fidelity prototype is ready, a feasibility test
can be performed to examine the technology prototype in terms of effectiveness,
efficiency, and overall satisfaction of the target user group.

3.3 Technology Embedding

In the phase of technology embedding, the newly developed technology will be
implemented into the users’ contexts. A research team should develop a plan on how to
introduce a new technology application to the intended user group and how to offer
user trainings if needed. The mHealth technology application can be distributed for free
but also commercialized or patented with supports from a university’s office of tech-
nology transfer. The Diffusion of Innovation Theory [22] can further contribute to
facilitating technology adoption, which will process a series of steps: (a) knowledge
(b) persuasion (c) decision (d) implementation, and (e) confirmation. In the knowledge
stage, a new technology will first be introduced to users although users may not be
much inspired to actively seek information about the new technology yet. In the
persuasion stage, users would become interested enough to be more active in seeking
detailed information about the technology. Technology introduction should be pro-
vided in a variety of alternative formats for users with disabilities (e.g., audio,
haptic/tactile, large print and Braille for users with blindness). In the decision stage,
users would weight and compare the advantages and disadvantages of using the
technology, which helps users to make a decision whether they adopt or reject it. If
users decide to adopt it, the implementation and confirmation stages will follow for a
long-term use. If users decide to reject it, they may be encouraged to provide feedback
to the developers such that an updated version would be prepared and introduced to the
user group.
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Users in the decision stage would typically compare different mHealth apps to
choose one that is believed to be best for their self-care without consulting their
healthcare service providers. Therefore, the user’s evaluation could be further facili-
tated with adequate evaluation instruments. Although there are a variety of evaluation
instruments available (e.g., questionnaires, surveys, guidelines, and checklists) to
examine a system, they are not applicable to the contexts of this study (e.g., users with
disabilities, mHealth apps, self-evaluation, usability, accessibility, and safety). For
example, a research team by Stonyanov [23] developed a rating scale for measuring the
quality of a mobile app that can be administered by users without engagement of
professional evaluators, which is named User Version of the Mobile Application
Rating Scale (uMARS). It includes a 20-items measure to examine a system’s quality
associated with the following four components: functionality, aesthetics, engagement,
and information. Yet, the uMARS is designed for general mobile apps such that it is not
applicable to evaluating safety-relevant designs of mHealth apps. In addition, the
uMARS is not applicable to users who have disabilities as it does not evaluate
accessibility. Evaluation instruments for mobile apps used by people with disabilities
should consider accessibility guidelines, such as Web Content Accessibility Guidelines
(WCAG) of World Wide Web Consortium (W3C) [24]. The Word Health Organization
(WHO) mHealth Technical and Evidence Review Group (mTERG) developed a
Mobile Health Evidence Reporting and Assessment (mERA) checklist [25]. The
checklist covers 16 items comprehensively associated with mHealth technology, which
helps to identify a set of information needed to define what the mHealth technology is
(i.e., content), where it is being implemented (i.e., context), and how it is implemented
(i.e., technical features). However, the mERA is expected to be used by expert
reviewers, professionals, and researchers, but not by end users. Another research team
has recently introduced an Interactive Mobile App Review Toolkit - IMART [26], i.e.,
a technology-assisted system for managing verifiable app reviews. The IMART pro-
vides a set of systematized reviews via a searchable library in which clinicians can find
and compare reviews about apps that are used for patient treatments. Thus, the IMART
does not serve as an app “evaluation” tool, but simply collects user reviews that already
exist. Further, the IMART’s intended users are not patients (i.e., healthcare service
consumers), but merely healthcare professionals. Another toolkit [27] is a Statement of
Consolidated Standard of Reporting Trials (CONSRT) that contributes to the assess-
ment and reporting of validity and applicability of mHealth technology. Yet, the
CONSORT is also merely designed to support experts, but not end-users. There is a
need to develop a user-friendly self-evaluation toolkit or checklist.

3.4 Ongoing Participatory Design

After dissemination of the technology application, users can still be engaged in
improving further the technology application by providing feedback (e.g., user expe-
rience, error reports). The technology transfer model proposed by this study is an open,
continuous loop to keep evolving to accommodate user needs. Thus, the proposed
technology transfer model is anticipated to contribute to strong sustainability of the
technology application.
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4 Conclusion

In this paper, we argued that conventional technology transfer models are not suitable
to mHealth technology applications for users with disabilities. Thus, we have discussed
a new framework of transferring mHealth technology in which a new technology
application is designed, developed, evaluated, and disseminated in collaboration with
various stakeholders in different domains (industry, academy, and community) via a
series of user-centered, system development life cycles: technology concept, technol-
ogy engineering, technology embedding, and ongoing participatory design. The newly
proposed framework of mHealth technology transfer would contribute to usability,
accessibility, and safety of consumer mHealth technology for people with disabilities,
ultimately leading to enhancement of health-related quality of life and equity.
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Abstract. The most common problem faced by elderly is loneliness, especially
when they live far away from familiy members. Furthermore, decreasing
physical ability and mobility that comes with aging can also limit elderly’s
ability to socialize with others. Fortunately, modern technology offers a solution
to this problem of disconnectedness. Nowadays, people are communicating
through social media despite the geographical distance between them. However,
due to a technological leap, the elderly in Indonesia are often left behind in
adapting and using technology. In this study, a social media application interface
was designed based on the results of direct interviews with the elderly. The
interface is more user-friedly, with features that can be properly used by the
elderly. The effectiveness of this interface and its features is supported by the
test result of each feature. The contact feature (task 1) scores 80%, the call log
history feature (task 2) scores 100%, the video calling feature (task 3) scores
100%, the community feature (task 4) scores 90%, the entertainment feature
(task 5) scores 90%, the voice calling feature (task 6) scores 100% and the notes
feature (task 7) scores 77%. The results of this study can be used as a reference
for software developers in designing application interfaces for the elderly,
especially those who experience technological leap.

Keywords: Gerontechnology � Social media � Interface design � Mobile

1 Introduction

In general, the most common problem faced by the elderly is loneliness. Loneliness is a
personal matter that is handled differently by each individual. For some people lone-
liness is a normal part of life, but for some others loneliness can caused a deep sadness
[1]. One of the factors causing loneliness in elderly is the lack of attention given by
family members or closest relatives as a result of increased mobility among the younger
generation. For example, many people migrate to other cities for work, leaving their
parents at their home town. This increased mobility causes communication and inter-
action between elderlies and their families or relatives to decrease and become difficult
to do. The possible impact of feeling lonely and lacking interaction experienced by the
elderly is the feeling of isolation and depression. This causes the elderly to prefer to be
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alone, which is comonly called social isolation [2]. The occurrence of depression will
result in changes in the form of thought, somatic sensation, activities, health, and less
productive development of mind, speech, and socialization [3]. Therefore, the impact
of loneliness needs to be recognized and given more attention by the family and
relatives.

Good communication is the solution to loneliness among the elderly. By taking
advantage of social media, it is expected that interaction between elderly and their
families, relatives and the outside world will be more affordable so that they are not
limited by distance, time and place. However, the existing social media has too many
features and complex functions that make it difficult for the elderly to use it. Therefore,
it is necessary to design a social media that is suitable for the circumstances and needs
of the elderly.

Based on Indonesian Telecomunication Statistics released by Statistics Indonesia
Bureau in 2018, the percentage of population aged 50 years and older who access
Internet was only 6.61% [4]. It is comparatively small to the 50.79% people of the same
group who have smartphones [5]. It indicates that even though smartphones are
becoming more affordable, they are not being used effectively by the elderly, who only
use them to make calls and send texts. Study by Restyandito & Kurniawan [6], found
that many elderlies in Indonesia do not have self efficacy in using technologies. This
condition widened the techological gap between elderly and younger generation, and
prevent them from utilizing technology to improve their quality of life.

There are several factors that influence product usability problem for elderly;
cognition, perception, and movement control [7], consequently, to design usable
interface these factors should be taken into consideration. Szeles and Kubota [8]
pointed out that there are differences between regular application design and applica-
tion design for elderly people in smartphone applications. For example, it must have
simple features so that it is easy to use and has a suitable interface so that it does not
confuse the elderly [9]. Grid menu layout is found to be easier to use compared to
scrolled menu [10]. Taking into consideration user-friendly interface design for the
elderly is expected to encourage them to adopt technology; hence, improve their quality
of life.

2 Previous Study

Social Media has become popular as means of communication. Prior studies have
shown how people spend more time socializing through digital communication services
[11]. Technology enables elders to contact and share information with family and
friends through text, images, voice and videos [12, 13]. Nonetheless, many social
media application such as Facebook were originally designed for frequent Internet
users [14] which may not be the case of elderly in Indonesia. Elderly in Indonesia are
experiencing technologycal leap resulting in them not having the experience to help
them understand the technology that exists today.

Coto et al. [15] pointed out it is important to take into consideration design
strategies based on approaches such as human-computer interaction and participatory
design that will allow designers to propose social media tools more convenient for
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elderly, by considering their life situations, habits and attitudes, and physical and
mental conditions.

3 Method

3.1 Participants

Thirty elderly participate in this research (8 males, 22 females), age 60–83 years old
(AVG = 73.2, STD = 6.66). Based on Indonesian constitution1, a person who is sixty
years of age is categorized as elderly. All participants have cellphones (60% Android
smartphone, 40% feature phone).

3.2 Requirement Gathering

Indept interviews were used to understand the phenomena experienced by eldery (such
as behavior, perception, motivation, action, etc.) holistically. Questions asked include
the condition of the elderly, their daily activities and their experience in using
cellphones.

3.3 Apparatus

Low fidelity prototype was made using Corel Draw x7 and Just in Mind 5.8.0. High
fidelity prototype was developed using Android studio. The prototype was tested on
Xiaomi Red Note 5 (Qualcomm Snapdrageon 636 octa core, GPU Adreno 509, RAM
6 GB).

3.4 Design

Based on the results of the interviews, it is found that most participants communicate
using voice call (36.7%) followed by video call (25.31%). Only 16.46% use their
cellphones to send text messages, further analysis showed most participants found fonts
on their cellphones are too small; which makes it difficult for them to read. Although
respondents prefer to use voice call and video call, many of them do not know how to
make calls, therefore they are dependent on their families and relatives to call them
(passive users). When asked about social media application used by participants,
55.88% mentioned that they used WhatsApp, only 8.82% use Facebook. The rest of the
participants (35.30%) do not use social media. Data that is gathered from the in depth
interviews with the edlerly is used to design the prototype of the social media interface
as seen on Fig. 1.

Since many respondents who participated in this research are familiar with
WhatsApp (either actively or passively) the prototype has a design similar to What-
sApp, such as color scheme and icon use. By doing so, it helps users to learn using the
application more quickly because they can transfer their experience in using other

1 UU No. 13 Tahun 1998 tentang Kesejahteraan Lanjut Usia, Pasal 1 ayat (2),(3),(4).
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applications [16]. Yet, only 55.88% participants use WhatsApp, consequently the icons
need to be tested. Prior to developing the application, a low fidelity prototype was made
to measure the comprehensive level of icons used by participants.

The application only had limited features, such as making voice call, video call,
sending text, joining community, entertainment (linked to selected YouTube content
based on user’s preference) and making notes. These features were chosen based on the
activity of the participants related to their social life (both online and offline). Since
there are only a handful features needed by elderly, it will minimize physical and
cognitive stress due to too many menus and symbols [17]. The application also applies
grid menu and one page layout design (except for call logs which still require scrolling)
as pointed out by Restyandito et al. [10]. Last but not least, the design provides many
ways to perform most frequently used feature. For example, there is short cut to make
voice call in any section of the application, hence reducing the need to memorize
specific order to use it.

3.5 Usability Testing

The proposed design underwent usability testing using performance metrics. Partici-
pants were given 7 tasks to be completed, ranging from making video calls to find
information regarding community activities. Parameter used in this test was success
rate and completion time. The test result is also compared to a control group consisting
of 5 university students. After completing the usability test participants were also given
a self reported metric by completing a User Experience Questionnaire.

Fig. 1. Example of the interface of social media application for elderly
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4 Results and Discussion

The performance test conducted yielded an average of 90.95% success rate. Results of
the performance test can be seen in Fig. 2 and Fig. 3 respectively. Not all tasks can be
completed by participants. Task 1 where participants were asked to input phone
numbers in the address book, only resulted in a success rate of 80%. Task 4 where
participants were asked to find announcement regarding community activities, only
yield success rate of 90%. Task 5 where participants were asked to find video content,
yield success rate of 90%. And Taks 7 where participants were asked to make a voice
memo only yield 77%.

Further analisys showed that participants who failed in task 1 and task 7 were those
who have only been using feature phones. These tasks require several steps where
participants need to understand menus and icons used. Lack of familiarity [16] may
contribute to the failure of participants completing the task. Many users who are not
technologically savvy rely on rote learning when operating their devices, hence they
may face difficulties when they need to interact with new applications or technology
[18]. Participants who failed task 4 and task 5 were mostly those who are older than 75
years of age. Task 4 and Task 5 are related to finding information, participants who
failed to complete these tasks perhaps due to their declining cognitive ability. In this
case, they might forget the instruction resulting in providing the wrong answer [19].

Participants’ completion time on average is 65.12% longer compared to the control
group. From Fig. 3 we can see that the biggest difference occurs on Task 1 (138%
longer) and Task 7 (73% longer). As DeFord et al. [20] pointed out, whilst young
adults may rely on spatial attention in performing a task, eldery might rely on memory
and executive function abilities. Since most of the participants who faced difficulties
completing the task were participants who’ve only been using feature phone, they lack
experience which they can memorized in interacting with smartphones.

Lastly, self reported metric analysis using User Experience Questionnaire
(UEQ) was found satisfactory where attractiveness, perspicuity, efficiency, depend-
ability, stimulation and novelty received an excellent score.

Fig. 2. Participants’ success rate
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5 Conclusions

The results of this case-study on designing social media interfaces for edlerly in
Indonesia emphasize the need to give attention to users’ experiences and cognitive
abilities. Elderly in Indonesia experience two challenges in using technology: a
decrease in physical and cognitive abilities, and a technological leap. Theses challenges
cause them to become non-technologically savvy users. To overcome these challenges,
designers should take into consideration users’ prior experience in using technology.
Bigger fonts and interface improves readibility. Familiar interface helps users learn
faster. Simple interface helps reduce users’ cognitive load. Lastly, alternative ways to
use features eliminate the need to memorize specific steps.
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Abstract. With the exponential growth in the technological era, the need arose
to bring the users a way to use Braille as a communication interface with
computers and smartphones. In order to achieve this, electro-mechanical devices
were created, called Braille displays, allowing users to make use of Braille on
their own devices. However, access to this kind of devices is difficult, because
the embedded technology makes it expensive. In this context, this work aims to
create an integrated solution of hardware and software, based on the concept of
one Braille cell using only open source components. The proposed system was
evaluated by blind volunteers with different Braille knowledge and computer
experience.

Keywords: Accessibility � Accessibility tools � Refreshable Braille display �
Visual impairment

1 Introduction

According to World Health Organization (WHO), there is an estimated 285 million
people worldwide who suffer from severe visual impairment. Of these, about 39 million
persons are blind and, by definition, cannot walk about unaided. They are usually in
need of vocational and/or social support. Many people who suffer from severe visual
impairment face a lifetime of inequality, as they often have poorer health and face
barriers to education and employment. These figures highlight the need to give greater
attention to create solutions that enable their integration into society [1].

In order for an individual to enjoy intellectual freedom, personal security, inde-
pendence and have equal opportunities to study and work, one must be literate. There is
no substitute for the ability to read, therefore no digital alternative can completely
replace Braille. At the same time, this can also provide visually impaired people with a
unique opportunity to integrate into society and to develop their skills to their full
potential. The reader of Braille is not only able to read written texts, but also to read
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information in Braille while using different services (e.g., lifts, maps, signs) and to read
information on products (food, medicines) [2].

The Braille system, also known as the white writing, was created 150 years ago and
has become the reading and writing alphabet most used by blind people worldwide.
The Braille system is based on a grid of six tactile dots presented in two parallel
columns of three dots each. The combination of these six tactile dots signifies a specific
letter. The points are in high relief, allowing, through touch, to read what is repre-
sented. The points are arranged in a rectangle, known as Braille cell [3].

There are three factors that currently work against the use of Braille as the primary
reading modality for blind readers [4]: 1) The cost of refreshable Braille displays,
which range from approximately $2,000 for a 18-character display to $50,000 for a half
page of Braille, 2) the decline in support for teaching Braille to blind children and
newly blind adults, which has resulted in a corresponding drop in levels of Braille
literacy, and 3) the increasing cost of producing hard copy Braille books which has
reduced the availability of recently published books in Braille format, which in turn
impacts the interest in and practice of Braille reading, particularly for young readers.
For all of these reasons, the pressure to develop a novel approach to the design of
refreshable Braille displays is mounting [4, 5].

Refreshable Braille displays render Braille characters dynamically refreshed over
time, standing to the Braille language as a computer screen or an e-reader stands to
written information for sighted people. They offer the useful and unique advantage of a
dynamic fruition of written information that needs to be available fast, i.e. during
navigation and search of web contents, without the need of being stored on a physical
sheet of paper [6]. Usually those kinds of display consist of 40 cells where the
information is presented in Braille, and which is then updated on the subsequent (or
previous) lines.

The fact that Braille display technology has not changed significantly for 35 years
is astonishing when considered alongside the continually shifting interaction paradigms
of personal computing in general. In the years since the introduction of the first
piezoelectric Braille cell in 1979, we have witnessed the demise of the command line,
the evolution of the Windows-Icons-Menus-Pointer (WIMP) interface and finally the
birth of co-located input and output in the form of the touchscreen [4].

In particular, Braille displays most of the time uses piezoelectric or electrome-
chanical array that moves pins arranged vertically to represent multiple Braille cells [6,
7]. This tends to be an expensive approach, especially because it increases the number
of cells to represent all information on computer screen [4]. This paper proposes a
creation of a portable and refreshable one cell Braille display, using only open source
technologies.

2 Related Work

Several studies in the literature describe the importance of technological solutions for
Braille reading. Most of these solutions use piezoelectric principles, which are
expensive, and also there is a trend to increase the number of cells [8]. The search is on,
therefore, for a low-cost refreshable display that would go beyond current technologies
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and deliver graphical content as well as text. Many solutions have been proposed, some
of which reduce costs by restricting the number of characters that can be displayed,
even down to a single Braille cell [4].

The difference between eye reading, which captures whole words and many other
information almost instantly, blind people read essentially one character at a time.
Based on that, some researchers have proposed a system based on a single ‘bigger’
Braille cell and a specific software interface and driver communication. The display
was constructed using six servo motors controlled by an Arduino Uno and a computer.
To read the words, the person who suffer from severe visual impairment leaves his
finger on the cell while points are triggered depending on the letter that is been
displayed. To display words and phrases the characters are displayed sequentially. The
problem with this approach is that the size and weight of the display, although having
only one cell for reading, is almost the size of a Braille display of 10 to 20 cells.
Another problem is that it is not possible for this to be used with tablets or smartphones
since the display must be connected to a computer to receive the information that needs
to be displayed.

Drishti is another solution that propose a different approach. The idea behind this
solution is use a dot matrix to represent Braille dots using Solenoids. Although the
design was quite good, it faced some problems such as high power consumption and
noise, caused by the use of solenoids [9].

3 Proposed Solution

This work presents a refreshable Braille display of a single cell, to be used with
computers, smartphones and tablets. The Braille display proposed is inspired on the
operation of a tally counter. Tally counters are digital counters built using mechanical
components. They typically consist of a series of disks mounted on an axle, with the
digits from 0 to 9 marked on their edge, the counter moves incrementally from right to
left depending upon the number of clicks made, the logic behind the increment, follows
the natural numerical order.

Braille decodes each symbol in a cell composed of up to six dots. Dots of each cell
are arranged in a matrix of two columns by three rows with fixed dimensions (see
Fig. 1). Each Braille character is represented by a cell with different number and
positions of the raised dots [6]. Instead of using movable pins to reproduce the relief of
the points of a Braille cell, the idea is to replace these pins with a plastic disc (in the
format of an extruded octagon) with eight sides and in each one on each side there is
the relief of each of the eight possible configurations of 3 points.

Combining two of these discs is possible to reproduce all 64 symbols of the
traditional Braille system. For each of the blocks were mapped all possible combina-
tions of the 3 points (both in relief and without), which gave a total of 8 possibilities for
each block (see Fig. 1). So, each face of the extruded octagon contains one of the eight
possible combinations (see Fig. 1). The mechanism is based on the principle that there
isn’t any difference between the combination of the dots 1, 2, 3 and the 4, 5, 6 as shown
on. The pieces were printed using the 3D printer Ultimaker 2.
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Cell dimensions have to be optimal in order to allow the finger pad to cover the
whole area of the cell and, at the same time, discriminate the different dots. During the
years, Blind Unions and Authorities of different countries converged to a standard-
ization of the Braille cell and dot dimensions [6]. According to the above recom-
mendations, specifications of the Braille cells that are considered in the presented paper
are summarized in Table 1.

Once printed, each octagon was attached to a stepper motor (model 28BYJ-48), as
can be seen in Fig. 2. Each of the motors has been connected to a ULN2003 driver, that
is controlled by an Arduino Nano board, with an ATmega328 microcontroller. The
communication with the user device (smartphone, tablet or PC) is via bluetooth, for that
a HC-06 bluetooth module was connected to the Arduino (the complete circuit diagram
could be seen on Fig. 3). So, the “letters” that must be displayed on the display are sent
by the device using the bluetooth protocol. Finally, the step motors were attached to a
stand and placed inside a box to prevent direct contact between users and the elec-
tronics (see Fig. 2).

Fig. 1. Possible combinations for each column of Braille cell and extruded octagon [10]

Table 1. Braille dimensions considered in the presented work according to the European Blind
Union recommendations [6]

Feature Dimensions [mm]

Dot height 0.5
Dot diameter 1.5
Intra-cell horizontal distance 2.5
Intra-cell vertical distance 2.5
Inter-cell horizontal distance 6
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4 Proof of Concept

The tests were done by five volunteers from the Instituto de Cegos Antônio Pessoa de
Queiroz, from Recife, Brazil. All volunteers work in the institute and are familiar with
reading in Braille. To evaluate the prototype an android application was created, where
you choose a letter to be displayed on the Braille display. This letter is sent via
bluetooth to the device.

The volunteers received an explanation about the Braille Display, its function and
its relationship with smartphones, tablets and computers, as well as the goal of the all
system. After the introduction the prototype was given to the user, the researcher
chooses a character and sends it to be displayed on the display. The volunteer tries to
recognize the characters represented at Braille cell, speaking aloud what character
believes it is.

During the tests the volunteers were encouraged to give feedback on the use of the
prototype and talk about the readability of the display. Regarding the prototype, users
commented that they found it interesting and were excited about the cost of the
solution, since commercial Braille displays cost more than 2000 dollars.

Some divergences between one cell solution and traditional Braille reading were
detected. For example, cell points distances should be adjusted to reduce the distance
between the two columns, because they were getting the impression that each column
was a separate letter from the other.

Fig. 2. Step motor with extruded octagon [10]

Fig. 3. Circuit diagram
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On the other hand, some of the advantages of one cell Braille solution are: static
reading reduces fatigue, also the price of one cell equipment is lower, simplicity, lack
of line-breaking problems because the hand remained static over the device and simpler
maintenance.

5 Conclusions

This work aims to contribute to the digital access of Braille by developing an integrated
hardware and software solution. To this end, a single Braille cell was designed formed
by two step motors controlled by an Arduino Nano. This study aimed to access the
amount of effort required for reading Braille on a display formed by a single cell. It was
designed to meet the demand of domestic and institutions appliances at low cost.

Experiments were focused in user’s behavior, recording their evolution using the
system. The use of a single cell showed promising results relating to cost and effort.
The proposed solution represents an alternative way for communication of blind users,
especially, young people, constantly discouraged by the traditional method of learning
Braille. As a future work a mobile application is being developed to be used in
conjunction with the display to teach Braille to the disabled without the need for an
instructor.
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Abstract. Frailty is accompanied by limitations in activities of daily living
(ADL). These are associated with reduced quality of life, institutionalization and
higher health care costs. Long-term monitoring ADL could allow creating
effective interventions and thus reduce the occurrence of adverse health out-
comes. The main objective of this study was to evaluate if ADL task perfor-
mance can be assessed by activity measurements based on IMUs, and whether
these measures can differentiate individual’s frailty. ADL data was obtained
from seventeen elderly who performed two ADL tasks - tea making task
(TEA) and gardening task (GARDEN). Acceleration data of the dominant hand
was collected using an activity sensor. Participants were split up in two groups,
FRAIL (n = 6; Fried score � 2) and CONTROL (n = 11; Fried score � 1)
retrospectively. Collected data were used to determine trial duration (TD), rel-
ative activity (RA), peak standard deviation (STD), peaks per second (PPS),
peaks ratio (RATIO), weighted sum of acceleration per second (SUM), signal to
noise ratio (S2N) and mean peak acceleration (MPA). STD, RATIO, SUM and
MPA showed good reliability over both tasks. Four of the calculated parameters
(RA, PPS, RATIO, SUM) revealed significant results differentiating between
FRAIL and CONTROL (effect sizes 1.30–1.77). Multiple linear regression
showed that only STD correlated with the Fried score. In summary, the results
demonstrate that ADL task performance can be assessed by IMU-based activity
measures and further allows drawing conclusions on the frailty status of elderly,
although the predictability of the exact Fried score was limited.

Keywords: Activities of daily living � Frailty � Kinematic analysis �Wearables
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1 Introduction

In Western societies, the prevalence of frailty and its adverse health outcomes including
falls, delirium, institutionalization, hospitalization and mortality increases [1, 2]. Frailty
is understood as a complex concept consisting of various cognitive, psychological,
nutritional and social factors [3], representing a high burden for affected individuals,
care professionals as well as health care systems [4]. According to the well-known
standardized phenotype of frailty by Fried et al. [2], the following five criteria are
assessed to determine frailty status: unintentional weight loss, exhaustion, slow
walking speed, low grip strength and low physical activity. To be classified as frail, at
least three criteria have to be present. In contrast, the presence of one or two indicators
is categorized as pre-frail, whereas the absence of any indicator is termed robust.

Elderly people categorized as frail, show an elevated risk of disability [5, 6].
Moreover, compared to non-frail elderly frail individuals demonstrate higher rates of
disability in activities of daily living (ADL), often termed as basic ADLs, which are
relatively more preserved in light of declined cognitive function. In general, those
activities are defined as ‘activities essential for an independent life or necessary for
survival, representing everyday tasks required for self-care’ [7] (e.g., bathing, dressing,
eating, toileting and transferring) [4]. Those activities can be separated form instru-
mental ADLs (IADLs), which include more complex tasks and are more sensitive to
early cognitive decline [8]. Changes in ADL performance and especially altered daily
activity levels are associated with poor quality of life, increased health care costs,
higher mortality and institutionalization [8]. Furthermore, they can provide important
information regarding functional and cognitive abilities, loss of autonomy and deteri-
oration in health status [9].

In recent years, the interest in automated methods of real-time, unobtrusive mon-
itoring of ambulation, activity and wellness with technologies typically basing on
inertial measurement units (IMUs) has steadily increased [10]. Thus, the analysis of
such data has been subject to a plethora of intense research projects including the
development of feasible algorithms that are required to translate such measurements
into clinically relevant markers [10]. Research focuses on automated monitoring of
mobility, ADL and physiological (vital) signs of elderly adults living independently in
their homes [10]. Until now, the analysis of ADL performance was limited to sub-
jective scoring and timed actions. Regardless of their validity, these approaches are
time-consuming, they often lack objectivity and they are typically bound to a stan-
dardized lab setting [11]. Decreased costs of activity tracking systems and devices that
are small, mobile and reliable, offer the possibility of a stronger embedding in the
clinical routine [12]. Thus, the aim of this cohort study was to assess if ADL task
performance can be assessed through a commercially available activity tracking sensor,
and whether these measures can differentiate individual’s frailty.
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2 Methods

2.1 Subjects

Seventeen older adults (� 60 years) participated (for detailed information, see
Table 1). Subjects were recruited form care institutions and communities. Inclusion
criteria for participation were defined as a minimum age of 60 years and a score of at
least 24 points in the Mini Mental State Examination (MMSE) [13]. Elderly people
with cognitive impairments (<24 MMSE) or severe neurological conditions were
excluded. Ethical approval was given by the ethics committee of the Medical Faculty of
Technical University of Munich. All participants gave written informed consent.

2.2 Tasks and Procedure

The measurements were conducted in the participants’ homes or in the respective
institutions. Each subject received verbal explanation of the procedure in advance.
After completion of the demographics form, MMSE and frailty screening were
assessed. To ensure a constant setting, the ADL performance was measured in standing
position (if possible) behind a table with all equipment placed similarly in front of
every participant (see Fig. 1).

Frailty Status. Adopted Fried criteria were applied according to Kunadian et al. [15].

ADL. Participants were instructed to perform two different ADLs. The ADL tasks
were to either prepare a cup of tea (tea making - TEA) or to replant a plant (gardening -
GARDEN).

In TEA, the following items were given: water container with approximately 250 ml
of room-temperatured water, a kettle, a paper box filled with tea bags, a bowl of sugar,
a plate to remove the used tea bag, a cup and a teaspoon. Standardized instruction was
given to each participant as follows: ‘Can you prepare a cup of tea with one spoon of
sugar, standing behind the table? Please execute the task in a natural way, as you
would do it at home and in a speed, which is appropriate for you’.

In GARDEN, the following items were given: a box of soil, a watering can filled
with approximately 0.5 l of water, a plant, a pot, a planter, gloves and a hand shovel.

Standardized instruction was given to each participant as follows: ‘Can you replant
this plant into the pot and water it, standing behind the table? Please execute the task
in a natural way, as you would do it at home in a speed and a way which is appropriate
for you’.
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Fig. 1. Experimental set-up for the ADL TEA (left) and GARDEN (right).

During the ADL performance, the hand movements of the dominant hand were
captured using a Huawei 2 (4G) smartwatch. The 3-dimensional accelerations were
recorded with a sampling frequency of 100 Hz. The absolute acceleration vector was
calculated, and the signal was smoothed using a 420 ms local regression algorithm
[14]. An additional video recording was made to identify the individual action step of
boiling time in TEA.

Kinematic Parameters. The analysis was based on previous experience with kine-
matic analyses of position and velocity data in different populations such as in stroke
and dementia patients [16–18]. Instead of velocity, information contained in the
acceleration signal was exploited. In this case of mixed, complex ADLs, commonly
implemented parameters for movement smoothness, like SPARCL, could not be used
[12]. All data processing was performed using MatLab R2020a (Mathworks, Natick,
MA, USA). One participant (FRAIL) had to be excluded due to missing watch data.
However, information about trial duration was available.

Trial Duration (TD). Time to execute the task in seconds. Time for boiling the water
(if passive during this interval) in TEA was removed.

Relative Activity (RA). Period of time in which the absolute acceleration signal
exceeded 0.2 m/s2 related to TD. It ranges from 0.0 to 1.0, with 1.0 indicating the
absence of any pauses.

Peak Standard Deviation (STD). Standard deviation of all acceleration peaks (max-
ima) in m/s2. This parameter intends to reflect agility and the capability to adapt one’s
behavior to varying task demands. Low values represent a rather peculiar monotone
behavior.

Peaks Per Second (PPS). Number of acceleration peaks per second.

Peak Ratio (RATIO). Ratio between the number of acceleration peaks with a minimum
prominence of 0.2 m/s2 and the total number of acceleration peaks. A measure of
movement smoothness reflecting the amount of distinct movements relative to all
movements including noise.
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Weighted Sum of Acceleration per Second (SUM). Temporal mean of squared accel-
eration. A parameter to estimate energy expenditure.

Signal to Noise Ratio (S2N). Ratio of the sum of the frequency spectrum by a fast
Fourier transformation from 0.01 to 3 Hz and from 0.01 to 50 Hz. A measure of
movement smoothness [19].

Mean Peak Acceleration (MPA). Mean of acceleration peaks, a measure of the
intensity of actions adapted from a similar measure of velocities [17].

Statistical Approach. In a first step, parameters were correlated between the two
ADLs (e.g., RA for TEA with RA for GARDEN) in order to estimate the task
specificity of the measures. In a second step, kinematic parameters as well as the
MMSE were used to model the Fried score by a model of multiple linear regression.
Third, ANOVAs (with post-hoc tests) were run in order to compare the above men-
tioned kinematic parameters for both tasks between groups. Due to the low sample size,
we decided to differentiate between subjects with a Fried score below or equal to 1
(CONTROL) and subjects with scores above 1 (FRAIL) (resulting in a sample size of
11 and 6). Effect-sizes are given in Cohen’s d, the critical variance inflation was 5.0,
and a was set to 0.05. All tests were run in SPSS version 26 software (IMB, NY,
United States).

3 Results

The cohort consisted of 8 males and 9 females. There was a significant difference in
BMI and MMSE between the groups, whereby the frail participants represented the
group with the highest BMI and the lowest MMSE values (see Table 1). From the
eleven participants of the CONTROL group, 6 scored ‘0’ on the Fried score and 5
scored ‘1’. From the six participants of the FRAIL group, 3 scored ‘2’, 1 scored ‘3’ and
2 scored ‘4’ on the Fried score.

Not all parameters were significantly correlated between the tasks, but STD,
RATIO, SUM and MPA showed significant coefficients of correlation between 0.52
and 0.67 (Table 2). Except STD, which only revealed a trend, all those measures were

Table 1. Demographics of CONTROL (Fried score � 1) and FRAIL (Fried score � 2).

Parameter Age [years] BMI [kg/m2] MMSE

CONTROL (n = 11) 77.9
(5.4)

25.9
(4.6)

28.5
(2.0)

FRAIL (n = 6) 82.3
(9.2)

32.3
(5.8)

26.2
(1.9)

Total (n = 17) 79.5
(7.1)

28.2
(5.8)

27.6
(2.2)

p-value 0.23 0.03* 0.04*

Mean values, standard deviations and p-values (*p < .05).
BMI, Body mass index; MMSE, Mini Mental State
Examination.
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able to significantly differentiate between subjects with a Fried score below or equal to
1 (CONTROL) and subjects with higher Fried scores (FRAIL), when averaging over
both tasks. The calculated effect-sizes were very strong, ranging from 1.30 to 1.77
(Table 4). Modelling by multiple linear regressions revealed a significant model with
an R2

adjusted of 0.21 (p < 0.05), with only one factor (STD, ß-weight = −0.51) (Table 3).

Table 2. Inter-task correlations of the kinematic parameters.

Parameter TD RA STD PPS RATIO SUM S2N MPA

r −0.22 0.49 0.61 −0.04 0.52 0.63 −0.30 0.67
p 0.42 0.06 0.01 0.89 0.04 <0.01 0.26 <0.01

Pearson’s r, p-values.

Table 3. Model of multiple linear regression for the Fried score.

Parameter R2 p-value ß-weight

Model (adjusted) 0.21 0.04
STD 0.04 −0.51

STD, peak standard deviation.

Table 4. Kinematic assessment of TEA and GARDEN in C (CONTROL: Fried score � 1) and
F (FRAIL: Fried score � 2).

Parameter TD RA STD PPS RATIO SUM S2N MPA

TEA C 76
(14)

0.61
(0.10)

0.66
(0.16)

2.4
(0.5)

0.55
(0.09)

36.2
(14.1)

0.85
(0.06)

0.60
(0.15)

F 88
(30)

0.50
(0.06)

0.51
(0.13)

3.4
(1.2)

0.45
(0.07)

26.7
(8.0)

0.75
(0.19)

0.45
(0.12)

p-value 0.25 0.05 0.10 0.03 0.05 0.19 0.10 0.08
d 1.34

GARDEN C 102
(43)

0.74
(0.02)

0.84
(0.18)

3.3
(1.6)

0.74
(0.05)

85.8
(32.7)

0.70
(0.21)

0.89
(0.16)

F 75
(25)

0.63
(0.14)

0.69
(0.25)

2.7
(0.8)

0.59
(0.15)

42.1
(31.3)

0.82
(0.12)

0.64
(0.20)

p-value 0.23 0.02 0.21 0.42 <0.01 0.03 0.25 0.02
d 1.38 1.72 1.35 1.46

Mean of
TEA &
GARDEN

C 89
(22)

0.67
(0.05)

0.76
(0.15)

2.9
(0.9)

0.65
(0.06)

61.0
(20.6)

0.77
(0.09)

0.74
(0.14)

F 80
(21)

0.57
(0.10)

0.60
(0.18)

3.0
(0.8)

0.52
(0.09)

34.4
(18.2)

0.78
(0.11)

0.54
(0.15)

p-value 0.44 0.01 0.11 0.68 <0.01 0.03 0.91 0.02
d 1.56 1.77 1.30 1.44

Mean values, standard deviations, p-values and Cohen’s d. N = 16 except for
TD: N = 17.
TD, trail duration [s]; RA, relative activity [-]; STD, peak standard deviation
[m/s2]; PPS, peaks per second [1/s]; RATIO, peak ratio [-]; SUM, weighted
sum of acceleration per seconds [m2/s5]; S2N, signal to noise ratio [-]; MPA,
mean peak acceleration [m/s2].
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4 Discussion

The aim of this cohort study was to investigate the feasibility of assessing ADL
performance in elderly by accelerometry using an IMU (smartwatch) positioned at the
wrist of the dominant upper limb. We adopted and developed a series of parameters, of
which four (STD, RATIO, SUM and MPA) showed good reliability over two different
tasks (coefficient of correlation > 0.51 between two complex ADLs). Frailty of sub-
jects was defined by the adopted Fried score [15], which was only correlated with the
standard deviation of acceleration peaks (STD). When differentiating between subjects
with lower and higher Fried scores, four of the used kinematic parameters revealed
significant results with effect-sizes between 1.30 and 1.77 (Cohen’s d). Interestingly,
trial duration (TD) in both ADL were a) not correlated and b) not different between
subjects with higher and lower Fried scores. In TEA, the FRAIL group needed on
average 155 s to complete the task, whereby the CONTROL group needed 146 s.
For GARDEN, the average duration time for FRAIL was 88 s and for CONTROL
75 s. Considering our experience with the increase of TD related to aging [17, 18] and
neurological diseases [16] in similar tasks, we hypothesized that these prolongations
are due to cognitive aspects of the tasks. However, this is the first time that TD is not a
good estimate of general task performance, which should be inferior in persons with
higher Fried scores, as actually illustrated by the other kinematic parameters. Since
subjects of the FRAIL group did not show this prolongation in the current study, it
seems that cognitive factors did not limit performance in these patients. This seems to
contradict the reduced MMSE score in the FRAIL group (p = 0.04, d = 1.17). How-
ever, the MMSE score is a screening tool for dementia symptoms and probably
inadequate to predict impairments of motor function. When averaging kinematic out-
comes over both ADLs, subjects with higher Fried scores tended to show less con-
tinuous activity throughout the execution of the tasks (RA), less smooth or smaller
movements (RATIO), less energy expenditure (SUM), and less intense changes of
action (MPA). Subjects with higher Fried scores, thus, revealed a kinematic perfor-
mance that appeared to be driven by energy saving strategies, which do not necessarily
have to lead to different TD. Although the investigated study population and tasks
differ, our study is in line with recent research showing that differences in upper limb
kinematics in acquired brain injury patients can be detected via IMU sensors and,
therefore, offers the opportunity for valuable addition to standardized clinical measures
[20].

In summary, subjects’ higher Fried scores were associated with slower, more
monotonous movements and an overall reduction activity when performing the two
ADLs. A smartwatch, attached to the dominant upper limb, was able to detect such
kinematic differences and further, parameters showed acceptable inter-task reliability.
Such approaches could, in future, help to detect changes of frailty in elderly, not only in
nursing homes, but also in hospitals and clinics or in private settings. It remains
unclear, if the adopted Fried score in its current form is optimal for categorizing frailty
in the elderly. For instance, in our sample, subjects with higher Fried scores were rather
obese (BMI: 32.9 ± 5.8, lower Fried scores BMI: 25.9 ± 4.6, p = 0.03, d = 1.20),
indicating that sarcopenia and loss of appetite does not prevent strong gains in body fat
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mass and reflecting the huge variability of the measure. In addition, the amount of
predicted variability of the exact adopted Fried score (R2 = 0.21, thus 21%) by the
assessment was quite limited. Given the relatively low number of participants in the
present study, this analysis should however not be considered conclusive.

Despite many positive findings, this study includes several limitations that need to
be addressed. First, data was collected unilateral (dominant upper limb) in two highly
complex bimanual ADL tasks. Consequently, detailed evaluation of the upper limb
performance including bilateral interaction was not possible. This would be of par-
ticular interest, as older adults seem to generate strategies to compensate for their
decreased motor capacity probably resulting, among others, in less motor asymmetry
and a more equal performance of both hands [e.g., 21], raising the question of how
frailty might influence those bimanual interactions. Second, taking the verbal feedback
of the participants into account, especially the GARDEN task might have been influ-
enced by motivational factors and highly dependent on the thoroughness of each
individual. Further work should consider more standardization strategies for the task
set-up and instructions in domestic environment. Lastly, the study successfully proved
the value of using acceleration information from an IMU in a commercially available
smartwatch for assessing ADLs, while the parameters derived from more classical
motion capture systems are calculated from position information and would still be
considered the gold standard. Further research should implement a proof of concept by
comparing the measurement accuracy and reliability of the used devices.

Even though more data on a larger number of participants is warranted, the results
show, that ADL task performance can be assessed by IMU-based activity measures and
further allows drawing conclusions on the frailty status of elderly people, although the
predictability of the exact Fried score was limited.
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Abstract. Brain computer interfaces (BCI) have been successful in enabling
control of external effectors, such as a computer cursor or robotic arm by people
with severe motor impairment. While current usage relies heavily on the users’
ability to reliably utilize visual feedback from the interface, a visual-based BCI
can be difficult or even unfeasible to use by people whose paralysis is accom-
panied by limitations of eye movements or vision. Here we present a novel
auditory paradigm, and present pilot data from a person with tetraplegia per-
forming a BCI task with auditory cues.
Inspired by previous studies, we utilize spatial auditory signals - specifically,

head-response transfer functions (HRTF) - to provide task-relevant auditory
feedback in real-time via headphones to the BCI user. To test the feasibility and
reliability of HRTF-based feedback signals, we performed a sound source
localization task in lab members and in one BCI participant with tetraplegia
using intracortical recordings. Subjects were first tested on multiple azimuths of
sound source, instructed to rely on the auditory cues to identify the cued spatial
auditory direction, and then to navigate to the cued targets. Initial psychophysics
testing suggests cursor navigation is possible in an auditory-reliant manner using
the HRTF filters updated in real-time.
The results of this study demonstrate the development and implementation of

a novel auditory-reliant intracortical BCI that provides real-time auditory
feedback for effector control that has high potential for BCI usage in individuals
with severe motor paralysis and sustained visual impairments.

Keywords: Brain computer interface � Intracortical � Auditory feedback

© Springer Nature Switzerland AG 2020
C. Stephanidis et al. (Eds.): HCII 2020, CCIS 1294, pp. 102–109, 2020.
https://doi.org/10.1007/978-3-030-60703-6_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_13&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60703-6_13


1 Introduction

Intracortical brain-computer interfaces (iBCIs) have been successful in providing
external effector control for people with severe motor impairments [1, 2]. However,
most iBCIs rely heavily on the user’s visual acuity and intact oculomotor control to
provide feedback regarding the effector state, such the position of computer cursor,
icon, or alphabet on the screen. However in people with sustained visual impairments
as a result of traumatic brain injuries, some forms of stroke, or late-stage amyotrophic
lateral sclerosis (ALS), an auditory modality holds potential as a feedback method since
it provides an alternate communication channel that is often intact. Previous auditory
BCI studies using EEG used learned tones that vary in pitch and frequency in BCI
implementations [3–5]. Recent progress has been made in developing a more intuitive
way by employing spatial auditory cues for BCI control [6–8]. Motivated by this
ongoing research in auditory spatial navigation [8] and, iBCI calibration for external
device control [9, 10], we have developed a novel auditory-cued iBCI task and
demonstrate control of a neural cursor for acquiring targets on a screen by a person with
tetraplegia.

In this pilot study, we use head-response transfer functions (HRTFs) to generate a
virtual environment in which spatially arranged targets on a screen have a corre-
sponding auditory, spatially localizable tone. HRTFs provide a unique advantage
enabling the ability to present virtual auditory stimuli from any direction, including the
rear, without the use of loudspeakers [8].

2 Methods

2.1 Participants – Healthy Subjects and iBCI User with Tetraplegia

Participants included two lab members without paralysis and an iBCI user with
tetraplegia, previously enrolled in the BrainGate pilot clinical trial (ClinicalTrials.gov
ID: NCT00912041). To test the usability of spatial auditory signals, psychophysics
experiments were performed in lab members (n = 2; one subject is an author, DJT).
BrainGate participant T11 is a 35 year old man with C4 AIS-A spinal cord injury; as
part of the ongoing trial, two 96-channel Blackrock microelectrode arrays were placed
in the precentral gyrus approximately five months prior to these research sessions. The
data presented here from T11 was collected on the 160th day since the neural implant.

2.2 Experimental Paradigm

Virtual sound sources via head-response transfer function were delivered as auditory
stimuli through earphones. We spatialized the sound stimuli using a public domain
CIPIC HRTF database [11], which contains multiple sets of HRTF measurements of
human subjects measured at a range of azimuths (u) and elevations (h). In the first part
of the study, each sound was set spatially on a horizontal plane at azimuth (u) locations
of −90°, −60°, −30°, 0°, 30°, 60°, and 90° to correspond to the radially oriented
directions.
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2.2.1 Localization Test
We sought to determine how accurately users localized the sound sources. An auditory
stimulus was presented in a random sequence from one of the azimuths, while keeping
the elevation constant, and the subject reported from which direction s/he perceived the
auditory stimulus. This was repeated 20 times in each direction. In total, 160 responses
were obtained. Audio was presented via earphones placed in the external auditory canal
(SENNHEISER IE60, Germany).

In the iBCI user, a similar localization test was performed to identify his accuracy
of sound localization using the CIPIC HRTF database. The participant was seated
upright in his wheelchair, facing the monitor which had an image of a head surrounded
by equidistant points numbered from 1 to 35, that denoted the position of a sound
source. The localization task was performed at a constant elevation (h ¼ 0), while the
azimuths were varied (u ¼ −90, −60, −30, 0, 30, 60, 90). Each trial started by playing
an HRTF-modulated sound through the earphone, and then the participant was asked to
provide a best estimate of the location of the virtual sound source, by saying a number
from the image on the screen. There were 5 times more options to choose from, than
the presented tones to avoid any biases the participant would acquire over multiple
presentations of the same set of tones.

iBCI Center-out Radial Target Acquisition Task: During the iBCI session, the
participant was seated comfortably in his wheelchair, slightly reclined from vertical and
facing a 17 in flat panel monitor (34 � 27 cm, 1280 � 1024 pixels). The task that was
implemented for auditory iBCI control was a Radial-8 task [1], in which the center
target and 8 peripheral targets were arranged in an oval layout on the screen (Fig. 1).
Specifically, with regard to the auditory signals, the targets were arranged in a virtual
3D format such that the viewer would have the illusion of being in the center of a
virtual room, with each of the 8 targets uniformly distributed around the center in the
front-back plane (h ¼ 0) (Fig. 1). A trial began when a sound corresponding to the
cued target location on the screen was played over earphones, with no visual cue. The
participant then attempted to move the neural cursor (see neural decoding description
below) to the target that corresponded to the virtual sound source and acquire the target
by moving the cursor to the target and holding it there. If successful, the cued sound
was heard again and the target color intensified to green briefly before turning back to
blue. Trial goals alternated between one of the eight pseudo-randomly selected
peripheral targets and the center target such that the task proceeded in a continuous
center-out-back sequence.

2.3 Human Intracortical Recording

Motor cortical activity was recorded from the microelectrode array (4.2 mm � 4.2
mm), which had been placed in the precentral gyrus as described in [1]. Signals from
this 10 � 10 array of 100 platinum-tipped silicon electrodes (400 lm spacing, 1.5 mm
long, *4 lm tip diameter) were analog filtered (Butterworth band pass filter with 1st
and 3rd order corners at 0.3 Hz and 7.5 kHz, respectively) and digitized by the 96-
channel NeuroPort Neural Signal Processor (NSP) at 30 k-samples s−1. Signals were
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then filtered with a digital high-pass Butterworth filter (250 Hz 4-pole low frequency
corner) prior to neural spike processing (Fig. 1).

2.4 Neural Decoding

iBCI decoder calibration was done on an open-loop version of the game as the user
attempted to perform the cursor movements to the cued targets. The steady state
Kalman decoder used in this task is similar to the one used by the participants in the
BrainGate trial [9, 12]. Briefly, under the assumptions of a cosine tuning model, this
decoder fitted the state space matrix, H (with ridge regression) in the form

vt ¼ g Avt�1 þK xt �HAvt�1½ �½ �

where vt is the decoded velocity, xt is the neural feature vector, A is the identity matrix
times a smoothing factor, and g is the post-process gain, and K is the gain matrix.

2.5 Quantifying iBCI Performance

Success Rate was calculated as the proportion of successfully selected targets to the
total number of targets offered during each 5–10 min task. Successful trials required
that the cursor be moved to the target and a selection be executed while the cursor was

Fig. 1. Neural control paradigm: broadband neural signals recorded from the implanted
microelectrode array are pre-processed to extract the multi-unit spike counts, which are then
decoded to estimate intended cursor velocity. This information is used to estimate h, u for the
auditory interface as well as the cursor position visualized by the experiment.
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placed over the target. Errors in both tasks resulted whenever a selection did not occur
on the target before the timeout of 8 s.

The mean sustained rate of target acquisition (selections per minute) was calculated
by dividing the total number of correct selections by the total task time including the
timeout trials (8 s each).

3 Results

3.1 Localization Test

The HRTF database [11] was used to conduct a localization test to evaluate whether the
presented sounds can be correctly localized to their respective azimuths. Figure 2
shows the results of the localization test in healthy lab members (Fig. 2A) and the iBCI
user (Fig. 2B). All participants reported the virtual sound directions with high accu-
racy. The mean localization accuracy was 96.3% ± 14.4% (mean ± std) in the 2 lab
members and 92.4% ± 12.1% for the iBCI participant.

The localization accuracy measurements (Fig. 2C) across subjects for each pre-
sented sound direction show that median errors for all tested directions were zero, with
errors of 15°–30° in the azimuths = ±30, ±60. Specifically, the incorrectly reported
directions were located in adjacent locations. In lab members, the HRTF stimuli were
also tested with changes in the frequencies of the tone, and slight improvements in
accuracy were reported. This could be attributed to the ability of the subjects to learn
the association of tones to direction. On the earlier trials, front-back confusion was
evident as well. This is the known phenomenon in which sound sources that are
equidistant from the left ear and the right ear (on the cone of confusion) provide

Fig. 2. Spatial sound localization test of lab members (A) and the iBCI user (B) across each
direction. The horizontal axis represents the direction of the presented auditory stimulus, and the
vertical axis denotes the direction the subjects’ perceived direction which was reported back for
each trial. The size of the circle corresponds to the proportion of responses for each test target
azimuth. C shows the distribution of localization error across all HRTFs in both the lab members
testing and T11. No statistical difference was present.
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identical interaural time and level differences for the listener, resulting in confusion
[13]. Despite differences in perception of the absolute location of the sound sources in
the subjects, overall similarities were observed in the localization accuracy and
localization errors at specific azimuths (Fig. 2C).

3.2 iBCI Task Performance with the Neural Cursor

Using the spatial auditory signals, the iBCI user was able to identify the cued targets
and achieve continuous neural control of the trajectory of a computer cursor to perform
the center-out-and-back Radial task, selecting the correct location based only on
auditory cues (Fig. 3A). Once each task started, the participant had unrestricted and
continuous control of the cursor direction. Target-acquisition was executed by dwelling
the cursor on any target for 1.0 s. Figure 3A shows the average cursor trajectory across
multiple blocks for the 8 separate directional targets (cued using HRTF-modulated
tones) over the mean trial duration. As per task instructions, the iBCI user was able to
successfully utilize the spatial auditory cues to identify the targets and to navigate the
cursor using motor imagery to the intended direction, and to acquire the target by
executing a dwell-based selection within the allotted time. Selection times for correct
trials across the blocks were 4.3407 s ± 1.4968 s, and the user attained a maximum of
6 correct targets per minute (Fig. 3B). At the initial attempt, the rate of successful target
acquisition was 35%. This increased to 62% by the last block of the radial task (chance
performance = 12.5%) (Fig. 3C). Errors resulted whenever the participant selected the
incorrect target, or did not make a selection (i.e. dwell) within the allotted time. Similar
to the performance of lab members in the localization task, many of the incorrectly
reported target locations were located in neighboring locations.

Fig. 3. A. iBCI neural cursor kinematics (mean cursor trajectory for each target during the mean
trial length shown in red) during the radial center-out-and-back task that were cued with spatial
auditory (HRTF) signals. B. The average number of targets selected per minute from shown in
black. This includes trials that exceeded the allotted timeout interval of 8 s. C. Per-block
performance on the radial task with auditory cues was evaluated as the proportion of correct
target selections relative to the total number of targets. (Gray horizontal line indicates chance
performance). (Color figure online)
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4 Discussion and Future Work

The goal of this study was to prove the feasibility of the proposed auditory intracortical
BCI as a control signal for effector usage, and to demonstrate initial use-case in a pilot
study. Specifically, this study showed the use of spatial auditory signals as reliable
feedback to perform a cursor movement task with an intracortical BCI by an individual
with tetraplegia. The iBCI participant demonstrated clear ability to accurately identify
the cued targets using auditory feedback alone, and further navigated the cursor to the
targets within the first few trials. Performance from a naïve stage to reliable use was
achieved within a few minutes (success rate increased from 35% to 62%, well above
chance performance at 12.5%) (Fig. 3C).

Our results extend previous attempts to use HRTFs in EEG studies of spatial
auditory interfaces [6–8]. EEG studies have typically tested BCI usage of event-related
potentials (ERPs) and have proven to be moderately successful but mentally
demanding to the user due to the need for extended periods to learn mappings between
arbitrary mental imagery and the desired cursor motion. The observed increase in target
acquisitions from the 1st to the last block (spanning approx. 20 min) could be attributed
to the intuitive nature of the auditory signals that utilizes inherent spatial localization.
The improvement in performance could be also attributed to the iBCI user’s ability to
quickly discern the cued target from the spatial auditory signal, and distinguish it from
the previously heard tones to make the correct selections. A notable strategy used by
the iBCI user on a few trials was to first move to the neighboring target before quickly
adjusting to move left or right to get to the correct target. As is typical of our previous
BrainGate participants [1], the iBCI participant in this study achieved cursor control
using decoder coefficients computed using only a few minutes of neural signals
recorded during attempted movements. Despite the marked improvements in perfor-
mance over time in this task, it should be noted that the participant was already able to
control the cursor using motor imagery using visual signals alone, i.e. that part of the
task was familiar prior to introduction of the auditory feedback.

In sum, our pilot study demonstrates evidence for the feasibility of intracortical
BCIs being used to perform a target acquisition task cued by auditory signals alone. In
this initial task, a visual representation was used to ensure that the user could ‘report’
the auditory locations using the same iBCI strategy as he had previously learned under
visual feedback. These findings greatly motivate the future investigation into spatial
auditory signals for iBCI control, and the development of applications including a
display of computer icons presented in auditory space, and an auditory speller for
intracortical BCI usage.
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Abstract. Investigating how the brain integrates multimodal information is
critical for quantifying the effects of age on performance for tasks that rely on
visual and auditory stimuli (e.g., driving or flying an aircraft). We report on how
concurrent performance on a visuospatial task and a passive paired-stimulus
auditory electroencephalography (EEG) paradigm were impacted by age. Out-
come measures included response times and accuracy for a match-to-sample
visuospatial task and event-related potentials (ERPs) derived from a 128-
channel dense array EEG system. Older participants were less accurate and
responded slower to the visuospatial task than younger participants, particularly
in a high-workload condition. ERPs associated with cortical language process-
ing areas showed that older participants displayed less sensory gating than the
younger group for P50 and N100 ERP components. In contrast, pronounced
sensory gating was found in the older participant group in the frontal cortex,
which was driven by disproportionately larger N100 responses for the first
stimulus. The present findings further the understanding of age-related neural
changes and support the notion that a neural evaluation will one day reliably
classify risk states for complex cognitive functions in older adults.

Keywords: Electroencephalography � Human-computer interaction �
Neuroscience � Cognition � Aging � General aviation

1 Introduction and Background

Successful performance on tasks that integrate visual and auditory stimuli, such as
driving a car or flying an aircraft, is a result of the brain’s ability to integrate multi-
modal information. Managing risk for older adults engaged in these complex tasks is an
important safety strategy, as older age is associated with an overall deterioration in
performance. For example, compared with young adults, individuals aged 65–69 are
1.3–2.3 times more at risk of a critical incident while driving, a statistic that rises to
3.7–10.6 times for those 85 years and above [1]. In general aviation, pilots over the age
of 60 have an increased likelihood of both critical and fatal flight incidents [2]. As of
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2017, the average age of general aviation pilots was at 60.3 years and is on the rise
based on earlier reports [3]. Considering the average age of pilots, and that in 2018,
97% of all aviation fatalities were within general aviation [4], there is an urgent need to
develop measures that can classify risk states in older pilots. Accordingly, the imple-
mentation of objective measures of cognitive workload within the aviation domain is
necessary to reliably assess pilot risk. Indices of efficient mental resource allocation
may be relevant insofar as identifying aviators who experience cognitive deficits that
can impact safety during flight.

1.1 Sensory Gating

Sensory gating is one index of attention resource allocation that can be measured
objectively and easily using EEG. Deficiencies in gating, particularly when associated
with auditory processes, may signal aviators who are at risk due to inefficient cognitive
processes. To this end, the present research examined age-related changes in sensory
gating linked to auditory processing.

Sensory gating refers to the neurobiological ability to filter out unimportant, or
redundant information [5, 6]. In this study, sensory gating was examined using an
auditory paired stimulus paradigm, a commonly used method in neural evaluations of
sensory gating [7]. The paired stimulus paradigm involves the presentation of an
auditory stimulus (S1), followed by an identical stimulus (S2) presented shortly
thereafter [8]. Sensory gating is visible in event-related potentials (ERPs) as the
attenuated response to repetitive stimuli at key latencies, such that S1 evokes a larger
amplitude than S2 [9]. Latencies of interest include the P50, N100, and P200 (50 ms,
100 ms, and 200 ms after the stimulus onset).

Several studies implementing an auditory paired-stimulus paradigm have reported
age-related differences in sensory gating, such that older individuals present poorer
gating of repetitive stimuli at the N100 component [10–12]. There is also evidence that
sensory gating at P50 and N100 components is comparable across younger and older
populations [13]. The conflict regarding age-related effects of sensory gating justifies
further analysis.

1.2 Current Study

The present research explored the theory that poor adaptivity in sensory gating may
contribute to age-related reductions in cognitive performance. It was hypothesized that
the older group would display lower accuracy and slower response times on the
visuospatial task compared to the younger group. Furthermore, we hypothesized that
the younger group would display more efficient sensory gating than the older group,
particularly in the language [11] and frontal regions of the brain given the evidence that
frontal executive function decreases with age [14].
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2 Methods

2.1 Participants

A younger group of participants was recruited from a university population (n = 10,
aged 18–32), and an older group from a “learning in retirement” program (n = 7, aged
57–78). Participants were compensated with either course credit or free refreshments.

Match-to-Sample Task. The task involved the presentation of two grids sequentially,
and participants determined if they were the same or different, using the response pad
(seen in Fig. 1.) to answer. The presentation of the visual stimuli was undertaken with a
custom Python 2.7 script. The task consisted of two workload levels based on the total
number of blocks in the grid and the number of filled blocks. The low workload
condition had 25 blocks, of which 2 were filled. The high workload condition had 47
blocks in the grid, of which 7 were filled. In both workload conditions, only one block
would move in the “different” condition.

EEG Recording and Preprocessing. EEGs were recorded at 1000 Hz using a 128-
channel dense array system and a GES 250 amplifier. Net Station 4.3.1 (Electrical
Geodesics, Inc.) software was used to record and reduce the data to 250 Hz. EEGLAB
v.14 [15] was used to process the data, remove artifacts, and create ERPs. Data were
filtered offline with a 1 to 30 bandpass. Further cleaning of the non-brain artifacts
employed independent component analysis to identify and remove muscle, electrode
noise, and eye-blinks. At the time of recording, triggers were inserted by the stimulus
presentation software at the onset of the stimulus to mark the S1 or S2. Epochs had a
baseline of 100 ms and extended for 500 ms post-stimulus. The Study function in
EEGLAB computed grand averages of the epochs at each electrode for older and
younger groups.

Fig. 1. Study materials/equipment: A. Visuospatial match-to-sample task (low workload
condition), B. Geodesic sensor net with headphones, C. Response pad, monitor, and headphones
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2.2 Procedure

Each participant completed a match-to-sample visuospatial task while wearing the EEG
headset (Fig. 1). Once set up with the EEG headset, participants were presented with
the match-to-sample task on an LCD monitor. After completing a baseline task con-
sisting of watching a 5-min video of nature scenes, participants began the match-to-
sample task. The starting task workload condition (low or high) was counterbalanced
between participants and alternated within subjects for a total of four task blocks (two
low and two high workloads).

3 Results

Data from the match-to-sample task were analyzed as 2 (Workload: low vs. high) � 2
(Age: younger vs. older) factorial ANOVAs. The ERP analysis also used a 2 (Stimulus
position: first or second stimulus) by 2 (Age: younger vs. older) factorial ANOVA
design with a p-value of 0.1.

3.1 Visuospatial Task

Accuracy. As shown in Fig. 2 (left panel), there was a main effect of workload where
participants were less accurate in the high (72.23%) than the low (95.79%) workload
match-to-sample condition, F(1, 108) = 323.45, p < 0.001, ηp

2 = 0.75. A main effect of
age showed that accuracy was overall lower for the older (80.79%) than the younger
group (86.08%), F(1, 108) = 15.26, p < 0.001, ηp

2 = 0.13. The interaction between
workload and age was also significant, F(1, 108) = 7.29, p < 0.05, ηp

2 = 0.06. As
shown in Fig. 2, older participants responded less accurately than the younger par-
ticipants only in the high workload visuospatial condition.

Fig. 2. Accuracy and reaction times: left panel. Mean accuracy percent by workload by age,
right panel. Mean reaction time (ms) by workload by age
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Response Times. As shown in Fig. 2 (right panel), there was a main effect of
workload where participants took longer to respond in the high workload condition
(1367.56 ms) compared to the low (1050.14 ms) workload condition, F(1,
108) = 75.54, p < 0.001, ηp

2 = 0.42. A main effect of age showed that response times
were in general longer for the older group (1329.06 ms) than the younger group
(1131.06 ms), F(1, 108) = 28.03, p < 0.001, ηp

2 = 0.21. There was no significant
interaction between workload and age, F(1, 108) = 0.91, p = 0.34, ηp

2 = 0.01.

3.2 ERP Analyses

Postcentral Gyrus. As shown in Fig. 3, the younger group displayed expected sen-
sory gating where S2 resulted in a significantly diminished amplitude at the P50
component (p < 0.1). The older group displayed less sensory gating than the younger
group near the P200 component.

Frontal Eye Fields. As shown in Fig. 4, in contrast to expectations, in comparison to
the younger group, the older group displayed significantly greater sensory gating at the
S2 at the P50 (p < 0.1) component. As expected, the younger group displayed sig-
nificant sensory gating at the P200 component. The older group also displayed sig-
nificant sensory gating near the P50 and P200 components.

Fig. 3. Brodmann area 1, postcentral gyrus, ERP at S1 and S2 across age groups. The grey bars
indicate latencies with significant effects of either age group (third row) or sensory gating (third
column) at a threshold of p < 0.1. The top right inset shows electrode layout [16].
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Inferior Temporal Gyrus. As shown in Fig. 5, the younger group displays significant
S2 sensory gating at P50 and N100 (p < 0.1) components. Additionally, the older
group displays significant sensory gating at the P50 latency.

4 Discussion

The results from the match-to-sample task provided evidence in support of our
hypotheses, such that the older group displayed significantly poorer accuracy and
response times than the younger group. Furthermore, results revealed that the older

Fig. 4. Brodmann area 8, frontal eye fields, ERP at S1 and S2 across age groups. The grey bars
indicate latencies with significant effects of either age group (third row) or sensory gating (third
column) at a threshold of p < 0.1 [16].

Fig. 5. Brodmann Area 20, Inferior Temporal Gyrus, ERP at S1 and S2 across age groups. In
this figure, the y-axes are reversed such that the P50, N100, and P200 component polarities
match the literature, as well as the other figures. The grey bars indicate latencies with significant
effects of either age group (third row) or sensory gating (third column) at a threshold of p < 0.1
[16].
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group exhibited significantly poorer sensory gating in the postcentral gyrus and the
inferior temporal gyrus.

One unexpected result appeared in activity derived from the frontal eye fields, such
that sensory gating in this region was greater for older participants. There are two
reasons why this may be the case. First, the older group might be expending more
attention than necessary on S1, resulting in a significant difference between S1 and S2
which manifests as apparent sensory gating. As reported in Roland’s [17] analysis of
cerebral blood flow, prefrontal regions present greater activity during attentional tasks.
Furthermore, Knight [18] determined that damage to the prefrontal cortices may result
in poorer cognitive control, particularly in regard to attention and orienting systems.
The second possibility is that the frontal eye field region is directly involved with
processes pertinent to the match-to-sample task such as working memory, saccadic eye
movements, and visuospatial attention [19]. Efficient neural processing should inhibit
the unrelated stimuli to allow for more attention to the task at hand, which is apparent
in the younger group given the lack of deflections, however it is not seen in the older
group, given the difference between S1 and S2. Therefore, the inhibition deficits in the
older group and the efficient inhibition in the younger group results in ostensible
sensory gating in the older group. In sum, the ERP results suggest an inefficiency in the
older participants, where they directed more attention than necessary on the auditory
stimuli, perhaps leaving less attention for tasks with higher priority.

5 Conclusion

ERP analyses from language processing areas revealed differences in sensory gating,
such that the older participants displayed significantly less gating than the younger
group for both P50 and N100 components. In contrast, pronounced sensory gating was
found in the older participant group in the frontal cortex, which appeared to be driven
by disproportionately larger N100 responses for S1, when compared to the younger
participant ERPs. In sum, the present results show that the older participants had
impaired filtering of repetitive auditory stimuli, concurrent with lower accuracy and
response times for a visuospatial task. These findings further the understanding of
neural changes that transpire with age and support the notion that a neural evaluation
can be used to reliably classify risk states for complex cognitive functions in older
adults.
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Abstract. Numerous image processing methods have been proposed to help
low vision people, often relied on contrast enhancement algorithms. Their
assessment is usually performed by tests on low vision subjects, which are
expensive and time consuming. This paper presents a low vision observer
model, fully customizable to fit various impaired visual performances, which
may be used for early algorithm assessment, and avoiding unnecessary human
tests. This model is fitted to visual performances of a subject with degenerative
retinal disease, and applied to images processed by two edge enhancement
algorithms, allowing to explain their performances in terms of blur reduction
and color saturation improvement.

Keywords: Computational model � Low vision � Contrast sensitivity function �
Contrast enhancement

1 Introduction

Over the past decade, numerous studies have been devoted to the development of
assistive products for visually impaired people. Common principles of these aids are
the use of one or more cameras to capture the real world environment, image pro-
cessing aiming to enhance visibility, and display on virtual reality or augmented reality
devices. Numerous image processing methods have been proposed, often aiming to
contrast enhancement and some of them significantly improve performances for tasks
as reading, facial expressions recognition or visual search [1]. These methods are often
evaluated through tests on low vision subjects, with as far as possible standardized
viewing conditions, assessment procedures and data analysis methods. When experi-
mental conditions are correctly designed, and subject cohort well chosen, all these tests
may give access to the “truth” about utility and efficiency of these enhancement
methods. But tests on human subjects are expensive and time consuming. Moreover,
due to the limited size of the test cohorts and to restrictive experimental protocols, their
results may not be easily extrapolated to various degrees of visual deficiencies or
different viewing conditions. Looking for faster alternatives, image researchers may
turn to resort to so called “objective methods”, with metrics based on mathematical
parameters. This paper presents a low vision observer computational model, fully
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customizable to fit various impaired visual performances and different technical
characteristics of displays and lighting conditions. It is intended to be used in objective
comparison of image enhancement algorithms or in assessment of any new digital
interface for visually impaired people. This paper is structured as follows: brief pre-
sentation of recent works on Human Visual System (HVS) simulation and modeling is
found in Sect. 2. The proposed model is described in Sect. 3. Application of this model
to comparison to two contrast enhancement algorithms is discussed in Sect. 4. Criteria
for this comparison are based on blur measurement and on color saturation assessment.

2 Related Work

Taking into account the performances and limitations of the HVS is known to improve
processing in various image and video domains such as acquisition, compression,
watermarking, communication, enhancement, classification, reproduction, etc. Vision
is known to involve both bottom-up cues, such as luminance patterns, and top-down
factors such as scene understanding. In the following, we only consider the bottom up
aspect, and computational models dealing with some of the mechanisms that have
significant influence on visual perception, such as light absorption, diffusion and
diffraction due to the eye’s optics, luminance adaptation, color representation, contrast
sensitivity, frequency and orientation selective perceptual channels or visual masking.
Visual saliency modeling is out of the scope of this paper. Simulation of impaired
vision is achieved by modifications of appropriate parameters at these different visual
information processing stages in the standard vision model. As it is known that the
HVS response depends much less on the absolute luminance than on its relative local
variations to the surrounding background, the Contrast Sensitivity Function (CSF) that
represents the relationship between perceptible contrasts and spatial frequencies of
visual stimuli is central to these models. Cottaris et al. [2] proposed to convert RGB
images to cone excitation images, taking into account the wavelength-dependent point
spread functions due to the eye optics, absorption in lens and macular pigment, and
cone mosaic, with all the parameters extracted from physiological measurements.
The CS derived from this method are in close agreement with the one measured in the
standard experiment. Pattern sensitivity is simulated by a Support Vector Machine
(SVM) classifier. Although the introduction of low vision parameters is straightforward
in this model, it cannot be directly used for our purpose, as it is restricted to simple
pattern stimuli, and hardly adapted to more complex stimuli. Peli [3] set out to define
contrast in natural images by taking into account the existence of frequency selective
perceptual channels in SVH, and developed a method for simulating perception by a
visually impaired subject, based on SVH nonlinearities and experimental CSF mea-
surements. Thomson et al. [4] contributed to extend this work, first by establishing a
method for parametrization of standard analytical CSF model with classical clinical
acuity and contrast sensitivity measurements. They have also proposed to handle color
images, by translating them from RGB to CIE xyY color spaces, and then, by using
CSF as a linear band pass filter for the two chromatic x and y channels. Al Atabany
et al. [5] implemented a degenerative retina model with central scotoma, based on
mathematical expressions of connectivity between the different neural layers within the
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retina. This approach allowed them to simulate foveal center-surround processing and
color opponency mechanisms. Consequences of ageing on visual performances are
another area where simulation approach is developed [6, 7]. Age dependent parameters
such as reduced pupil size, increased scattering in ocular media and diminution of
retinal cell density are introduced in standard CSF expressions.

3 The Computational Low Vision Model

Our model is intended to simulate foveal vision in photopic conditions, for viewing
natural scene images on electronic displays, and therefore is concerned by color per-
ception, light adaptation and masking effects. It must be applicable whatever the dis-
play technical characteristics, lighting conditions and distance to the screen.

3.1 Standard Vision Modeling

Among the numerous models of CSF that have been employed for instance in image
quality assessment, we have chosen to build our work on Barten’s model [8], as it
explicitly decomposes the CSF into successive components corresponding to optical,
retinal and neural processing. As it was based on luminance sine wave gratings with
limited spatial frequency contents, it has to be completed to take in account wide band
color stimuli.

Our model consists in four steps. The first step corresponds to pre retinal pro-
cessing. RGB image is converted in device-independent and position-independent
image in the CIE xyY color space. This image is then filtered by a lowpass Gaussian
function modeling the Optical Transfer Function (OTF).

OTF uð Þ ¼ e
�2: p:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r20 þ Cab:dð Þ:2ð Þp

:u
� �2

� �
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where u is the spatial frequency (expressed in cpd) and d the pupil size, depending on
luminance adaptation level. This level is calculated by averaging Y values on the whole
image, if the assumption is made that image is seen in a dark room. Otherwise, it can be
set to the ambient luminance level. The r0 value depends on diffusion in lens and
ocular media and on photoreceptor density.

The second step corresponds to retinal processing. Assuming separability between
color and pattern sensitivity, separate CSF may be implemented for luminance and
chromatic channels. Cone excitation image is obtained by a conversion in LMS color
space, based on Smith and Pokorny approximation, and then recoded as a contrast
image: for each L, M ou S component, each pixel value is divided by the mean value of
its neighborhood, whose size is similar to the one used in lateral inhibition process.
Neural processing that occurs in the following layers in the retina is simulated by
conversion into the Krauskopf color opponent space [9]. For the achromatic compo-
nents, we use the highpass function developed by Barten. He considers that lateral
inhibition (modeling center surround effect because of connectivity between cones,
horizontal cells and bipolar cells) is applied to visual stimuli summed with photon noise
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(fluctuation in the number of photons actually initiating cone excitation) and neural
noise (intrinsic fluctuations in neural signals):

M uð Þ ¼ 1
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where k is the Signal to Noise Ratio (SNR) allowing detection, T is the integration time
of the eye, X0 is the integration area angular size, Nmax is the number of cycles over
which the eye can integrate, η is the quantum efficiency, p is the photon conversion
factor, E is the retinal illuminance, U0 is the spectral density of neural noise, u0 is the
spatial frequency above which lateral inhibition disappears. For the chromatic red-
green and blue –yellow components, we use the lowpass sensitivity functions described
in [9].

The third step is a rough representation of the first V1 area in the visual cortex,
where visual information is known to be processed by separate frequency and orien-
tation selective cells. It is based on the Cortex transform [10]. Contrast image is
decomposed into a set of subband images. In each of these image, masking effect is
implemented according to [11]: contrast perception is a nonlinear process, with
threshold dependent both on the contrast value and on the entropy of its neighborhood.

The last step is the reconstruction of perceived image: in each frequency subband
achromatic image, each pixel value is compared to the corresponding threshold, given
by CSF. Values below threshold are replaced by the local mean luminance, while
values above are not modified. Thresholded achromatic and chromatic subband images
are then summed, and the resulting image translated back to RGB space. The sum is
restricted to the subbands that can actually be displayed by the screen, depending on its
resolution.

3.2 Low Vision Modeling

As a first example, we choose to simulate low vision observer suffering from Retinitis
pigmentosa (RP), an inherited retinal degenerative disease leading to the loss of pho-
toreceptors. The first symptoms of RP are night blindness and light sensitivity, before
progressive constriction of peripheral field of view [12]. Patients also report that colors
appear to them as dull and washed out. Some of the model parameters have to be
modified to match the pathological retina characteristics. The loss of photoreceptors is
simulated by applying a factor Closs lower than unity to the LMS cone response values.
According to [13], foveal acuity may remained unchanged with as much as a cone loss
of about 40%, and 20/50 vision is expected with only 10% of foveal cones. It is likely
to assume that, among all the parameters included in the CSF model, the quantum
efficiency (η), the standard deviation (r0) which relies on cone density and the SNR
(k) have to be modified to correspond to a RP observer. Their values were varied to fit
CSF from RP patients. Figure 1 shows simulation of perceived images by normal and
low vision observers. The standard observer model is based on parameter values
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defined in [8], and the impaired ones on values chosen to fit real individual CSF, found
in [14].

4 Contrast Enhancement Algorithm Comparison

The model relevance is demonstrated by its application on images processed by three
contrast enhancement algorithms. The simulated perceived images appear to be dif-
ferent, and suggest modifications to improve their efficiency. An attempt to quantify
these differences is made, relying on blur measurement and color saturation.

4.1 Contrast Enhancement Algorithm

The first algorithm is the classical unsharp masking, with a 5 � 5 pixels Laplacian
filtered image added to the initial image [15]. This algorithm is applied in RGB space.
The second one is a cartoonization algorithm, as described in [5], with original RGB
image Gaussian blurring, conversion to YCbCr color space, anisotropic difference
filtering applied on the luminance channel, and color quantization in sixteen levels. The
third algorithm is a customization of the second one, with addition of supplementary
steps of luminance channel unsharpening and increase of color saturation: chrominance
values are multiplied by a constant (equal to 4 in the following examples).

4.2 Blur Improvement Index

The measurement of image blurriness appears to be relevant as these algorithms are
intended to improve the perception of images blurred by low acuity. The edge
sharpness is strongly correlated with the amount of the existing blur in any image.
A blur improvement index is computed according to the method described in [16]: for
every pixel in both the reference image and the blurred image, the difference is
computed between the center pixel and its height neighbor pixels, and the maximum
value is calculated. Then, the average Z1 and Z2 of this maximum is calculated on the

Fig. 1. Simulation of images perceived by normal and visually impaired individuals. (a):
standard observer (k = 3, η = 0.03, r0 = 0.5 arcmin); (b) visual acuity 0.4 (k = 45, η = 0.01,
r0 = 4arcmin, Closs = 0.75); (c): visual acuity 0.2 (k = 75, η = 0.01, r0 = 6 arcmin, Closs = 0.5)
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two whole images. The blur improvement index BI is calculated by the difference
between Z1 and Z2. The most blurred is the processed image relative to the original,
the most BI tends to 0.

4.3 Color Saturation Assessment

The cone losses in degenerative retina involve modifications in color vision. At the
middle stage of the disease, environment is perceived as fade and dull. So the color
saturation in processed images is a good indicator of visual perceptibility improvement.
Saturation amplitude is calculated as the square rooted sum of the two squared
chrominance components. Saturation index is calculated as the ratio between the sat-
uration maximum of processed image to the maximum saturation of original image.

5 Results

The previously described algorithms were applied to 16 images extracted from the
Kodak database (http://www.cs.albany.edu/*xypan/research/snr/Kodak.html), which
are then processed by the low vision observer with visual acuity: 0.4. (Fig. 2).

Blur improvement index and color saturation index calculated for each image
compared to the initial image are resumed in Table 1.

The perceived original image is significantly degraded, in terms of blur and color
attenuation. Unsharp masking appears as the most efficient in blur reduction, but has
minor effect on color saturation. This may explain why it was rejected by subjects in
[15]. Cartoonization algorithm does not significantly improve both criteria. Increase of
color saturation is only performed by the supplementary step added to the customized
cartoon algorithm. It appears that using the low vision observer model might be helpful
when investigating for enhancement algorithms with better efficiency for the visually
impaired.

Table 1. Comparison

Blur improvement
index

Saturation
index

Perceived original image 0.23 0.20
Perceived processed image (unsharp masking) 0.37 0.22
Perceived processed image (cartoon) 0.21 0.3
Perceived processed image (customized
cartoon)

0.25 0.40
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6 Conclusion

This paper presents the first results related to a computational model of low vision
observer. Its application gives cues for implementation of more efficient enhancement
algorithms. Future works include further investigations on objective criteria for the
measure of perceptibility increase, and experimental validation by comparison with
human ranking on processed images.

References

1. Moshtael, H., Aslam, T., Underwood, I., Dhillon, B.: High tech aids low vision: a review of
image processing for the visually impaired. Transl. Vis. Sci. Technol. 4(4), 6 (2015)

2. Cottaris, N.P., Jiang, H., Ding, X., Wandell, B.A., Brainard, D.H.: A computational-observer
model of spatial contrast sensitivity: effects of wave-front-based optics, cone-mosaic
structure, and inference engine. J. Vis. 19(4), 8 (2019)

3. Peli, E.: Simulating normal and low vision. In: Peli, E. (ed.) Vision Models for Target
Detection and Recognition. World Scientific (1995)

Fig. 2. Simulation of perceived images by a standard observer and a low vision observer (visual
acuity: 0.4). (a): original image, (b): original image for standard observer, (c) original image for
low vision observer, (d) processed image for low vision observer (unsharp filter), (e) processed
image for low vision observer (cartoon filter), (f): processed image for low vision observer
(customized cartoon filter)

Modeling a Low Vision Observer 125



4. Thompson, W.B., Legge, G.E., Kersten, D.J., Shakespeare, R.A., Lei, Q.: Simulating
visibility under reduced acuity and contrast sensitivity. JOSA A 34(4), 583–593 (2017)

5. Al-Atabany, W.I., Memon, M.A., Downes, S.M., Degenaar, P.A.: Designing and testing
scene enhancement algorithms for patients with retina degenerative disorders. Biomed. Eng.
Online 9(1), 27 (2010)

6. Joulan, K., Brémond, R., Hautière, N.: Towards an analytical age-dependent model of
contrast sensitivity functions for an ageing society. Sci. World J. (2015)

7. Mantiuk, R.K., Ramponi, G.: Age-dependent prediction of visible differences in displayed
images. J. Soc. Inf. Display 26(1), 4–13 (2018)

8. Barten, P.G.: Contrast sensitivity of the human eye and its effects on image quality. SPIE
press, Bellingham (1999)

9. Le Callet, P., Barba, D.: Robust approach for color image quality assessment. In: Visual
Communications and Image Processing 2003, vol. 5150, pp. 1573–1581. International
Society for Optics and Photonics (2003)

10. Watson, A.: The cortex transform- rapid computation of simulated neural images. Comput.
Vis. Graph. Image Process. 39(3), 311–327 (1987)

11. Ninassi, A., Le Meur, O., Le Callet, P., Barba, D.: On the performance of human visual
system based image quality assessment metric using wavelet domain. In: Proceedings of
SPIE Human Vision and Electronic Imaging XIII, vol. 6806 (2008)

12. Hartong, D.T., Berson, E.L., Dryja, T.P.: Retinitis pigmentosa. Lancet 368(9549), 1795–
1809 (2006)

13. Bensinger, E., Rinella, N., Saud, A., Loumou, P., Ratnam, K., Griffin, S., Duncan, J.L.: Loss
of foveal cone structure precedes loss of visual acuity in patients with rod-cone degeneration.
Invest. Ophthalmol. Vis. Sci. 60(8), 3187–3196 (2019)

14. Hyvârinen, L., Rovamo, J., La urinen, P., Peltomaa, A.: Contrast sensitivity function in
evaluation of visual impairment due to retinitis pigmentosa. Acta Ophthalmologica 59(5),
763–773(1981)

15. Leat, S.J., Omoruyi, G., Kennedy, A., Jernigan, E.: Generic and customized digital image
enhancement filters for the visually impaired. Vis. Res. 45(15), 1991–2007 (2005)

16. Elsayed, M., Sammani, F., Hamdi, A., Albaser, A., Babalghoom, H.: A new method for full
reference image blur measure. Int. J. Simul. Syst. Sci. Technol. 19, 4 (2018)

126 C. Walbrecq et al.



Usability Study of Electronic Product
with Healthy Older Adults Based on Product

Semantic

Yulan Zhong1(&), Etsuko T. Harada2, Shinnosuke Tanaka2,
and Eriko Ankyu2

1 School of Integrative and Global Majors, University of Tsukuba, Tsukuba,
Japan

s2030544@s.tsukuba.ac.jp
2 Faculty of Human Sciences, University of Tsukuba, Tsukuba, Japan

etharada@human.tsukuba.ac.jp,

shin.tanaka.1127@gmail.com, ankyu@tsukaiyasusa.jp

Abstract. As a typical example of the electronic products with multi- and high-
functions, integrated- function microwave oven is said to bring a much more
convenient and brand-new lifestyle; however, in the meanwhile, it also compels
their users to face many problems in using due to its multifunction. In this study,
we conducted a usability test with healthy older adults to determine how well the
elderly users can use the microwave oven, and what kinds of processes they are
taking as their problem-solving. Based on the results of the usability test, we
summarized several types of difficulties-in-use and tried to provide the design
solutions based on product semantics, especially focusing on the process of
transition between exploration and reliance.

Keywords: Usability testing � Electronic product � Healthy older adults �
Product semantics

1 Introduction

With the infusion of information technology into society, the incorporation of tech-
nology into everyday life has contributed to a high and still increasing number of
electronic products, especially those with multi- and high- functions. However, those
products are often accompanied by complex and difficult operations, which often cause
unpleasant users’ experiences and mental frustrations to consumers (Moggridge 2007).
Hence, proficiency in the interactions between different users and products is becoming
a critical factor in successful design and development for usability-oriented products or
services (You and Chen 2003).

Usability testing can help designers see what people actually do—what works for
them and what does not (Barnum 2011). Specifically, usability testing involves direct
observation of the users’ behaviors and minds to obtain the hidden information such as
“why they did it”, “how they were feeling”, or even “what they originally wanted to
do”.

© Springer Nature Switzerland AG 2020
C. Stephanidis et al. (Eds.): HCII 2020, CCIS 1294, pp. 127–133, 2020.
https://doi.org/10.1007/978-3-030-60703-6_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_16&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60703-6_16


This study chose healthy older adults as participants. It is because older adults are
generally more sensitive to usability problems than younger adults (Harada 2009). That
is, in situations with a design where healthy older adults are in “big troubles”, also
younger adults mostly have simple errors or microslips.

As a theoretical framework, we adopt the perspective of product semantics (Fig. 1),
in which such “big troubles” or microslips are generally seen as disruptions between
exploration and reliance. While designers are devoted to achieving meaningful inter-
faces by making the better transition between recognition (correctly identifying what
something is), exploration (knowing how something works), and reliance (handling
something naturally), such disruptions, however small, force users to go from reliance
to exploration and back, upsetting the rhythm of the interface (Krippendorff 2006).

Therefore, the purpose of this study was to: (1) find out disruptions while older
adults using the target product; (2) try to explain why they showed such disruptions;
(3) come up with solutions to deal with the existing problems.

2 Usability Testing

A usability testing for an integrated-style microwave oven was conducted. Compared
with the previous version of the device, the new one changed the design of the control
panel, as shown in Fig. 2.

Fig. 1. Transitions between three modes of attention (Krippendorff 2006)

Fig. 2. The control panel of target microwave oven
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2.1 Participants

A total of six older adults (3 males and 3 females, mean age 74.33, range 69–85) and,
as a control participant, a younger adult (male, age 24) with an engineering background
were recruited for our study. Specifically, all of them had minimum experiences with
using a microwave oven, i.e., just for using to heat up some foods.

2.2 Methodology

Think-aloud protocol is one of the most common ways of usability testing. The par-
ticipants are instructed to verbalize their ongoing thoughts while performing a task. It is
allowed observers to know well which parts of the product do participants pay attention
to and how they interpreted them. However, having a participant perform tasks and
speak out at the same time is somehow “strange”, especially for the beginners.
Therefore, we gave participants suave explanation and demonstration, and time to
practice in advance so that they can get used to it. We also use a retrospective inter-
view, a method which is waiting until the session is complete and then asking questions
about the participants’ thoughts and actions (usability.gov. 2013). This method is used
in case the participants were not able to think-aloud well, or their utterances are
ambiguous in the context. Of course, those data had been treated carefully because their
answer may be inaccurate due to the lag behind tasks.

2.3 Apparatus

Interaction between a participant and the microwave oven was recorded with three
video cameras, including a wearable one; one fixed camera is focusing on the surface of
the target interface for recording, especially of LED display, the other one was used to
record whole process of usability testing including participant’s gestures, while the
wearable camera recorded the visual scope of the participant.

2.4 Tasks

The tasks range from simple heating up a retort pouch of food to cooking a dish of
grilled chicken with herbs, and each task was designed to check whether the users
perform well, as shown in Table 1.

Table 1. Tasks and presupposed correct usage mode

No. Tasks

1 Heat up a retort pouch of stew Manual mode
2 Warm up a cup of milk Auto mode
3 Defreeze the frozen chicken Auto mode
4 Warm up the frozen rice Auto mode
5 Cook an herb chicken Auto mode/Usage of accessory
6 Add water into water tank Usage of accessory
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2.5 Procedures

Pre-Questionnaire and Think-Aloud Demonstration and Practice. After a brief
introduction and informed consent, the participants were asked to fill out a pre-
questionnaire, which is designed to know their initial impression of the microwave.
Then the tester explained and demonstrated how to conduct a think-aloud method and
asked participants to practice.

Task Execution. Participants were asked to complete a series of tasks, one by one, in
the laboratory setting by him/herself, while doing think-aloud. They were handed a task
card, and told to start the task with reading aloud the task at first. The tester intervened
only in two situations: (1) if participants did anything dangerous; (2) if participants
come to a long-time standstill. When the participant’s think-aloud ceased, the tester
prompted quietly by asking him/her the perceived situation (Kaiho and Harada 1993).

Post-Questionnaire and Retrospective Interview. The participants were asked to fill
out a post-questionnaire once they finished tasks. The contents of the post-
questionnaire were almost same as the pre-questionnaire so that we could evaluate
how their feeling had changed by using the target microwave oven. Then a retro-
spective interview was conducted to: (1) understand what they thought about the
product; (2) clarify the reason for some performances and/or utterances during the
tasks.

3 Results and Discussion

To consider whether designs provide enough support to users, Krippendorff (2006)
provided a checklist, including Affordance, Metonymy, Constraints, and Informative.
After transcribing the verbal and behavioral protocol data and analyzing them, we
extracted errors and troubles to use, i.e., disruptions, and summarized to mainly three
types of problems in the light of product parts.

3.1 Disruptions with START Button

Direct Perception of Usability (Affordance). It is anticipatory of what can be done at
present such as “pushability”, “graspability”, “movability” and so on (Krippendorff
2006). Here, users can control the START button by simply pressing or turning.
However, more than half of the participants (01, 02, 03, 06) showed their confusion on
the START button. To be specific, they did not realize that the button is also can be
turned. It may be because that the button only provides the perception of press through
the only cylinder. Therefore, the button should be designed into a shape that could also
afford turnability.

Affordings (Informative). Affording is one of Informatives that offer guidance about
the variables of an artifact and their consequences (Krippendorff 2006). Since most of
the tasks required to heat something, some participants (02, 04, 06, 07) tended to
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depend on the microwave oven totally and directly pressed the START button as their
first step. It might be because of: (1) participants’ over-trusting; (2) ambiguous meaning
of the START button, as shown in Table 2. Actually, there are only two words on the
button: “START HEATING” and “CONFIRM”. Hence, some clues which could
represent the future results of different operations should be added to reduce the
unnecessary mental load for memorizing.

3.2 Disruptions with LED Display

Signals (Informative). Signals must succeed in competing for sensory attention with
the other features of an artifact (Krippendorff 2006). In task 3, the display once showed
a signal to ask users to add water into the water tank, as shown in Fig. 3. However,
there were only two participants (01, 05) noticed and done it well. Even the younger
adult did not realize it. Two situations can be considered: (1) they missed the signal in
the display; (2) they ignored it because they did not know what did it mean. For the first
situation, making it striking by changing its size, font, or position may works. For the
second situation, expression with words should be changed. Furthermore, both illus-
tration and words should be considered well to avoid users’ misunderstanding it as a
monitoring indicator, not as a signal, since rectangle here is also like showing the recent
state of water tank.

State Indicators (Informative). State indicators show users what their artifact is
presently doing (Krippendorff 2006). Actually, the designers used it in a statement
called “Measuring”, which is a procedure that could estimate heating time by detecting
the weight and the temperature of the food, as shown in Fig. 4. This statement has

Table 2. The meanings of START button

Action Meaning

Press it directly Heat up dishes
Press it after choosing Confirm what you chose

Rotate it directly Select Auto menu (001-179)
Rotate it after choosing Scroll menu

Fig. 3. “Add water into water tank”
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shown in task 2, 3, 4. However, it still confused the users because there is no indication
of how long they have to wait and what the artifact is doing. Therefore, designs should
provide more information about how much has been achieved at present.

3.3 Disruptions with Accessories

The function-integrated types microwave ovens generally have many accessories. With
the target oven of this study, there were three accessories which were set up usually as a
default (table plate, water tank, and drip pan), and two more accessories which were
occasionally to be set up when it is necessarily (black plate and metal grate), as shown
in Fig. 5.

Signals (Informative). Task 5 involved cooking a dish known as “Herb Chicken”.
Participants were given a sheet with the recipe and directions on it. Even though both
the display and the instruction sheet told table plate should be used, only one partic-
ipant (05) used the correct one and finished the task without any help. It may because:
(1) users did not know exact differences between table plate and black plate since the
task only required using table plate; (2) the information for those accessories was not
enough. Therefore, the microwave should have been able to sense this error and inform
the users by means of the display, because using the microwave oven function with the
black plate is dangerous.

Metonymy. The last task was adding water into the water tank that is used for
steaming food. This task is for those who missed the operation, which should be done
in task 3. Since the lack of its signal in the display has been discussed before, we

Fig. 4. “Measuring”

Fig. 5. The accessories of the microwave oven
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discuss another important component here, that is, metonymy. A metonymy informs
users about the features of an artifact not in view, about the possible contexts of its use
(Krippendorff 2006). Though designers use a text “add water” and a teardrop icon to
tell users “they need to add water”, it is still hard to understand where should be added
water. Hence, showing where to add water may be much more efficient.

4 Conclusion

Our purposes were to investigate what and why the disruptions appeared while the user
operates the target microwave oven by usability testing and consider solutions to deal
with the existing problems. We recorded participants’ protocols and behaviors as
original materials for analysis, and finally summarized six disruptions from different
parts of products. However, this study mainly focused on the analysis in the aspect of
Informative. In future research, we will thoroughly consider other aspects of the ex-
ploration mode in the product semantics and of other modes (recognition and reliance),
while verifying the validity of the solutions mentioned above.
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Abstract. Intuitive second screen experiences involving smartphone or tablet
use are currently not possible with existing VR systems. Whenever users are
immersed in a virtual reality world, interactive features and content are usually
presented as pop-up windows and floating-text notifications, immediately
breaking user immersion, serving as a reminder they are navigating a computer-
generated environment. In this paper we discuss how to introduce second screen
experiences in VR by orchestrating interplay between using handheld devices
while using a VR headset. This entails allowing the users to interface with the
touchscreen display despite the opaque, view-obstructing visor. We propose
achieving this through a “mobile second-screen interreality system” (MSIS),
referring a virtual 3D smart device representation inside the VR world, which is
tightly coupled with its real-world counterpart, allowing users to manipulate,
interface with, and look at the actual device screen, as if the head-mounted
display were not present. This can be achieved via advanced screen-sharing
technology, and pixel-perfect mapping between the real device and its virtual
“double”, ensuring basic functions (such as typing on an on-screen keyboard
and/or tapping on application icons) can be carried out effortlessly. Advanced
hand and finger-tracking can be used to represent the user’s virtual hands’ and
fingers’ movements on the screen, further enhancing virtual presence, and
cementing the links established between the human brain and virtual reality
space.

Keywords: Virtual reality � Smartphones � 3D pose estimation � Object
localization � Screencast � Touch screen

1 Introduction

Mobile smart devices drive today’s hyper-connectivity. Over the past 10 years,
smartphones (and to a lesser extent, tablets) have evolved into digital extensions of
ourselves, and have been revolutionizing the society ever since. Through these devices,
people can instantly access a world of information, news and social contacts, all
contained within the palm of their hands. Several years of experimentation and tech-
nological progress have further perfected the devices’ design, making them lighter,
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larger, more affordable and with significant processing capacity. In light of their pro-
liferation, several corporations have started permitting employees to carry their own
personal devices to the workplace (BYOD – “Bring Your Own Device”), which has
been shown to boost productivity, efficiency and employee satisfaction [7]. On the
other hand, Virtual Reality (VR) technology has started to overcome traditional barriers
to its adoption, and VR headsets are quickly becoming household appliances. Fur-
thermore, market growth in the VR head-mounted display (HMD) market is accelerated
by them penetrating various business sectors, such as healthcare, advertising and
defense. The way traditional VR headsets are designed however, severely restricts
BYOD policies for VR applications (e.g. in business meetings), because looking at a
smartphone screen would require the users to take off the headset and thus effectively
exit the application, disrupting any connection they had to the VR world. Optical see-
through HMDs used in Augmented Reality applications (such as e.g. Microsoft
HoloLens) are currently incompatible with VR, while promising recent attempts at a
hybrid solution [18] are still at an early, prototype stage, and (if VR headset adoption
rates over the past 6 years are to serve as an indication) cannot be expected to overtake
the VR headset market any time soon.

In this paper, we propose a pipeline for enabling smartphone and tablet use in VR
using commodity headset gear, by introducing a digital double of the device into the
synthetic digital world. Effectively, we propose the device to exist in two realities (real
and virtual) simultaneously, maintaining a highly correlated extent of functionality.
Such a system would allow users to “physically look at” the device in their hands,
while they are immersed in the VR environment, and “virtually see” their hand holding
that device in 3D in the VR world. To achieve the effect, both the smart device as well
as the touch-based input applied in the real world will need to be efficiently tracked,
and in accord to the headset, so as to carry over functionality of the device inside the
virtual world. Such a system would open new avenues for transmedia/cross-device
experiences, afford touchscreen interfaces to replace, or get integrated into future VR
motion controller systems, and ultimately create new interaction paradigms for a
variety of future VR use cases. The paper discusses, our ongoing work on imple-
menting the concept of such a mobile, second screen interreality system (MSIS). The
rest of this paper is organized as follows: Sect. 2 describes the main components
toward building the proposed system. Section 3 discusses projected means of usage
and the disruptive potential of MSIS across several segments of the VR market. Finally,
Sect. 4 concludes with a short summary discussing the potential of the technology.

2 Proposed System Design

“Interreality systems” is a term used primarily in physics to describe virtual reality
systems that are coupled to their real-world counterparts [8]. In this paper, the term is
borrowed to similarly refer to a system representing the user’s handheld smart device
(e.g. a smartphone) in both the real and virtual realms, that are highly correlated (e.g. in
terms of both device physical manipulation and functionality), so as to transfer the
actual interactions of the users’ hands with the device occurring in the real world into
synthetic motions and visual outputs in the virtual world.
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The proposed approach for achieving this combines device pose estimation and 3D
tracking with user hand tracking and device sensor information. This can be achieved
by mounting additional sensors on top of the users’ headsets (e.g., Leap Motion,
Google Soli), towards the capture of the users’ natural interaction with their devices in
order to be realistically transferred in the VR environment (see Fig. 1). Once the device
has been properly positioned inside the virtual world, screen casting of the users’
mobile devices can be based on open-source Virtual Network Computing
(VNC) software.

2.1 Device Localization and Tracking

In order to provide a realistic representation of user handheld devices in VR envi-
ronments, efficient and accurate 3D pose estimation is required. Until recently, pose
estimation employed statistical techniques to register point clouds acquired from sen-
sory data with previously observed object models. Iterative Closest Point (ICP), is the
most employed algorithm for this purpose, and many variants of ICP exist for different
applications [14]. Unfortunately, ICP fails to converge due to local optimization
minima if the initial pose is very different from the target pose, resulting in poor pose
estimates [20]. Generative model approaches (a.k.a. model-based or top-down) employ
a known model. The pose recovery process comprises two distinct parts: modelling and
estimation [15]. In the first stage, a likelihood function is constructed by considering all
the aspects of the problem such as the image descriptors, the structure of the human
body model, the camera model and the constraints being introduced. For the estimation
part, the most likely hidden poses are predicted based on image observations and the
likelihood function.

• IR camera
• Hand tracking device (e.g., 

Leap Mo on, Google Soli)

• Mobile front camera
• Mobile sensors (i.e., 

gyroscope, accelerometer)

Fig. 1. Proposed technical approach for the MSIS.
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More recent approaches contemplate pose estimation as an important step in the
recognition process itself. Intuitively, it makes sense for pose estimation and object
recognition to be performed together, since an object can look drastically different
when viewed in different orientations. Only recent research has been able to merge
these two steps, catalyzed by the emerging field of machine learning and, in specific,
neural networks. Convolutional neural networks (CNNs), are a specialized type of deep
neural network specifically designed for working with data that has spatial or temporal
correlation, such as visual object recognition. [17] used a CNN for training, in order to
learn feature descriptors, from RGB and RGBD data, and showed that the learned
descriptors are more discriminative than HOG [5] or LINEMOD [11], succeeding high
accuracy rates. This technique has the additional benefit of performing well on images
lacking depth information. [4] trained a CNN to predict the 2D projections of interest
points on objects, which can then be utilized to estimate the pose of the objects. This
system exhibits robustness to occlusions, because if at least one interest point is visible,
the algorithm can still detect the object. In [13], an improved CNN approach is pro-
posed, which is able to obtain an initial estimate of the 3D pose, including objects with
a rotational symmetry, and refine this pose estimate from the 2D representation of
objects.

For the MSIS described in this paper, a novel approach for pose estimation and
tracking of a mobile device is proposed, based on the fusion of three different cues:
(a) images from an IR camera, mounted on the VR headset, (b) images from the front
camera of the mobile, and (c) inertial data from the gyroscope and accelerometer
sensors of the mobile device. In specific, a model-based mechanism is proposed,
aiming the detection and tracking of the headset. This will be achieved using images
from the front camera of the mobile device. In parallel, a CNN will recognize and track
the mobile device from the images of the IR camera. The results of these approaches
will be fused following the Extended Kalman Filter approach [6], taking also into
consideration the data of the mobile device sensors. The proposed approach for esti-
mating the location and position of users’ companion devices, can overcome any
occlusion problems that might occur regarding the device (e.g., while users are typing
or swipe on the screen), since these situations can be compensated by the remainder of
data sources (e.g., mobile front camera or sensors). In this way, the 3D coordinates of
the mobile device in the user’s real environment can be transferred to the VR
environment.

2.2 Viewing Device Screen Content in VR

Screencasting can trace its roots to use cases such as thin-client computing [1] and
remote desktops [19], where audiovisual screen content is generated by a server and is
sent to a simplified client. More recently, screencasting technology has been proposed
for performance-intensive and quality-driven applications, such as interactive learning
[3, 16], or more commonly, for sending content from a mobile device (e.g. YouTube or
Netflix videos) to a “smart” TV. Commercial standards for this latter use case include
Google Chromecast and Apple Airplay, however the scientific literature has proposed
several hardware- and software-based approaches [10]. VNC is a commonly used tool
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for screen sharing between devices, and has been adapted for mobile use to accom-
modate for performance considerations [9].

VR applications typically fully occupy the audio/visual sensory systems and
achieve immersion by isolating the user from his/her real, physical environment. This
isolation represents a huge barrier for delivering traditional second-screen experiences
in VR. Screencasting software has already been used to help bring desktop PC screens
(and subsequently, PC capabilities) into the VR space, allowing for social outlets (e.g.
watching television content together) and collaborative efforts (desktop screen sharing).
Incorporating a similar experience, but one targeting handheld smart devices instead,
will not only broaden the functionality spectrum for existing VR applications, but is
expected to unveil new forms for people to interact with VR content, and with each
other.

3 Indicative Use Cases and Disruptive Potential

3.1 Communication and Social Interaction

For years, businesses have invested billions in customized business applications to
support their employees in their jobs, performing everyday tasks. Toward this end,
companies often opt for personalized solutions, developed specifically to meet their
custom requirements. With the explosive growth of mobile devices and BYOD poli-
cies, companies have already started to invest in mobile development and remote
desktop applications. Enterprise has also born witness to the steady penetration of VR
technology, opening new and exciting avenues for online conference calls and business
meetings. Mass consumers have also shown high interest in VR social interactions,
opting to meet, and interact with one another and their surroundings in a variety of use
cases, such as e.g. to watch a film, or a live sports match together.

It is evident that heightened interpersonal communication aspects and second-
screen friendly technology can break new ground, and afford new opportunities for
remote business meetings, as well as casual social interactions. MSIS could help
expand current toolkits through a BYOD-friendly VR solution, one that can support
numerous existing apps and embedded features (e.g. file and data sharing over smart
devices) without requiring new applications to be developed specifically for the VR
platform.

3.2 Games and Entertainment

Video games are the primary driver of VR consumer adoption. To meet with user
demands for smoother, more immersive and interactive productions, development
across both hardware and software is rapidly paced. This eventually benefits research,
known to adopt game devices to the benefit of other application areas (such as e.g.
healthcare). Furthermore, the experimental nature of VR allows small game develop-
ment companies and individuals to experiment with the medium and deliver products
that often surpass traditional gaming expectations. Other relevant business areas for VR
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application include game-based training, VR escape games and traditional games in
virtual spaces, such as Online Casino and VR cafés.

Leveraging BYOD in VR, MSIS would enable players to enter the social-minded
VR worlds together with their personally owned devices, making “game night gath-
erings” possible in VR spaces. Furthermore, the possibilities for “companion” mobile
applications as attachments to VR games are limitless and could revolutionize the
market for transmedia/cross-device play. This includes the use of smartphones as a
touchscreen controller; PDA; and intuitive 2nd (e.g. player inventory or menu) screen.
Other potential applications include VR Alternate Reality Games (ARGs), embedding
interactive networked narratives that use the real world as a platform along with
transmedia storytelling VR, rendering every imaginable context and outcome possible.

3.3 Immersive Media Experiences

VR/AR technologies are increasingly being introduced to real-time entertainment, as
showcased by lifelike 360° video experiences of sports matches, theatrical plays,
cinema and music concerts, which geographically distributed users can attend together
through an app or web-player. Live streaming services for VR already deliver huge
impact for HD broadcasting services and producers of live content, and projected
means of usage span a variety of entertainment outlets. However, in order for VR to
compete with traditional (social) television, sufficient work needs to be to meet
requirements related to both quality, as well as audience engagement.

Through MSIS, live entertainment VR can significantly broaden the social aspects
of the current technology, enabling users to remain connected throughout the experi-
ence. Second screen experiences have been used to entice audiences, enhance the
viewing experience and deliver interactive, and social-minded content. With a system
like MSIS new, massively online social-minded VR experiences can be orchestrated,
enabling viewers to tap into live stats and companion-like capabilities for VR media
consumption experiences.

3.4 Content Creation, Art and Design

VR has emerged as a medium where designers and artists can approach their craft in
new and meaningful ways, offering a new dimension from which artists can work and
expand their toolkits. Tools exist today that allow artists to collaborate in creating 3D
art in a variety of ways: volume sculpting, virtual paints, brush strokes, etc.
Through VR, artists can setup virtual workspaces, where they can construct, carve and
paint their visions using a brand-new perspective, while manipulating their work in a
life-size environment.

The flexibility offered by MSIS can lead to entirely new avenues for artists’ cre-
ativity. Significant breakthroughs are to be expected by incorporating touchscreen
interactive interfaces for 3D space exploration and in particular, object rotation for
inspections. Given the diverse sensing and input capabilities of modern smart devices,
MSIS will enable their use as input devices for facilitating 3D interaction in VR, in a
manner that is more intuitive, comfortable and more satisfying to the users. Smart
devices have revolutionized the way art is created and enjoyed, meaning artists will not
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have to spend significant effort and time to adjust to VR as a platform to create, also
meaning adapting to the use of VR motion controllers as extensions of their virtual
hands.

3.5 Commerce

VR leaves a lasting impression and is therefore a perfect solution for companies to
engage their customers in new and innovative ways. VR can significantly impact e-
commerce activity, through experiences that are interactive, game-like and thus, more
enjoyable than browsing through online or printed catalogues. According to a recent
report on VR potential, companies introducing VR elements into their advertising may
experience up to 400% increase in the time customers spend on their sites, up to 27%
increase in consumer activity, 100% viewer interaction, up to 400% increase in
returning views and a staggering 700% increase in sharing [2].

Given the proliferation of smartphones in shopping, and the role they play in
driving shoppers to the store (through micro-moments ranging from ‘I-want-to-know’
to ‘I-want-to-buy’), MSIS can bring together elements of both VR innovation and
smartphone use for brands and shoppers alike. The latter can be immediately involved
in their shopping habits, e.g. by conducting local searches at home for shops during a
VR experience, or using the smartphone as a source for product reviews, as well as to
act as a key enabler of new paradigm shifts regarding commerce [12]. The smartphone
revolution is driving change in the way shoppers behave both in and out of the store.
Through MSIS, mobile is bound to have a similar –if not greater impact for an
emerging VR market for e-commerce.

4 Conclusion

In this paper, we presented the ambition of kick-starting the mobile revolution in VR
with a huge potential for business and leisure areas of application, where BYOD
policies have gained significant traction. Incorporating a handheld reality-correlated
virtual second-screen into the VR experience could revolutionize not only the way
common everyday people interact with one another in private settings, but also allow
corporations to understand how to incorporate a new, previously unexplored VR
channel into their business strategies. Implications for business, across various verticals
trying to incorporate VR into their processes could be significant.
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Abstract. Virtual Reality (VR) is a technology that allows the creation
of immersive virtual environments. Testing VR applications is challeng-
ing due to the almost unlimited possibilites of spacial exploration. This
work presents Youkai, a framework for unit testing of Android-based
VR applications. Our preliminary results show that our method can find
objects on the screen, change camera position and it supports 6 DoF
scenarios.

Keywords: Virtual Reality · Android · Unit tests

1 Introduction

Virtual Reality (VR) technology enables a deep immersion in simulated envi-
ronments in which users can explore and interact using three or six degrees
of freedom (DoF) input systems. As the number of applications increases, the
industry needs new tools to ensure the software quality.

Performing tests in VR is challenging. Repetitive tasks such as test case exe-
cution should be automated as it would allow the report and bug verification
instantaneously. When programmatically testing user interaction, it proves dif-
ficult to write automated tests when the VR platforms run standalone [2], as it
is the case of Samsung Gear VR platform.

There are several studies about how developers test general-purpose software
applications [8]. Automation of software testing has been an area of intense
interest in this field. Test cases play a vital role in achieving an effective testing
target, but generating effective test cases is an equally challenging task [12].

This work proposes Yokai, a framework for unit testing of Unity applications
targeting Android-based VR platforms. Our method allows the users to create,
execute and check the output of tasks that are being written in Python.

This work is organized as follows: Sect. 2 presents a brief overview of current
literature of VR testing; in Sect. 3 we explain how our solution works; Sect. 4 lists
some results and analysis the experience of using Youkai for testing a simple VR
application; in Sect. 5 we write our conclusions and present future works.
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2 Related Works

Scripted testing of applications [5] is a commonplace for mobile testing where
a wide range of solutions are available. [2] claims that at 2003 there were no
common pattern for automated testing of VR application. Since then, some
solutions came up targeting Unity-based projects as Unity has built-in support
for VR development [14]. Such solutions intercept game development as game
engines are also widely used for VR app development [1]. Virtual reality can be
considered a challenging area regarding the inherently space interaction com-
plexity: conventional games require a 2D environment while the nature of VR
requires that a completely interactive and immersive environment to be available
[13].

[7] generates functional test cases from requirements using semantic analy-
sis and parsing the scene graph of virtual reality scene. [6] records test oracle
information from haptic interfaces and employs them to evaluate the correctness
of the system under test (SUT). The work [11] records test data from Android
using MonkeyRunner.

Some works present test solutions for Unity applications: [11] developed a
reprojection of recorded inputs of Android events into unity screen coordinate
system; In [10] a solution is presented to verify image quality of 360 video player
implementation, but it doesn’t assess the code quality neither interact with the
VR platform.

3 Automated Tests on VR

We describe an approach for writing unit testing in Python for Android-based
VR platforms using a custom-made plugin. Youkai is our solution for effortlessly
introspecting Unity instances from Python terminals.

In Fig. 1 we present our proposed architecture: a Python-based framework
for unit testing. YoukaiEngine is the class to which user interacts. It makes use
of a communication channel abstraction to interact with an running instance of
an Unity application or even the Unity Editor.

By means of an abstraction of the communication channel, as depicted in
Fig. 2, our solution connects an Unity3D application running on Android to a
Python desktop application. Thus, we can automate tests of VR features by
accessing the properties of the application instance, e.g, the position of virtual
elements, interaction with user interfaces, among other possibilities.

4 Experiments and Results

As a testbed we implemented a simple virtual gallery to watch 360-degree videos.
It is comprised by an initial menu and a separate scene for the video player. Our
sample application targets GearVR since it is the most used smartphone-based
platform [9].
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Fig. 1. Proposed architecture for our testing framework

For a small group of automation test developers, we send the task of creating
unit testing using Youkai and AltUnitTester [4] and after completion we also
sent a qualitative survey for comparing the experience of using both solutions.
After analyzing the answers, we summarize below the elicited points:

1. AltUnitTester has a simpler setup as user only downloads its plugin from
Unity Asset store and separate python module. Youkai needs the source code
to be manually copied to the correct folders in Unity project.

2. AltUnitTester has a simpler interface. YoukaiEngine demonstrates to be com-
plex at first.

3. The Python interface of AltUnitTester has less methods. It’s not possible
to inquiry about an attached component from a given GameObject. While
Youkai not only allows to search for a GameObject given a name but it also
has methods for handling GameObject’s components.
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Fig. 2. A diagram of how our Desktop solution communicates with Unity instances

5 Conclusions

We propose an automated test framework for VR applications using Python-
based scripts. As a test bed we presented a simple gallery application for Virtual
Reality developed in Unity. In future works, we plan to improve our approach
by using machine learning to generating test cases and scenarios.

Our preliminary results show that our method can find objects on the screen,
change camera position, and it supports 6 DoF scenarios. We compared our
solution with AltUnitTester [3], a well known testing solution available at Unity
Asset Store [4], our framework have clear advantages as it is easily extensible and
it has several methods to interact with Unity code what translates into improved
unit tests.
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Abstract. This study aims to explore the effective types of signage in aug-
mented reality (AR) environments. Although AR, a state-of-the-art technology,
has been utilized in diverse contexts, its application in real-world situations is
limited. This study examines the effectiveness of AR signage in mixed-use
shopping malls in terms of wayfinding, which is a continuous problem. First, the
time it took to make a decision was measured for three categories of signage:
existing signage, AR-textual signage, and AR-graphic signage. Thirty direc-
tional sign images from the three categories of signage were used in the
experiment. The sign images of the current sign system at the mixed-use mall
were used as the control condition. Second, subjects were asked in a ques-
tionnaire to evaluate each AR-enhanced sign type in 5 aspects: uniformity,
continuity, legibility, clarity, and aesthetics. The result found that AR-graphic
signage is the most effective type in terms of decision-making time and aes-
thetics. However, it was found that for legibility and clarity of signage, textual
elements should be adjusted in AR signage environments. Thus, this research
suggests the use of mixed graphic and textual signage in AR environments.

Keywords: Augmented Reality (AR) � Signage � Wayfinding � Mixed-use
shopping mall

1 Introduction

As the experiential aspect of shopping has emerged, traditional shopping malls have
changed to perform mixed functions, e.g., shopping, dining, working, and entertaining
[11, 12]. However, significant research has determined that, in mixed-use shopping
malls, wayfinding can be difficult [1, 2, 6, 10]. In these circumstances, augmenting the
physical environment with virtual images (i.e., AR) can be a solution. In retail envi-
ronments, augmented reality (AR) has been applied in diverse contexts to transform
traditional experiences [3, 4]. This research suggests that applying AR in sign systems
for mixed-use shopping malls will not only enhance experiential engagement but also
improve wayfinding. As both textual and graphic elements in the sign system are
important to support wayfinding in traditional systems [2], this paper also examines the
effective types of AR signage, particularly in terms of direction decision-making and
improved cognitive experience.
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2 Methodology and Methods

This study explores the viability of AR-enhanced signage in mixed-use shopping malls
and analyzes the most effective type for wayfinding. To this end, among the four types
of signs defined by Gibson [10], the directional sign, which plays an important role in
enclosed environments, was set as the primary target for the research. An experiment
and survey were established with the following aims: 1) to compare decision-making
time in the mixed-use space when assisted by each type of AR signage, and 2) to
investigate the subjective experiences of the subjects by type of AR-enhanced signage.

Three main research hypotheses were examined.

• H1: People can find directions faster when they use an AR-enhanced sign system
than the existing sign system, regardless of its visual type.

• H2: People can find directions faster when they use graphic signage than textual
signage in an AR environment.

• H3: In terms of sign design, graphic signage is the most effective in an AR
environment.

2.1 Experiment

The experiment primarily focused on investigating the viability of AR signage to
improve wayfinding. Thus, the decision-making time to find a direction was measured
for each type of signage. As wayfinding is a dynamic process affected by various
environmental cues [5, 8, 9], the experiment was based on the image to eliminate the
environmental influence. The decision-making time was defined as the reaction time
taken by the subject to press the direction cue for the guided destination after being
presented with the sign images. The participants were encouraged to press the arrow
button right after they determine the direction for the destination. The decision-making
time is recorded in milliseconds to press the right direction for the given destination.
The experiment was programmed with Python using keyboard arrow buttons and
images.

Experimental Conditions. As illustrated in Fig. 1, the experimental conditions were
divided into three categories of signage: existing signage, AR-textual signage, and AR-
graphic signage. The AR-graphic signage contained pictograms or logos. As a control
condition, the existing sign systems in a shopping mall were also presented to compare
the effectiveness of AR. The AR-enhanced signage was developed with the existing
signage as a guideline. The design features of the AR signage, including pictogram,
font, and color, were controlled to be the same as the existing sign system. The position
of the AR-enhanced signage is placed at eye-level. The size and number of the text and
graphics were controlled to be consistent.

Participants. There were 51 participants who took part in this study voluntarily (23
males and 28 females). Consumers aged between 20 to 40, who were relatively familiar
with AR technology, were selected. Moreover, the participants who are not familiar
with the presented shopping mall and have normal vision were selected. The experi-
ment was conducted in the same condition for all participants.
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Procedure. The experiment was conducted in a seminar room at a university. The
steps of this experiment are the following. First, the researcher explained the purpose
and method of the experiment to the subjects. Subsequently, a practice session was
offered to the participants to help them familiarize themselves with the experiment
environment. The destination was given to them. They were then asked to press the
arrow button on the keyboard based on the sign images. They were encouraged to find
their direction intuitively. If they chose the wrong direction, they did not advance to the
next step and were asked to choose again. Thirty directional sign images were pre-
sented in total. The main experiment took a total of five minutes on average.

2.2 Survey

After the experiment, a survey about features of the AR-enhanced signage was con-
ducted. The five features of sign design (uniformity, continuity, legibility, clarity, and
aesthetics) were rated by dividing them into three types: text, pictogram, and logo. The
participants were asked to rate their subjective perception on a seven-point scale
ranging from 1 = Not at all to 7 = Extremely.

3 Findings and Discussion

3.1 Decision-Making Time

As shown in Table 1, 1530 decision-making time data were obtained through the
experiments. The results show that, regardless of the visual type, participants deter-
mined the direction faster when using AR-enhanced signage than existing signage. On
average, the participants spent 1.644 s (SD = 0.899 s) when viewing the AR-enhanced
signage, whereas they spent 2.529 s (SD = 1.282 s) in the existing system. In addition,
participants found their way slightly faster with graphic signage (mean = 1.567 s;
SD = 0.922 s) than textual signage (mean = 1.721 s; SD = 0.869 s) in AR settings.
When people saw the AR-graphic signage, they found their direction on average
0.154 s faster than the AR-textual signage. It can be due to the fact that the cognitive
load to understand graphics is relatively low [7]. Therefore, this result supports
hypothesis 1 and hypothesis 2.

Fig. 1. Three categories of signage
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3.2 Sign Design Evaluation

Table 2 demonstrates the result of the survey that assessed participants’ perceptions of
different visual types of signage. All mean ratings on the five features were above the
midpoint (3.5) of the seven-point scale. Firstly, the participants responded that pic-
togram is the most uniform in AR environments (5.569). In addition, they rated pic-
togram at a high level in continuity (5.549). As the ratings in uniformity and continuity
were similar, there is expected to be a connection between the two factors in the AR
environment. On the other hand, participants responded that AR-textual signage was
legible with a rating of 6.039. In terms of clarity, pictogram (5.902) and text (5.882)
were evaluated as the most effective types at a similar level, whereas the rating for the
logo was only 4.294. Finally, the type assessed to be the most aesthetic was pictogram
with a rating of 5.255. While the pictogram signage was rated as the most aesthetic, the
textual signage was considered the most readable in AR settings. The logo was
assessed differently from others with the lowest rating in all factors except aesthetics.

3.3 Summary

Table 3 illustrates the outcomes from the hypothesis testing. In summary, people could
find directions quickly when viewing AR-enhanced signage. Especially, AR-graphic
signage was the most efficient type to find way faster in a complex indoor environment.
Although graphic signage was the most effective in terms of time spending, textual
signage was expected to be highly readable in AR environments. Moreover, in contrast
to the case of the pictogram, the logo received a low evaluation. Therefore, it would be
better to apply both graphics and text, avoiding the logo to improve wayfinding
experience.

Table 1. Decision-making time (in Sec)

Categories Time
n Min Max Mean SD

Existing signage 510 0.886 11.982 2.529 1.282
AR-textual signage 510 0.769 8.036 1.721 0.869
AR-graphic signage 510 0.541 10.611 1.567 0.922
Total 1530 0.541 11.982 1.939 1.122

Table 2. Sign design evaluation (n = 51)

Types Ratings (Mean)
Uniformity Continuity Legibility Clarity Aesthetics

Text 5.275 5.314 6.039 5.882 4.118
Pictogram 5.569 5.549 5.843 5.902 5.255
Logo 4.078 4.608 4.549 4.294 4.588
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4 Conclusion

Consumer experience in commercial spaces has a significant role in terms of pur-
chasing intensions. However, the wayfinding difficulty in mixed-use shopping malls
has been creating a negative customer experience. In these circumstances, improving
wayfinding experience to eliminate negative experiences is critical for sustainable
growth. Thus, the current study focused on investigating the viability of AR-enhanced
signage to enhance wayfinding in mixed-use shopping malls. In terms of decision-
making time, people found their directions faster with AR-enhanced directional sig-
nage. Besides, graphic elements not only improved wayfinding ability but also received
high praise for the aesthetics of sign design. On the other hand, when it comes to
legibility and clarity, the textual type was the most effective. Therefore, this study
suggests the active use of both graphic and textual elements for AR-enhanced signage.
Although this research was limited to the directional signage in shopping malls, the
present paper shows the many possibilities for AR in a wayfinding context. Finally, this
research proposes the wider application of AR to solve diverse problems in real-world
situations.
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Abstract. Virtual reality (VR) is being used more and more as a way
to easily visualize and share ideas, as well as a step in product designing.
The initial study presented in this paper is part of a project for getting
the general public involved in the design of new busses for Northern Jut-
land in Denmark, by using VR visualization. An important part of VR
visualizations is the correct understanding of scale. Studies show that the
perception of scale in VR undergoes compression compared to the real
world. In this paper we test how additional visual cues, transitional envi-
ronments and tactile augmentation in a VR environment can help with
the perception of scale. We show that familiar visual cues can help with
the perception of scale, but do not remove the compression of percep-
tion. We can further mitigate the problem by introducing transitional
environments and tactile augmentation, but transitional environments
provide a better perception of scale than tactile augmentation.

Keywords: Virtual reality (VR) · Scale perception · Visual cues ·
Tactile augmentation · Transitional environments

1 Introduction

Virtual reality (VR) has become an important part in involving users during the
design and testing process of manufacturing, before the final product is made.
VR as a medium, allows for early and inexpensive public testing of products,
resulting in a more rapid design process. This paper is part of a project to involve
the populace in the design of new buses, before the final product is finalized. To
make the process less time consuming and costly a VR visualization is selected.
One of the main requirements for the project is to design the environment with
a correct sense of scale and judgement of distances. This can become a prob-
lem because egocentric and exocentric distance perception in virtual reality gets
affected by the compression of scale. In general, the estimated dimensions of
virtual environments are about 74% of the actual modeled dimensions [1,2]. It
c© Springer Nature Switzerland AG 2020
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has been suggested that the cause of the compression is related to higher-level
cognitive issues in the interpretation of the presented visual stimulus [3].

As humans perceive size and distances in many different ways, there are a
variety of techniques used to estimate how big and how far away an object is
in a scene. In this paper we present two experiment studies into how the user’s
perception of scale is influenced by three common factors:

1. Familiar objects as visual cues (VC) - the familiar size of an object influences
the perceived size in agreement with the size-distance invariance [4];

2. Transitional environment (TE) - the change between real and virtual world
can help with immersion and the perception of the virtual environment [13];

3. Tactile augmentation (TA) - the introduction of additional modalities and
the insertion of the human body in VR helps with scale understanding and
immersion [5–7].

The results confirmed that the availability of objects with a familiar scale
increases the accuracy of scale perception. Having both a transitional environ-
ment and tactile augmentation greatly reduces the compression of scale, with
the transitional environment proven to have a greater influence than tactile aug-
mentation.

2 State of the Art

One way of decreasing the compression is through visual cues, such as binocular
disparity, motion parallax and relative size. Loyala [9] found out that having
multiple visual cues available helps explaining inaccuracies in dimension esti-
mation in VR, especially for egocentric dimensions. Furthermore the findings
indicates a trend that the accuracy of estimations rises with the level of cues
available.

Another proven method is the introduction of a transitional environment.
A replica of the real world can be made in VR and users can first start in
that environment, making their transition into VR smoother and their sense
of presence higher. Furthermore, gradually transitioning users from the virtual
replica to a different scene, increases their presence in the real world [10,13].

Finally, tactile augmentation can be created when a virtual environment
mixes real-life physical objects with their artificial representations, resulting in
the user being able to touch real physical objects while being inside a virtual
environment [11,12,14]. Allowing the users to interact physically with the objects
through both visual and tactile cues, is found to increase presence and immersion
[5,6].

In this paper we build upon these findings, by testing how combining these
three elements can influence the perception of scale in VR.
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3 Experimental Setup

As a basis for the experiments the virtual environment used is a 1:1 replica of the
laboratory1 (Fig. 2c) where the tests are carried out. It was created by measuring
the laboratory and modeling all of its interior and positioning it in the correct
places. The VR system used is the HTC Vive, as it provides the possibility for
easy movement tracking, as well as both controller and tracker support. For
creating the testing application, Unity was used together with StreamVR, while
the interior was modeled using Maya. An overview of each of the experimental
environments is given below.

3.1 Familiar Objects as Visual Cues

The laboratory environment was used as the testing environment. The first
experiment introduced six real-world objects - bottle of water, mug, coca-cola
can, milk carton, pendrive and a tennis ball. Virtual objects are created by mod-
eling real world equivalents in Maya and scaling them to absolute real world scale,
except the tennis ball, which is the one that users would need to scale. They are
then placed corresponding with their real-life position (Fig. 1). The objects were
deemed recognizable to the general public, as they represented items normally
found in an office or home environment. All interactions are carried on with the
use of the Vive controllers.

Fig. 1. The six modeled objects on a table in VR. The object are used for the first
test-scaling the tennis ball correctly by using visual cues from the other objects.

3.2 Transitional Environment and Tactile Augmentation

The laboratory environment is used as the transitional environment. The second
experiment introduces a real world bus chair and pole Fig. 2a, which are remade

1 Model freely available from graphics.create.aau.dk.
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in VR Fig. 2b, together with a bus model Fig. 2d, for test participants to walk
around and interact with. The models are created in Maya, using real life images
and sketches. The interaction with the environment are carried out using both
the HTC Vive controller and a tracker for users hand. The modeled objects are
also tracked using additional trackers.

Fig. 2. The solution used a bus seat as a tactile augmented object and had two different
environments

Because of the size of the bus, teleport points are used to move the user
around, and from the transitional environment to the bus environment. Users
can also move freely if needed. The outside environment was created with a 360
sphere textured with a simple real world location wrapped on the inside of the
sphere. The outside environment was created with the intention of preserving
the users focus on the inside environment of the bus, while still preserving the
immersion of being inside a bus.

4 Experiments and Results

To evaluate people’s perception of scale inside a virtual environment we designed
two experiments. In the first one, the effects of familiar objects on the scale
perception were assessed. In the second test, we tested the effects of Transitional
Environment and Tactile Augmentation on the users’ perception of scale.



160 T. D. Jensen et al.

4.1 Familiar Objects as Visual Cues Setup

The first experiment focused on testing whether the different visual cues added to
the scene improve user’s perception of scale. A total of 15 students participated
in the experiment, all of them naive users of VR, with normal or corrected-to-
normal vision.

At the beginning of the test, the participants saw a physical ball and were
put in the replica of the testing lab in VR. They were tasked with scaling a
VR ball to its real world size, using the controller to make adjustments. After
confirming, the facilitators noted down the size. Then the participants took of
the HMD and were presented with the ball and table with 5 additional objects
in the real world. The same items were displayed on the table in the VE in the
corresponding locations. Participants were then instructed again to scale the ball
and after confirming the test was concluded. Each time the ball started from a
different size.

4.2 Results

The data was found to be approximately normally distributed through Shapiro-
Wilk’s test. A paired T-test between the two case - with and without visual cues,
was conducted and results were found to be significant (p = 0.0256, p < 0.05).
A vast majority of the participants reported using the added objects as a point
of reference when re-scaling the ball in the second part of the test.

Fig. 3. Setup of the experiment 3a and the scale results in percentage from the first
experiment, with and without items 3b. Red line shows correct scale. (Color figure
online)

The participants on average over-scaled the ball by 25% in the condition
without the visual-cues and 14% with the visual-cues (Fig. 3b). The difference
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in means suggests that adding visual cues to the virtual environment improves
people’s perception of scale, yet they still tend to over-scale the object. This
general tendency to over-scale the object could mean that the participants try
to compensate for the scale compression. This is further explored in the second
experiment.

4.3 Transitional Environment and Tactile Augmentation Setup

The second experiment investigates how a transitional environment (TE) and
tactile augmentation (TA) can further affect the users’ perception of scale. A
total of 40 participants have taken part in the experiment, 10 participants per
condition in a between subject experiment. The participants are a combination
of naive and experienced users and all have normal or corrected to normal vision.

The participants are tasked with scaling a bus they are in. The difference
between the real scale of the bus and the participants’ chosen scale is measured
as accuracy. The test incorporates the model of the real laboratory as the TE,
where users start the test, before being teleported to the bus model. The TA
part of the experiments is in the form of a real bus chair and pole.

The test is split into four conditions in order to evaluate separate and com-
bined effects of TE and TA on scale perception, these will be referred to as A,
B, C and D respectively going forth.

Fig. 4. Experimental Procedure for A and B conditions

The most complex setup is A (Fig. 4a) where the participants are first put in
the replica of the lab as their TE. They are instructed to teleport out of the room
to the bus when they felt ready. In the bus they can move around using three
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fixed teleport points located in the back, middle, and front of the bus and move
freely in short distances. They can freely interact with the TA objects which are
located in a fixed position in the bus. Afterwards they are instructed to adjust
the scale of the bus, until they feel it is right. The scaling is performed on the
whole model of the bus, including the TA objects. After confirming the scale the
test is concluded.

Condition B (Fig. 4b) has the same procedure, excluding the interaction with
the TA object. The model of the chair is still included in the bus environment,
however the physical chair is not there for the participants to interact with. In
the condition C (Fig. 5c) the participants started the test already in the bus,
without the use of TE, but are allowed to interact with the TA objects. The last
condition D (Fig. 5d) neither the TA or the TE are present, but the procedure
stays the same.

Fig. 5. Experimental Procedure for C and D conditions

4.4 Results

The Shapiro-Wilk test for normality showed that the data is approximately
normally distributed for three out of the four groups. The p-values for Conditions
A, B and C are 0.087(A), 0.437(B), 0.056(C) but for condition D it was 0.034(D),
meaning that the data was not normally distributed. Furthermore, Levene’s tests
is performed, comparing condition A to B, C and D respectively, and confirmed
that homogeneity requirements are met. The Kruskai-Wallis test is performed
on the gathered data and the resulting p-value is found to be 0.211 (p > 0.05),
meaning that no significant difference can be found. However, by looking at
graphical representation of the data we can see that there is a difference between
the means, as seen in Figs. 6a and 6b.

The results suggest that the use of TE before entering a VR simulation
improves scale perception among participants. Those exposed to the replica of
the lab before entering the bus (A, B), were able to scale its size more accurately
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Fig. 6. Results from the second experiment. Even if the results are shown to have no
statistical difference, the calculated means demonstrate positive effect of TA and TE.
(Color figure online)

to its real-life size, while participants in the conditions without TE (C, D) tended
to overscale the bus around them, further suggesting that they were compen-
sating for the compression of scale. This tendency resulted in the non-normal
distribution in Condition D where 4 out of 10 participants set the scale to its
maximum, and some even expressed that they would scale it up more if allowed
to. The results also show that TE affects perception of scale more significantly
than the use of TA element.

5 Conclusion

In this paper we presented a user study conducted on various ways to improve
the perception of scale in VR, in a context of visualizing bus models. We tested
three common factors - adding visual cues, transitional environment and tactile
augmentation.

We demonstrate that every day objects, as visual cues alleviate the problems
with perceiving scale, but the scale compression is still a problem. A second
experiment is conducted introducing a transitional environment and tactile aug-
mentation, in the form of a 3D modeled laboratory and a bus chair and pole.
We show that scale compression is mostly reverted using both and a transitional
environment gives better results on its own. With this we shown that the topic
is worth further investigation. As future work we would like to verify the results
using more participants, as well as test with different representations of the three
factors.
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Abstract. This research is study involves around a VR based cricket
game. It uses the technology of VR to simulate the environment of a
player playing cricket in the stadium. The research tries to state that how
this type of game creates a more immersive and interactive experience
compared to regular 2D/3D video games played in traditional display
environments.

Keywords: Virtual reality · Video game controllers · Immersive
experience · Human centered computing · Cricket video games

1 Introduction

Virtual Reality (VR) is a simulated experience that can be similar to or
completely different from the real world. It is used for computer technology to
create a simulated environment. Unlike traditional user interfaces, VR places
the user inside an experience. Instead of viewing a screen in front of them,
users are able to have immersive experience and able to interact with artificially
generated3D worlds. By simulating as many senses as possible, such as vision,
hearing, touch, even smell, the computer is transformed into a gatekeeper to this
artificial world. The only limits to near-real VR experiences are the availability of
content and cheap computing power. It could range from creating a video game
to having a virtual stroll around the universe, from walking through our own
dream house to experiencing of playing cricket on virtual ground. This creates
and immersive and interactive experience [14].

Cricket is an international game that is pretty popular these days. The
games that are played in traditional display environments such as laptops, mon-
itors,smartphone screens etc. are developed in 3D or 2D, which makes it harder
for the user/player to have the immersive and interactive experience that VR
gives.
c© Springer Nature Switzerland AG 2020
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In this research we try to analyze the whole paradigm of cricket games in
these platforms and compare them head to head to identify how our VR based
simulation cricket game creates a more immersive and interactive experience
compared to 2D, 3D games played with traditional controllers such as joysticks,
Dualshock, keyboards and other forms of controllers.

2 Literature Review

The Cricket VR game we had developed is a virtual reality game which is
similar to the normal cricket game like Cricket 2007,King of Spin etc. but it is
a realistic cricket simulator compared to the previously mentioned games which
are played with either mouse and keyboard or game controllers in traditional
display environments such as monitors, tv’s, phone displays etc. (Fig. 1).

Fig. 1. VR vs. 3D [2,3]

The VR games of cricket from steam and other platforms differ from the 3D
games drastically as they are played from very different perspectives. Cricket
3D games such as Cricket 2007 [10], Cricket 19 [11], Ashes Cricket [13], Don
Bradman Cricket 14 [13] etc. can provide such a nice gaming experience but they
are not immersive, interactive and nonetheless way less realistic. The existing
cricket games developed in VR such as Cricket Club [5], Balls! Virtual Reality
Cricket [6], JUST BAT (VR CRICKET) [7], CricVX - VR Cricket [8], VR
Cricket [7], King of Spin VR [2] etc. are very realistic and that is why have
more enjoyable experience due to their immersive and interactive nature.

3 Methodology

Although there are tons of VR based cricket games out there we wanted to create
one of ourselves for this research so that we can structure the game with our own
rules and optimize it as well as have a better control over the game mechanics.

It is a cricket simulator game we have developed called Cricket VR was
developed in Unity [4]. It contains One big cricket stadium, ball, bat, stump and
a score board are used in the game. We designed the game to mimic the real
life feel of the cricket game. The player sits at the batting position for now. The
bowling or fielding simulation has not been implemented yet.
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Some important information about the game:

– Different colliders such as mesh collider were implemented in unity.
– Different types of Algorithms were developed to spawn new ball for changing

the direction of the ball after drop.
– In the game balls keep coming and you hit the ball with the bat.
– The number of balls, wickets and run is shown in the bill board inside the

stadium.

3.1 Gameplay Demonstration

Fig. 2. Gameplay demonstration

This gameplay demonstrates from the first person perspective of the player.
Hitting the balls coming towards the players (Fig. 2).

3.2 Survey Questionnaire Preparation Procedure

We designed a survey questionnaire consisting 9 questions with Survey Monkey
[1]. We used Likert scale in the questionnaire. The surveys were conducted by
hand using the offline app of Survey Monkey after letting the participants play
the game for a few minutes. We asked questions about the learning curve, intu-
itiveness, interactivity, performance and the overall gameplay experience with
VR. The target audience consisted of three age groups. 13–18 were teenage and
school, high school years. 19–24 were college or university years and finally 25–35
consisted of people from the industry. The three most likely age groups who will
most definitely play the game. In total there were 16 respondents. All of them
participated in the survey voluntarily.

4 Results and Analysis

4.1 Results

The results of the aforementioned survey are given below:
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Q1. How realistic is the game environment?

Q2. What is your age group?
Unfortunately we couldn’t conduct survey on the first and last groups. We only
conducted survey on age groups of 19–24.

Q3. Is the game-play and controller setup interactive and responsive?
Everyone responded yes that they found the controller to responsive and inter-
active.

Q4. Was it intuitive and easy to learn?
Everyone responded yes that they found the controller to responsive and inter-
active.

Q5. Is the haptic feedback properly working?
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Q6. Which is more intuitive and enjoyable for this type of game?

All of the participants enjoyed the cricket game in VR more than the 3D flat
display experience they get while playing in monitors.

Q7. How was your overall experience while playing in VR?

Q8. Is the game worth playing in VR?

Q9. What were the major problems you have faced in the game?
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4.2 Analysis

Statistical Data Analysis
The data shows that if the environment was complete the responses the par-
ticipants would have felt more familiar with the game environment. But that
depends on his/her experience playing cricket as well. Other than that, data
clearly shows that the game with the controllers was way more immersive than
any keyboard based games. They found it easy to learn and very intuitive. All
of them responded that they think that the VR game was more intuitive and
enjoyable than their 2D/3D counterparts. Also, hap tic feedback and responsive-
ness needs to be improved a bit. While most of them enjoyed the game in VR
some of them would have preferred a better overall experience. Most of them
think the game was worth playing in VR which was more than 90%. But still
I think we need to up our sample size. We identified the two core problems of
this research that is our incomplete environment and occasionally unresponsive
gameplay. Statistics show that both of the problems go head to head because half
of the participants selected one and the other half selected the other problem.
We need to put emphasis on fixing both.

Comparative Analysis
In compared to other games our game falls short because of short development
time. Those games have significantly more features and are much better in many
ways. But compared to the 3D games it was quite a bit more enjoyable experience
according to the results. And comparing to the other 2D, 3D cricket games we
didn’t include to let the participants play back to back in 2D/3D and VR, but
we will incorporate them in the next research plan.

5 Limitations

There are certain limitations of this project. They are:

– Occasionally unresponsive Gameplay.
– Incomplete Environment.
– Lack of Bowling, Fielding mode.
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– Bat hit throws the ball in random directions sometimes.
– Insufficient number of features.
– Insufficient Sample Size.

6 Future Work

– Making it properly responsive.
– Incorporating the Bowling and Fielding mechanics of the game.
– More Features.
– A more in depth comparative analysis between experience of 2D/3D games

and VR cricket games by letting the players play each type of game back to
back.

– Bigger Sample Size.
– Better and more improved questionnaire.

7 Conclusion

VR technology is comparatively new to the general public. Although people are
catching up to it and the technology is getting better everyday, it would take
a while for everyone to take it as a norm of life. But in the world of gaming
experiences VR is way more realistic and gives a much more immersive experi-
ence. And with the controllers improving it, is becoming seamless day by day.
VR would certainly be more popular than non VR games.
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Abstract. The design and manipulation of chemical systems involves under-
standing the form or morphology of chemical structures. An understand of the
form of chemical structure includes an understanding of the components of
chemical structure, the functions of the forms and sub-components, and changes
in the structure of chemical systems during interaction, maturation, or chemical
processes. Viewed from a computer graphic viewpoint these chemical processes
can be described and modelled as three-dimensional structures, changing shape,
and interacting with other 3D structures. Furthermore, our intuition was that the
visualization should be as embodied as possible and open for collaboration.
In this project we seek to create a tool for collaborative, embodied visual-

ization of biomolecules. To achieve this interaction with targeted for hand on
visualizations allowing for biomolecular exploration and scientific visualization
within immersive augmented reality platforms. We anticipate a tool where
components can assist both in (1) biomolecule discovery and design and a
subset applicable for (2) education in biomolecules. We conducted some for-
mative research to analyze user value and requirement.
For the prototype we focused on the visualization of DNA binding protein,

called Zip Proteins. These proteins are transcription factors. This system is
implemented across two devices that support AR capabilities: head mount
display (HMD) and the mobile phone. Key development is the porting of these
molecules to immersive augmented reality environment for direct interaction.
Describing the advantage of the platform for this application at the broadest

level, we can say that augmented reality platforms allow for full embodied
interaction with the structures at any scale and contextualized by the physical
background. We also discuss future plans for this platform.

Keywords: Augmented reality � Chemistry � Education � Scientific
visualization

1 Introduction

Efficient design, optimization, engineering, and investigation of biological and chem-
ical systems are necessary for a variety of industrial and biotechnological goals. Design
of biological systems includes, but is not limited to, drug design, improving enzymes
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for green chemical synthesis and bioremediation, and creating new materials. If the
molecular mechanisms can be uncovered, then the ultimate goal of molecules designed
to order can be fulfilled.

1.1 Manipulating Form and Structure: The Bridge Between
Biochemistry and 3D Visualization

The design and manipulation of chemical systems involves understanding the form or
morphology of chemical structures. An understanding of the form of chemical structure
includes an understanding of the components of the chemical structure, the functions of
the forms and sub-components, and changes in the structure of chemical systems
during interaction, maturation, or chemical processes.

So often, both chemistry discovery and education deal with understanding 3D
structures of molecules, the components of these structures, and their functions. Both
use this understanding to iterate new forms or to manipulate the forms. Discovery in the
chemical and biological sciences have been advanced by tools for capturing and
visualizing molecular forms at small scales. For example, scientists analyze micro-
scopic entities at increasingly powerful scales to gain a greater visual understanding of
chemical compounds at an atomic level.

Viewed from a computer graphic viewpoint these chemical processes can be
described and modelled as three-dimensional structures, changing shape, and inter-
acting with other 3D structures. Understanding and becoming intuitively familiar with
these 3D forms is applicable in the design of new biomolecules and education involve
the ability to discover and visualize chemical compounds and chemical reactions.

Interactive visualizations provide the ability to discover and visualize chemical
compounds and chemical reactions on a molecular level to create an interactive
exploration of simulation of a chemical compound. Additionally, a visualization tool
for biomolecules can aid in the fulfillment of educational needs and investigate basic
science questions.

Molecules and biomolecules are best understood when visualized in 3-dimensions
in simulations that approximate the physical structures in nature. The intuitive grasp of
the physical structures can be lost in the traditional course format that relies solely on
lectures, textbooks, and PowerPoint presentations. Improving the visualization in 3-
dimensions of chemical processes can help “bridge the gap” between theoretical
concepts and practical application.

1.2 Development Background and Goals

In this project we seek to create a tool for collaborative, embodied visualization of
biomolecules. We anticipate a tool where components can assist both in (1) biomole-
cule discovery and design and a subset applicable for (2) education in biomolecules.

Beginning stages of development of the augmented reality (AR) visualization
system focused on formative research, prototyping and design, and development.

Research consisted of understanding the current industrial and biotechnological
tools and processes used to investigate complex chemical compounds. These included
visualization tools. The details are reported elsewhere.
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Furthermore, our intuition was that the visualization should be as embodied as
possible and open for collaboration. To achieve this interaction with targeted for hand
on visualizations allowing for biomolecular exploration and scientific visualization
within immersive augmented reality platforms. Technological functionalities, devel-
opmental limitations, and usability goals were the primary focus when prototyping and
designing the augmented reality visualization system.

2 Formative Research

2.1 User Discovery and Requirements

Through the NSF-I Corps customer discovery process we were able to discover and
understand our target user and requirements. By iterating through multiple business
model canvases, we were able to establish two distinct user and customer segments
with corresponding requirements and value propositions [1]. The two distinct groups of
customers included life science professionals and those interested in education, such as
educators, students, parents, and museum educators, and school systems (Fig. 1).

For life science professionals, our value proposition was to use AR to enter a
biological molecule, which would help identify targets faster and cheaper. Life science
professionals would efficiently design, optimize, engineer and investigate biological
and chemical systems for a variety of industrial and biotechnological goals. They can
use drug design, improvement of enzymes for green chemical synthesis and biore-
mediation, which assists in the creation of new materials.

For those interested in education, our value proposition was to help them under-
stand molecular details of the biological process. It would aid in the fulfillment of
educational needs and investigate basic science questions. Furthermore, it would
provide life science professionals and those interested in education the ability to

Fig. 1. Business model canvas (20 interviews (7 Educators, 12 Chemistry Students, and 1 Life
Science Professional))
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discover and visualize chemical compounds and chemical reactions on a molecular
level to create an interactive exploration experience. Lastly, they would be able to
analyze microscopic entities and gain a greater visual understanding of chemical
compounds at an atomic level.

2.2 User Discovery Interviews

After identifying our target markets, we conducted interview individuals from those
groups to understand requirements of the interface and how it would be of use for them.
Before interviewing our selected customer segments, we developed interview ques-
tions. The questions included general questions such as what their day to day looked
like, what struggles they faced, etc. However, certain questions were specific pertaining
to each customer segment.

Through the 20 interviews, we found that educators believe that experiential
learning is an effective teaching method. Therefore, through AR we will be able to
accelerate student’s educational benefits. Since we were focusing on educators and
students, we interviewed chemistry professors and chemistry students at New Jersey
Institute of Technology (NJIT). Most students preferred when professors utilized
videos when lecturing as it was a more engaging way to understand the material. They
felt that textbooks and PowerPoints were the least effective methods when teaching
chemistry concepts, as it difficult to conceptualize and visualize the material. Addi-
tionally, most students felt that using an AR system to learn complex chemistry con-
cepts, as it would provide a new avenue that current learning methods do not provide.

Introducing new technology to the field required extensive involvement in the
customer discovery process accomplished through The National Science Foundation’s
Innovation Corps (NSF-I Corps) Program. Through the process, we were able to
identify customer segments, their needs, and limitations, and establish values propo-
sitions for key customer divisions.

Our goal was to implement an augmented reality visualization system to allow a
wide range of users to manipulate and explore complex chemical compounds. Through
our AR system, users would be able to scale the visualization for embodied interaction
with the models. As a result, engagement and interactivity through augmented reality
will help users to understand complicated structures more easily.

3 Design Approach and Prototype

3.1 Prototype Target: Molecular Model

An understanding of research-valid chemical composition and molecular structures
play a critical role when creating 3-dimensional models. It was important to continu-
ously work and validate our 3D molecular models to create a scientifically informed
and authentic experience. The ability to accurately design, as well as effectively inte-
grate the 3-dimensional models into the physical world, require multiple design
iterations.
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3.2 Design Iterations

For the prototype we focused on the visualization of DNA binding protein, called Zip
Proteins. These proteins are transcription factors. They have clinical importance. For
example, overexpression can lead to cancer. As a result, they are anticancer targets.

The models in Fig. 2 are of Eukaryotic DNA binding protein. The protein is
composed of 2-alpha helices. It resembles a two-pronged fork. The stem forms a
coiled-coil. The top view is a coiled-coil from above. In this visualization we can label
each residue as we go down the helix a-g, the it repeats again. The top part of the Zip
protein binds to DNA. Structure of just coiled coil ball and stick. DNA contacts the
protein at the fork by basic residues. DNA binding occurs in the major groove.

The visualization includes a color spectrum to make the structures more distin-
guishable at different angles of examination (from Chimera X).

Fig. 2. Visualization of DNA binding protein, called Zip Proteins, complex structures rendered
more meaningful under rotation and examination.
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Models were acquired and exported from UCSF Chimera to Unity for visualization
and interaction with the models. Chimera is broad featured program for interactive
visualization and analysis of molecular structures. It includes data, density maps,
supramolecular assemblies, sequence alignments, docking results, trajectories, and
conformational ensembles.

3.3 Use of Augmented Reality Technology for Biochemistry

This system is implemented across two devices that support AR capabilities: head
mount display (HMD) and the mobile phone. The head mount display includes the
HoloLens 2. The platform allows for a more immersive experience, while the mobile
phone is able to reach a larger number of users, as it is more widely accessible. Both
devices allow users to manipulate molecules in a live setting.

While biomolecules can be visualized in different platforms, there are a number of
reasons to interact with these complex structures in augmented reality versus the most
common virtual platforms mobile phones and PCs.

Describing the advantage of the platform for this application at the broadest level,
we can say that augmented reality platforms allow for full embodied interaction with
the structures at any scale and contextualized by the physical background. We can
unpack this statement in different features that are valuable for examining and
manipulating complex models in this domain.

However, an advantage of utilizing an HMD device, such as HoloLens 2, is that it
allows for a hands-free experience. Unlike the mobile device, where the user is required
to occupy one hand holding the phone, the HMD device allows users to utilize both
hands when interacting and exploring chemical compounds.

In the augmented reality system users directly use their hands to scale and rotate
objects while interacting. Users move their bodies around the structures to understand
the forms while they can scale the structures around their body to any size. Through
these AR devices and implementation of molecular visualization software, users can
“shrink” to the size of the atoms or they can scale up the molecule to gain a closer
insight on molecular morphology.

This embodied exploration can be done in groups of users each positioned around
the models, gesturing, and interacting with the simulations and visualization (Fig. 3).

Augmented reality (AR) can be integrated into design, optimization, engineering,
and investigation of biological and chemical systems. It may be critical to gain a deep
understanding of chemical processes that take place on a molecular scale and then
transform these processes into an AR platform. A molecular visualization system thus
created allows the scientists, molecular engineers, and biological architects to manip-
ulate and explore complex chemical compounds.
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3.4 The Applications of the AR Visualization System

The AR visualization platform can be used by pharmaceutical and chemical industries,
specifically to visualize physiological processes of complex chemical compounds.
Engagement and interactivity through augmented reality help easily relay complicated
structures. AR allows the integration of computer-generated models into the physical
world, creating a familiar, but authenticate experience, possibly mitigating restrictions
experienced in a traditional lab setting. The ability to virtually touch and manipulate 3-
dimensional models enables a detailed experience.

The utilization of augmented reality to visualize and manipulate 3D molecular
models for an education application cultivates a highly captivating learning environ-
ment. It provides a new dimension to supplement the curriculum, allowing engagement
and interactivity amongst students. Educators can modernize and enhance study
material and accompany the traditional teaching approach, by letting students connect
with the educational material through AR. Using AR to engage with chemical com-
pounds and reactions in a safer environment, which is still a “hands-on” approach for
students. Furthermore, mobile AR is a convenient tool that students can access on the
palm of their hands. Experiential learning is gaining popularity in the education system
and through AR we can accelerate student’s educational benefits.

4 Use and Prospective Development

4.1 Continued Development of the MADE AR Visualization System

We continuously work and validate our 3D molecular models to create an authentic
experience. The ability to accurately design, as well as, effectively integrate the 3-
dimensional models into the physical world also require multiple design iterations.

Fig. 3. 3D molecular visualization models implemented Mobile Phone (left), HMD (Right)

Molecular Augmented Reality for Design and Engineering (MADE) 179



Future development for the AR visualization system across both devices HMD and
mobile device requires user study.

We anticipate a user study to provide key developmental insight on functionalities
and features that may be implemented. The study will determine the effectiveness of
our visualization software in comparison to the traditional learning method. Partici-
pants will be divided into three groups, one group will utilize the traditional learning
methods, one group will use head mount display with AR visualization software, and
one group will use the AR visualization software with mobile phone. Traditional
learning methods include lectures, textbooks, and PowerPoint presentations taught in a
standard classroom setting. We will measure the differences between the groups
including learning abilities, information retention, quality of visualization, and the
efficacy of the education system. Through research and usability testing we will be able
to revise and tailor the application for user’s needs.

Furthermore, it will be integral to gain user feedback through user testing,
preferably in a laboratory or classroom setting, to gage an understanding of the
effectiveness of the application in comparison to the traditional teaching method of
lectures, PowerPoints, and textbooks.

Reference

1. Steve Blank Business Model versus Business Plan. https://steveblank.com/category/business-
model-versus-business-plan/. Accessed 04 Mar 2020

180 H. H. Kum-Biocca et al.

https://steveblank.com/category/business-model-versus-business-plan/
https://steveblank.com/category/business-model-versus-business-plan/


Towards Motor Learning in Augmented
Reality: Imitating an Avatar

Eva Lampen1,2(B) , Maximilian Liersch1,2, and Jannes Lehwald1

1 EvoBus GmbH, Neu-Ulm, Germany
{eva.lampen,jannes.lehwald}@daimler.com

2 CITEC, Bielefeld University, Bielefeld, Germany

Abstract. Divers methods to train motions exist in multiple domains
such as sports, rehabilitation or in industrial use cases. With regard
to findings considering imitation learning in real world scenarios and
social interaction guidelines in extended realities (XR), in this paper the
transferability of these real world effects to AR is investigated within an
assembly scenario. On that basis, a comparative user study (N= 12) was
conducted analysing implicit imitation learning as well as the impact
on the performance. Therefore, besides the measurement of the comple-
tion time, motion data are captured and a first analysis of the data is
conducted. Whereas in terms of the cumulative completion time, no sig-
nificant differences between trained and untrained subjects can be mea-
sured, the avatar’s motion was imitated differently between the groups.
More precise, for the similarity of motion pattern between the avatar’s
motion and the motion of the subjects it was shown that the untrained
imitated the motions significantly more often than the trained, but both
groups imitated in general. The results provide a first insight of the pos-
sibilities and limits of imitation learning in AR. With respect to the
specific assembly use case, an avatar assistance method could enhance
the learning, considering performance parameters and could lead to an
implicit imitation of ergonomic motion patterns while having free cogni-
tive capacity for conducting the specific processes.

Keywords: Augmented reality · Motion similarity · Human computer
interaction · Assistance

1 Introduction

Learning of manual tasks (i.e. motor learning) has a wide-ranging relevance in
various domains, such as sports, rehabilitation or in industrial use cases like the
assembly. The development of divers assistance methods with the goal of motor
learning gain importance, especially utilizing augmented reality (AR) methods
[12]. However, only a few putting emphasis on the development of applications
on the basis of observation of an avatar [1,2,11] or parts of an avatar [6] and
thus utilizing the effects of imitation learning. Particularly, within the assembly
use case, procedural skills of knowing how to suitable conduct a specific task are
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important [21]. Therefore, a process-oriented assistance for an accurate motion
execution without the consequence of performance loss or an unergonomic task
execution is essential. With regard to findings considering imitation learning in
real world scenarios and social interaction guidelines in XR, in this paper the
possibility of implicit imitation learning in AR is investigated within a manual
assembly use case.

2 Related Work

In the following an overview concerning the related work of imitation learning
of motions and social interaction guidelines in XR is given.

2.1 Motor Learning by Imitation

Imitation of motion performed by self and others is an important learning con-
cept requiring complex mechanisms [17]. Among other things, by implicating
the so-called mirror system, which responds during action observation and action
execution [16], perceived actions can be mapped onto the own body [17]. Besides
the learning of unknown motion pattern, already known ones are consolidated or
even adjusted by the comparison of an observed motion to the existing represen-
tation. Due to the adaption of the observed motion and therefore the possibility
of learning an inaccurate motion, there is a need of expert-based motion pre-
sentation within imitation learning. Whereas the concept of expert-based learn-
ing is widely adopted, a shortage of such experts for real world motor learning
exists [12]. Furthermore, real world imitation learning relies on the expert knowl-
edge. Although experts perform accurate motion, they could be unaware of the
importance of specific parts of the motion and their explicit demonstration [15].
To overcome the mentioned limitations of real world imitation learning, digital
sensor-based learning by imitation gain importance and has the opportunity of
process simplification [12]. With the goal of free attention capacities for the task
performance, especially AR methods are beneficial in terms of cognitive savings
[10]. Due to the fact that if the information is presented true to scale and with
spatial correctness, the cognitive effort is minimized to the transfer from exter-
nal space to an egocentric perspective, likewise in real world imitation learning.
Whereas in the literature, evaluations on explicit learning of correct motions by
imitation in extended reality (XR) exists [1,2,6], implicit imitation learning in
XR is rarely investigated.

2.2 Social Interaction Guidelines in XR

Research on social interaction effects in XR gain importance, due to the poten-
tial of such methods [7]. To realize imitation learning in AR and thus presenting
an augmented human to the user, the consideration of general social interac-
tion guidelines in XR is crucial. With respect to the visualization of an aug-
mented human, the findings of [8] indicate the importance of body presence of a
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digital assistant and furthermore an increasing acceptance of the digital avatar
if motions are realized. Besides the parameter of acceptance and with consider-
ation of performance parameter, [13] proved evidence of the occurrence of social
facilitation and inhibition effects in AR, in addition to discomfort being inside
the avatar. To overcome a performance decrease due to the feeling of a presence
of another person, a personalized avatar could alter that feeling into embod-
iment. With respect to the gender [5] and furthermore the appearance [20], a
personalization of an avatar results into an increased persuasive power and body
ownership and therefore, could minimize the feeling of a presence of another
person. Considering the presented motion, a natural presentation is important.
Additionally to the goal of learning accurate motions and therefore the need of
proper motion presentations, the acceptance of the avatar is increased with a
natural occlusion [9].

3 Evaluated Process-Oriented Assistance

With respect to the stated related work of social interaction guidelines in XR
and the assumption of lacking knowledge considering implicit imitation learning
in AR, a process-oriented assistance visualizing a human avatar is utilized for
the evaluation.

To minimize possible effects due to the avatar’s appearance, the anthropome-
try of the avatar is in accordance to the 50th percentile German male [14]. More-
over, to enable the imitation of realistic motions, the visualized poses are based
on motion data captured with the XSens system [18]. Therefore, an employee
with manual assembly experience as well as similar anthropometry to the body
data of the avatar, served as a basis for the target motion data. For neglection of
a random conduction of similar movement pattern, multiple solution strategies
with regard to the upper body (see Fig. 1(a)) and likewise the lower body parts
(see Fig. 1(b)) are captured and visualized. In general, the entire body of the
avatar is presented. However, if body parts obscuring relevant parts or objects,
only the arms and hands are visible henceforth. Furthermore, only the end effec-
tors are visible at the end of the visualized motion. Therefore, the user is still
aware of the hand’s end pose without feeling uncomfortably by stepping inside
the avatar.

4 Evaluation

A user study utilizing the process-oriented assistance was conducted, were we
investigated the implicit imitation of motion pattern in a binary way and fur-
thermore, the effects to the completion time.

4.1 Experimental Design

A laboratory hardware setup with respect to a stationary real world working
environment was designed. The car door assembly setup consists of a start/end
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(a) (b)

Fig. 1. Exemplary visualization of the process-oriented assistance with different motion
pattern concerning (a) the upper body and (b) the lower body. For example, once the
grasping is performed with the right hand and within another take with the left hand.
Motion pattern considering the lower body parts, are for instance doing a lunge or a
forward bend.

zone, picking zone, pre-assembly zone and assembly zone. The participants wore
a AR-HMD, i.e. HoloLens, for the visualization of the presented process-oriented
assistance and besides that, a Xsens MVN motion capture suit [18]. Each par-
ticipant had to assemble the car door two times and each run consists of nine
visualized sequences. For taking limited capacity of the working memory into
account [4], a sequence includes only interactions with a specific object at one
zone. For example, being in the start zone, the following assistance sequence
comprises the walking to the picking zone and furthermore, the grasping of the
relevant objects. To differ between the car door assembly qualification levels, i.e.
trained and untrained, a training period was conducted for 50% of the partici-
pants. For the grouping, to neglect differences due to prior AR knowledge, this
was used as blocking factor in a randomized block design. Furthermore, dur-
ing the learning period a goal-oriented pictorial paper-based assistance method,
without presenting human poses, was utilized. Thus, learning effects considering
the usage of the assistance method can be neglected. And beyond that, trained
participants need to develop their own solution strategies. The learning period
lasted at least five runs and was finished when no improvements higher 10% could
be recognized (M = 6.50 runs and SD = 1.23 runs), considering the power law of
practice [19]. Afterwards, a simple test task was conducted for each of the partic-
ipants with the objective of familarization with the presented process-oriented
assistance method. During the subsequent experimental period the visualized
motion pattern of the process-oriented assistance changed in a randomized way,
however with the specification that every participants experiences every motion
pattern once. For the evaluation of implicit imitation learning, the participants
were only informed that the overall goal is to assemble the door correctly and
at a moderate speed, without being aware of the motion similarity evaluation
criteria.
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4.2 Results

Overall twelve participants, students and research engineers took part in the
multi factorial study. The participants were aged between 21 and 28 years
(untrained: 25.00 ± 3.03, trained: 23.83 ± 1.17). To neglect possible effects
due to dissimilarity with the visualized avatar and possible effects due to the
handedness, all of the participants were male and right-handed. Furthermore,
as a specification the difference in human height (untrained: 1.78 m ± 0.06 m,
trained: 1.81 m ± 0.07 m) was less than 10% compared to the avatar’s height
of 1.75 m. Prior AR knowledge, reported by a 5 point Likert scale rating, was
comparable among the groups (untrained: 1.83 ± 1.17, trained: 1.83 ± 0.98).
The results, considering the binary evaluation of motion similarity were statis-
tically analysed using a mixed ANOVA. For the cumulative completion time an
unpaired two sample t-test was utilized.

Motion Similarity. To analyse motion similarity, the captured Xsens video
data are visually compared to the related avatar’s motion in terms of performed
motion pattern. Therefore, six tasks are analysed per participant, which are
demonstrated by the avatar in two different ways, i.e. twelve recordings. The
analysed tasks are categorized in accordance to the adjusted general assembly
task model [3]. Precisely, the Locate Part category comprises the tasks the upper
body is positioned with the goal to grasp a part. Locate Pos is defined as category
with tasks in which the carried part is aligned with the target position. Besides
the analysis of motion patterns concerning upper body parts, motion patterns
with regard to lower body parts are examined. The binary analysis is depicted in
Fig. 2(a). The average of similar motion pattern over all task categories is for the
trained participants 63.33% (SD = 18.21%) and for the untrained participants
88.33% (SD = 18.21%). With regard to the different task categories the trained
group shows the highest accordance of conducted motion pattern within the
Locate Part category with M = 75.00% and SD = 20.92% (Locate Pos + Upper
Body : 60.00% ± 22.36%, Locate Pos + Lower Body : 60.00% ± 14.91%). The
untrained participants imitated the tasks the most within the category of Locate
Pos + Upper Body with M = 100.00% and SD = 0.00% (Locate Part : 95.00% ±
11.18%, Locate Pos + Lower Body : 70.00% ± 13.94%). The results of the mixed
ANOVA reveals a significant difference for the qualification level with p < 0.01,
however none for the task categories (p > 0.05) and none for interaction effects
(p > 0.05).

Cumulative Completion Time. With regard to the cumulative completion
time, the assembly was completed when the car door was correctly assembled
twice. Due to the sequential demonstration of the single tasks, the cumulative
completion time is summed. In Fig. 2(b) the results for the cumulative comple-
tion time are visualized. The trained group needed less time with an average of
242.27 s (SD = 28.79 s) compared to the untrained group (M = 271.04 s, SD =
31.17 s). However, the results are not significantly different with p > 0.05.
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(a) (b)

Fig. 2. Results of (a) motion similarity and (b) cumulative completion time.

4.3 Discussion

As from real world imitation learning expected, an implicit imitation of the
demonstrated avatar’s motion is occurred, both for the untrained and the
trained. Although the untrained imitated the motion pattern significantly more
often. Due to the fact that the different tasks are conducted twice and for every
trial a different motion pattern is demonstrated, an random conduction of similar
movement pattern could only explain 50% of similar motions. However, thus the
percentage of motion similarity for trained and untrained is higher than 50%
a general imitation can be assumed. Interestingly, the trained group imitated
the avatar although basic task solution strategies should be developed during
the training process. Perhaps, due to the fact that the trained group’s task-
dependent cognitive load was less, the free attention capacities are dedicated to
the demonstrated instructions and with respect to the related work, an adjust-
ment of the existing representation occurred for situations rated as appropriate.
Bringing this together with the results indicating no significant difference of the
cumulative completion time between the trained and untrained, the imitation
of motion pattern during learning scenarios or even during working scenarios
could enhance a consolidation and implicit imitation of ergonomic motion pat-
terns without minimizing the time performance significantly. Because of the
subject’s unawareness of the motion similarity criteria, an implicit imitation can
be assumed instead of an explicit imitation.

Regarding the imitation of different task categories, no significant differences
are stated. However, for the category taking the lower body into account the
smallest percentage of similar motions are recorded. Eventually, due to the pos-
sibility the upper body was rated as more important because of the interaction
with assembly parts, a dedication of attention capacities mainly to the avatar’s
upper body appeared. Furthermore, the limited field of vied (FOV) of the AR
device could have lead to missing information, although on the basis of the pro-
cedure the FOV should have superimposed the relevant motions entirely.
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5 Conclusion and Future Work

Within this paper we evaluated a process-oriented assistance method in terms
of motor learning by imitation. The presented results reveal the existence of
implicit motion imitation in AR, comparable to real world effects. With respect
to the manual assembly use case, the results further assume the opportunity
of learning ergonomic motions without a substantial performance loss consid-
ering the time component. Moreover, for experienced employees with physical
limitations a process-oriented assistance method could enable an adjustment of
existing motion pattern representations and therefore lead to an ergonomically
appropriated task conduction. However, due to the small sample size and the
late breaking work character the topic of imitation learning in AR is ongoing
research and the results reveal only a first insight.

The authors intend further work on the basis of the captured data, con-
sidering the analysis of motion imitation in terms of similarity of joint angle
trajectories. Hence, compared to the utilized visual analysis, the analysed task
categories can be extended to more complex tasks such as assembly tasks, and
the results can be analysed related to their task complexity.
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Abstract. With the rapid development of science and technology, the era of
“Internet of everything” is imminent, and “interaction” has emerged a new
connotation. Interactive design should be reconsidered and defined in view of
many new application scenarios. From the perspective of safety psychology,
how to innovate interactive design methods and improve the effect of safety
education become a problem that designers should take in to account. This
greatly broaden the application scope of interactive design, and create more
conditions for updating the application concept of interactive design and
grasping the new connotation of interactive design based on the new technical
environment. The traditional methods of safety education are hard to stimulate
the participation of audiences, which fails to produce active and effective
interactions, and then, conceptual update and innovation of interactive design is
very difficult to take effect. The development of VR created the condition for the
application of more novel visualization and interaction patterns, and interactive
design can be innovated with the application of VR in Safety Education. Based
on the characteristics of VR and its impact on interaction behaviors of human
beings, this paper combining with the relevant viewpoints and requirements of
safety psychology makes an exploratory analysis on the innovation methods of
VR-based interactive design.

Keywords: Safety psychology � Interactive design � VR

1 Introduction

With the rapid development of science and technology, the era of “Internet of every-
thing” is imminent, and “interaction” has emerged a new connotation. Interactive
design should be reconsidered and defined in view of many new application scenarios.
Safety education plays a significantly important role in human production and life.
Scientifically designed contents and methods of safety education can effectively
improve the safety awareness and behavioral ability of the audience and meanwhile
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reduce the incidence of injury events. From the perspective of safety psychology, how
to innovate interactive design methods and improve the effect of safety education
become a problem that designers should take into account. The development of
technical conditions provides new conditions for us to realize the innovation of
interactive design methods. Based on the characteristics of VR and its impact on
interaction behaviors of human beings, this paper combining with the relevant view-
points and requirements of safety psychology makes an exploratory analysis on the
innovation methods of VR-based interactive design.

2 Interactive Design Concept from the Perspective of Safety
Psychology

Safety psychology was initially developed on the basis of other disciplines such as
industrial psychology, psychologists engaged in the design of machines, tools,
equipment and working environment, working procedure that is suitable for psycho-
logically and physiologically actual need of from the perspective of safety, in order to
alleviate fatigue and prevent accidents. From such a specific perspective, a safety
psychology has been gradually formed [1]. Safety Psychology is also known as
Occupational Health Psychology [2], which refers to guide people to prevent from
injuries and accidents by regulating their mental state. Safety psychology also has
comprehensive and cross discipline attribute. Infact, “stress-response theory” [3] “self-
regulation model” [4] were put forward by the psychologist so as to promote the
application of safety psychology. Furthermore, Robert Heath developed the “Safety
psychological intervention mode” [5] based on previous studies, which plays a sig-
nificantly essential role in the industries of safety education.

The applied research of safety psychology in different industries has created good
conditions for the purpose of improving the scientific level of safety education and
safety psychology intervention. For example, UNOH used the driving simulator as the
test platform to set up the stress scene of suddenly driving out of the vehicle at the
intersection. It aims to have a study on the stress hedging behaviors of drivers at
different ages, and further provide specific stress response training programs for dif-
ferent age groups [6]. In addition, Crundall et al. designed a Faros GB3 simulator to
study the training methods of verbal warning of potential risks for 9 different stress risk
scenarios [7].

The development of safety psychology lays a foundation for the extension of the
application scope of interactive design, and also suggestively puts forward new
requirements. Safety psychology pays closer attention to timely identify severe safety
in the process of application of psychological reaction of the individual. At the same
time, it puts forward targeted intervention respectively according to its main reason
based on both mental state and psychological problems. Besides, it concentrates on
individual coping mechanisms, and is beneficial to improve the individual ability to
cope with actual situations, in order to achieve a relative balance of physiological and
mental state. It finally assists to adapt to the production process as well as obtains the
optimum state of body and mind in its own conditions. After all, it is difficult for
traditional design methods to meet these requirements. On the one hand, designers
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should deeply grasp the constructive needs of safety psychology in specific scenes. On
the other hand, they need to creatively use interactive design methods to meet the above
requirements. In general, both factors greatly broaden the application scope of inter-
active design, and create more conditions for updating the application concept of
interactive design and grasping the new connotation of interactive design based on the
new technical conditions.

3 The Application Dilemma of Interactive Design Concept
in the Traditional Scene of Safety Psychological Education

Different from general product designs, on the one hand, the content of safety education
requires not only integrating and arranging interactive designs and safety materials, but
also thinking about how to present safety education materials to the audience more
effectively. On the other hand, from the perspective of products, if interactive functions
were realized, many safety education scenarios tend to require larger scale venues,
higher-cost machines and equipment and other hardware bases, which are greatly
limited in flexibility, portability and application range. Therefore, the concept of
interactive design has obvious application difficulties in the scene of traditional safety
psychological education. The realization of “interactivity” in terms of traditional safety
psychological education is restricted by many factors. For example, simple words,
pictures and other safety education information contents are difficult to arouse interests
and attentions of training personnel and audiences. As a matter of fact, the environment
and way of traditional safety education are hard to stimulate the participation of
audiences, which fails to produce active and effective interactions. Under such a sce-
nario, conceptual update and innovation of interactive design is very difficult to take
effect.

As the scenario of safety psychological education is mainly applied in the indus-
trial, engineering and specific life scenes, the application of interactive design in this
area in addition to following the general design requirements for product interaction,
should take these factors into overall consideration the relationship and interaction
between various factors, such as human beings between, human and facilities, facilities
between, human and material contents. it should take efforts to fully mobilize various
elements. Therefore, the interactive design in this scenario goes beyond the design of
product interactive “interface” in the traditional sense, and meanwhile the interactive
design concept should be further integrated into every link of safety education design.
The realization of this interactive design effect requires not only the conceptual update
of the designers, but also the support of advanced technology. If there was no inno-
vative technology that broke the physical and functional boundaries between different
elements, the innovation of interactive design concept and method should not be
realized. This is an original application dilemma in the traditional scene of safety
psychology education. On the one hand, conceptual interactive design needs to be
updated. On the other hand, there is a lack of innovative technical support.
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4 Opportunities for Innovation in Interactive Design Under
the Background of VR Technology Development

The development of VR technology created the condition for the application of more
novel visualization and interaction patterns [8]. In fact, VR can not only make use of
advanced digital technology to simulate the three dimensional space and provide users
with a sensible, visible virtual scene, but also accomplish real-time interaction between
people or between people and things with the help of intelligent terminal in the virtual
scene. On the basis of these technical features, VR become an effective hardware
support for interactive design work. According to a study of Majid Mastli et al. it
suggests that applying VR technology to construction safety education and training and
simulating real scenes can significantly improve the effect of construction safety
training [9]. In addition, VR technology applied in safety education can provide various
possibilities for innovative interactive design.

In the first place, VR-based innovative interactive design can reduce the cost of
education. Although the design of VR safety education and training system has a large
one-time investment, in fact, it can be used repeatedly for a long time. In despite of a
continuous and large-scale safety training, VR-based safety training is more cost-
saving than traditional training.

In the second place, VR-based innovative interactive design can break a variety of
restrictions. VR-based safety education and training tend to break the limitation of time
and space. Through scientific design, trainees can carry out centralized exercises in
different time and place. At the same time, they are able to quickly obtain the results of
the exercise for evaluation and improvement. In terms of remote training, VR tech-
nology can also be used in the exercise synchronously. In addition, trainees can repeat
the exercise according to their own time, which greatly increases the exercise time.

Thirdly, VR-based innovative interactive design can stimulate trainees’ initiatives.
Through effective interactive design, VR safe education training can achieve a
“scenario-typed” + “experiential-typed” effect. Not only is it built on the basis of
objective practice environment, but its practice is closer to production and living in line
with the actual situation. A rehearsal scene with high-fidelity model makes trainees
hard to tell true and false, and meanwhile interactivity of VR technology can make the
training more interesting and funnier, motivate employees to participate in training the
enthusiasm and passion, especially welcoming young employees.

Fourthly, VR-based innovative interactive design can expand the application sce-
narios of safety education. Safety education in many industries involves dangerous
factors such as falling high, electric shock, limited space, poisonous and harmful gas,
etc. Actual operation is often accompanied by huge risks. If new employees are rushed
to carry out on-the-spot practical training with any careless mind, it may cause heavy
loss of life and property. Hence, training with VR technology can effectively avoid
above risks. Trainees can remove the burden of potential accidents and carry out drills
as much as possible, so as to quickly improve their skills and safety awareness.

In a word, VR-based technology is conducive to promoting the application and
development of interactive design concept in intelligent, intensive and convenient
safety training mode. By applying VR technology, designers are able to propose for a
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comprehensive integrated simulation scene, set scientific interactive content and mode
of science, simulate such risk scenarios as electric shock damage, falling, drowning,
limited space, toxic or harmful gases. In fact, unlike previous propaganda and edu-
cation models in a didactic or indoctrinatory way, experiencers are immersive in such a
real-like accident. Such as physical simulation can not only make experiencers further
understand safety accidents and effectively improve the efficiency and effect of safety
training, but also provide opportunities for the conceptual and strategic innovation of
interactive design from the perspective of safety psychology.

5 Research on Innovative Ways of Interactive Designs Based
on VR Technology

Based on VR technology, the development of interactive design should be considered
more from the perspective of safety psychology. It shows that interactive design is not
only an update of design methods, but also a breakthrough of design philosophy. The
breakthrough of interactive design concept is not only reflected in the design of
products or interactive interface, but also in the process of product conception, design,
production, use and even feedback optimization. Based on these advantages of VR
technology in immersion and interaction, this paper discusses how to realize the
innovation of interactive design from the following four aspects such as the production
of interactive basic content, environmental research and development of VR-based
interactive design, specific design of interaction mode as well as feedback and
optimization.

First of all, it is the production of interactive basic content. VR-based interactive
design should not only systematically cope with a lot of information and compre-
hensively take each element in VR virtual scene into consideration, but also pay
attention to how these elements should be scientific arrangement in order to achieve the
optimal foundation interaction effect. In general, Interactive design work based on VR
technology gives a priority to produce basic content used for interaction comprehen-
sively and scientifically. For example, before designing VR-based safety education
system, basic training courseware should be completed over, which differs in the
content of classroom teaching. It should take into full consideration the characteristics
of interaction between people and devices in VR virtual environment, and conform to
the basic principles of safety psychology.

During the production of basic contents, it is necessary to design and develop a set
of propagable safety training content characterized with comprehensive contents and
various forms for needs of different sectors, combined with the characteristics of the
work scene as well as relevant hazards prevention and control of training exercises, all
kinds of emergency plans. Training contents include teaching materials, courseware
and videos, all of which are exampled for a typical accident case analysis, the process,
information, scientific principle, theoretical knowledge and practical experience of
major dangerous crafts, etc.

Secondly, it is research and development of VR interactive environment. This is an
environment where interactive design can be realized. 3D models of work scenes can
be created through digital technology. In this way, all the equipment, facilities and
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various instrument tables in the specific work can be input to simulate a real scene for
trainers and audiences for teaching and training. The research and development of
interactive environment can give full play to the advantages of VR technology. For
example, the virtual prototype system can simulate dangerous scenes such as electric
shock, falling high and limited space, so that the audience can feel the same feeling and
constantly improve safety awareness and skills in avoid of dangers in work and life.

The virtual prototype system of safety production training based on VR-based
interactive environment can be used as a critical technology of safety education,
training and assessment system. Its design is divided into two modules such as teaching
and assessment. On the one hand, in terms of teaching, audiences can directly feel the
objective work scenes, main equipment and facilities and functions through VR
technology, which opens a variety of work operation exercises, and practices safety
awareness and related skills in a variety of simulated dangerous events and environ-
ments. In terms of assessment module, audiences are tested with related processing and
reaction check through the simulation of VR dangerous environment, where they are
able to complete various interactive behaviors under a harmless virtual environment.
As a result, they can judge the behavior of the print operators according to all functions
and processes based on such teaching mode. In addition, combined with the analysis of
examination score data, it is able to make an objective evaluation on individual safety
skill level quickly and accurately, thus and finally find problems existing in their
interaction.

Thirdly, it is specific design of interaction mode. Technical factors play a vital role
in VR-based interactive design. Therefore, specific design of interaction mode should
be based on a comprehensively thorough understanding of technical factors. If there
were greater technical conditions, it is better to develop a set of simulation environment
integration center equipment based on interactive VR technology. For example, a
combined device for VR interactive scene operation should be developed and manu-
factured, which consists of front experience area and backstage control area. Front
experience area is an interface of direct contacts or an occasion of direct immersion
activities, which contains educational training, simulation and assessment test of
experiencer. In fact, experiencers are able to enjoy all kinds of risk factors and events in
such a virtual reality scene, such as electric shock, fire, falls, etc. Furthermore, they can
also use virtual devices in the dangerous scenes, and carry out the simulation operation
instructions based on VR systems in the virtual environment. In the design process, it is
necessary to pay attention to how to set the VR trap to capture the movement infor-
mation of experiencers in the space in real time, guide the experiencer to operate the
VR terminal to control the items in the virtual environment, and add gestures and other
operations to realize such functions as environment switching and menu selecting.

Background control area is the operation control area in the whole VR interactive
system, which provides various resources such as sound source, light source and power
source to support for front experience area and meanwhile ensures a smooth operation
of the system. This control system includes a series of supporting services such as
video monitoring, sound, photoelectric and VR system, so that the staff in the back-
ground control area can effectively guide the experientials in the front experience area
to carry out various activities, and are able to take necessary corrective measures in
case of abnormalities. At the same time, background control area can monitor the
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running state of the facilities and equipment in the whole center, which provides the
basis for maintenance. Certainly, background control area is not a simple underlying
technical hardware in the traditional sense, but a crucial part of interactive design.
Many functions of front experience area should take effect with the real-time cooper-
ation of the background control area.

Fourthly, it is the design of feedback and optimization methods. Interactive design
based on VR technology should give full play to the advantages of digital technology.
Currently behaviors of interactive design accurately produce large amounts of data
which can be stored in real-time through database technology. Besides, these behaviors
can be digged out a lot of potential problems existing in the interaction based on data
analysis, which provides a scientific reference to interactive behavior of the opti-
mization and interactive design. In the process of interactive design, the consciousness
of feedback and optimization should be reflected in each link. At the same time, the
data of experiencers should be collected according to system settings. In addition,
based on theoretical methods and tools from the perspective of safety psychology, a
better optimization scheme and a further improvement of safety awareness of experi-
encers should be explored and discussed by means of combining investigation,
statistics and data analysis. Therefore, VR-based interactive design can play a greater
role in safety education.

To sum up, it shows that from the perspective of safety psychology, on the one
hand, VR-based interactive design not only is beneficial for interactive designs to open
wider application scenarios, but also provides a new technical conditions and practical
strategy for safety psychological education. In addition, it is able to prevent audience
from being hurt or injured by the objective risk scenario, and runs well in a virtual
simulation scenario with enjoying safety experience and education as well as learning
safety skills. On the other hand, the application of the theories and methods of safety
psychology also provides reference for the application and innovation of interactive
designs in related fields. The combination with theories of other disciplines and
interactive designs can promote the innovation of interactive design concepts and
design methods. In terms of designers, in addition to constantly improving their design
level and accumulating design skills, they also need to broaden their horizons and pay
more attention to the application requirements of different fields. Before the specific
design work, a large number of systematic preliminary work should be done well.
According to the needs of different customers, through investigation and research,
safety risks and dangers in their industries and fields should be taken into consideration.
Furthermore, designers should participate in the production of safety training content
for these specific risks. Only when the above preparations are made can it be clear that
which links can be set up with interaction and how to do so when building VR scenes.
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Abstract. Model Based Systems Engineering (MBSE) thrived in the recent
decades in order to overcome the increasing complexity within systems. MBSE
envisioned replacing document centric systems engineering by model centric
systems engineering. MBSE can handle systems complexity efficiently by rep-
resenting each entity in the model only once and generating different viewpoints.
Most commonly used MBSE language is the “Systems Modeling Language
(SysML)”. Virtual Reality can play a bigger role on creating truly model centric
systems engineering approaches. The core application of MBSE approach
implies utilization of a single system model, which will act as “source of truth”
to all embedded system analyzing tools. Thus, the system model can commu-
nicate back and forth with Virtual Reality Environment to analyze the system
performance. Systems engineer can conduct interactive immersive simulation of
a scenario described in the system model and return the results obtained from the
Virtual Reality Environment to the system model. Requirements analysis can be
performed more efficiently by ensuring participation of the customers early in
the product lifecycle utilizing the VR environment. A customer can walk into
VR environment and see how the system design would look like and interact
with it. Based on the interaction results, the systems engineer can modify the
product/service specifications and design. This paper reviewed the works been
done to incorporate virtual reality environment with SysML. The paper also
proposed a framework on how VR environment can be implemented with
SysML to perform true MBSE practice.

Keywords: MBSE � Virtual reality � SysML � VR � Systems engineering

1 Introduction

1.1 Virtual Reality

Virtual Reality (VR) is one of the most emerging technologies of the last four decades.
Coates in 1992 defined VR as electronic simulation of environments with head-
mounted eye goggle and wired clothing, which allows the end user in realistic three-
dimensional situations to interact [1]. A simple VR system comprises of virtual
environment design software, head mounted display, tracking sensors, input devices,
tactile feedback devices and users [2, 3]. Immersion, Presence, and Interactivity are the
three defining pillars of VR [4]. Immersion in VR is a sensation of being present in a
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non-physical environment. Presence is the level of engagement felt by the user in the
VR environment. Immersion is a “technological component” of VR, whereas, presence
depends on psychological, perceptual and cognitive behavior of the user being
immersed [5].

1.2 Model Based Systems Engineering

Model Based Systems Engineering (MBSE) focuses on formalized application of
modeling to support systems engineering artifacts development from the conceptual
design phase throughout the end of the system of interest (SOI) lifecycle [6]. Dr.
Wayne Wymore at the University of Arizona in his book Model Based Systems
Engineering first introduced the term MBSE in 1993 [7]. Systems engineers are in an
era in which modern systems are increasingly complex [8]. Model Based Systems
Engineering is the proposed solution for managing the systems complexity by various
researchers [9, 10]. Different methodologies have been developed to implement the
MBSE approach namely INCOSE Object-Oriented Systems Engineering Method
(OOSEM), IBM Telelogic Harmony-SE, IBM Rational Unified Process for Systems,
Engineering (RUP SE) For Model Driven Systems Development (MDSD), Vitech
Model-Based System Engineering (MBSE) Methodology, JPL State Analysis (SA),
Object-Process Methodology (OPM) and Arcadia [11, 12].

In recent years, Systems Modeling Language (SysML) has been the most common
method for implementing MBSE approaches [13, 14]. SysML has its root from the
Unified Language Modeling (UML) [15]. SysML follows the Object-Oriented Systems
Engineering Methodology (OOSEM) developed by INCOSE [16]. SysML consists of
nine diagram types distributed over four pillars, namely Structure, Behavior, Para-
metrics and Requirements [16]. Figure 1 below shows the SysML diagram taxonomy.

Fig. 1. SysML diagram taxonomy [17]
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1.3 Objective

VR has the potential to improve the MBSE practices in various system development
and analysis. VR application in the field of Model Based Systems Engineering is
increasing day by day. This paper reviews the work conducted to incorporate VR into
MBSE by different researchers in recent years. As SysML is the most widely used
MBSE language, the paper limited its focus to SysML driven MBSE approaches. The
paper also outlines a VR-MBSE Framework to facilitate the integration between VR
and SysML more convenient, which is currently under development.

2 Methodology

The authors searched two widely used electronic databases-Google Scholar and Scopus
for the research papers reviewed in this paper [18, 19]. The search terms used to select
the papers were- “VR and MBSE”, “Virtual Reality and MBSE”, “VR and SysML
“Virtual Reality and SysML” and “Application of VR in MBSE”. The authors only
considered publications after 2010. This inclusion criterion was set considering
research availability, novelty and advancement. The minimum citations to consider a
research paper for inclusion in this review paper was set to four. In addition, the
language of the included research papers was English. The authors evaluated the
identified research papers on their feasibility of data extraction, first by abstract and,
ultimately, by reading the full text. From the included research papers, authors
extracted information on (i) research objective (ii) methodology (iii) year of publication
and (iv) software used.

3 Application of VR in MBSE Practice

Akshay Kande in 2011 was one of the first to conduct a thesis on the integration of
MBSE and VR tools for system design [20]. The author used an open source software,
namely Virtual Engineering (VE) suite, which consist of three core engines- VE
Conductor, VE Computational Engine and VE Explorer. User can create interface
through the VE conductor API and built in libraries. Computational Engine manages
the integration between the COTS tools and Virtual Engineering framework. Explorer
works as the graphical engine responsible for developing the virtual environment. The
main objectives of the virtual systems modeling approach developed in the thesis paper
are executable SysML Modeling in a MBSE tool, providing a graphical interface to
demonstrate the system of interest and operations, enabling a decision making envi-
ronment for the stakeholders, performing sensitivity analysis of the design parameters
and maintaining a consistent information flow by providing an integrated environment.
The major steps of the methodology followed in this thesis are structural model
development in SysML, analytical model development in SysML, creation of VE-suite
model and connecting the two analytical model and VE-suite model using relationship
constructs.
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A. Madni in his research paper published in 2014 demonstrated a novel approach
that mapped systems engineering (SE) artifacts modeled in SysML to virtual worlds
within which various storylines can contextualize [21]. The methodology developed in
this paper acts as a bridge between Model Based Engineering (MBE) and Story Based
Engineering (StBE). The core steps involved in the mapping process are experiencing
system CONOPS and system design in virtual environment, incorporation of SysML
model with the virtual environment and story authoring. The author demonstrated the
whole process with an illustrative example of Campus Security System (CSS). The
author used Unity 3D software to create the virtual environment and Magicdraw
software for the SysML model build up. Moreover, the paper also proposed a Dynamic
Interaction Matrix (DIM) to capture the possible and actual interactions among tech-
nical story elements namely system elements, actors, environments, other system
entities etc.

In another journal paper published in the same year (2014), A. Madni et al. pro-
posed MBSE+ i.e. bolstering MBSE with the integration of storytelling techniques
[22]. The authors also suggested an Experiential Design Language (EDL), which is the
combination of SysML and experiential perspective developed in the virtual world. In
this research paper, the authors presented a framework showing the relationship
between system models, experiential perspective and storytelling in the virtual world.
The authors also demonstrated the transformation steps between the system design and
storytelling spaces. The steps are as follows- (a) developing system models in SysML
in BDD, activity and use case diagrams, (b) mapping systems models with storytelling
space defined by VR world entities, (c) rendering VR world entities and their behaviors
in order to tell the stories and (d) story extraction and data collection in the VR world.
The authors also presented an illustrative example of a “diverted aircraft scenario” to
execute the steps described in the methodology.

Abidi et al. in their 2016’s paper utilized interactive VR simulation and SysML
model to facilitate real time simulation of production flows in a lean environment [23].
The paper utilized the MASCARET framework, which provides a logical connection
between system engineering artifacts and VR environment [24]. The methodology
comprised of the following basic steps: (1) Conversion of the simulation model of the
proposed system to a SysML model, (2) Exporting as XMI description, (3) Preparation
of the MASCARET framework in order to analyze the XMI description, (4) Mapping
the XMI description with VR environment and (5) Connecting the simulation tool
(ARENA) with the VR environment through the RTI infrastructure. Interactive VR
environment was created through Unity 3D. “OpenSlice” (an open source RTI sup-
ported library) enabled the data exchange between different tools of the proposed
system. Moreover, the author created a custom interface namely “UnityInterface.dll”
using C# to facilitate the connection between VR environment and RTI. The authors
also mentioned some difficulties they encountered while developing the methodology
namely building a custom data exchange module between ARENA and VR system,
forced partial virtual design of the total simulation and transformation of ARENA
models to SysML.

Mahboob et al. in their paper titled, “Model based systems engineering (MBSE)
approach for configurable product use-case scenarios in virtual environments” intro-
duced a concept of defining behavior description of a use case inside SysML model to
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create VR environment [25]. This approach will facilitate the development of product’s
life cycle specific VR models for early production evaluation, which in turn will help
the stakeholders (product designer, production manager, customer, investors etc.) to
achieve better knowledge of the product behavior in the later phases. The core
methodology of the research papers are as follows: (1) VR scene is composed of the
product, the environment and human actor(s), (2) Product, Environment and actor(s)
have structural and behavioral components, which are modeled in SysML,
(3) combination/modification of product, environment and actor(s) used to construct
specific VR scenarios. This combination/recombination/modification of the VR com-
ponents are performed with the use of SysML behavior diagrams. The use of proposed
method eliminates the rigorous task of scripting the whole VR scenario for individual
use cases throughout the product’s lifecycle. Finally, the authors used vacuum cleaner
as an illustrative example to implement the methodology (Table 1).

Table 1. Review summary

Title Year
of
Pub.

Objective Methodology Software
used

Integration of
model-based
systems
engineering
and virtual
engineering
tools for
detailed
design,

2011 Executable
SysML
Modeling in a
MBSE tool

(1) Structural and analytical
model development in SysML,
(2) Creation of VE-suite
model and (3) Connecting the
two analytical model and VE-
suite model

VE Suite

Expanding
stakeholder
participation in
upfront system
engineering
through
storytelling in
virtual worlds

2014 Mapping
systems
engineering
(SE) artifacts
modeled in
SysML to
virtual worlds

(1) Experiencing system
CONOPS and system design
in virtual environment,
(2) Incorporation of SysML
model with the virtual
environment and (3) Story
authoring

Unity 3D,
MagicDraw

Toward an
experiential
design
language:
augmenting
MBSE with
technical
storytelling in
VW

2014 MBSE+:
bolstering
MBSE with
the integration
of storytelling
techniques

(1) Developing system models
in SysML (2) Mapping
systems models with
storytelling space In VR
(3) Rendering VR world
entities (4) Story
extraction/VR data collection

Unity 3D,
MagicDraw

(continued)
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4 Proposed VR-MBSE Framework

All the reviewed papers incorporated VR into SysML though some custom made
plugins and conversion techniques (XMI conversion, MASCARET etc.). These may
hinder the mass use of VR-enabled SysML due to time and effort needed to set up those
systems. Hence, we propose a VR-MBSE framework (see Fig. 2) which utilizes most
widely used tools namely Cameo Systems Modeler (CSM), Unity 3D and Unreal
Engine in an efficient way [26–28]. The proposed methodology for the framework is as
follows:

(1) Systems behavior and structural Modeling in SysML through CSM, (2) Simu-
lation set up in Cameo Simulation Toolkit of CSM and (3) Communication with VR
Engine through CSM’s scripting API (C# for Unity/Python for Unreal Engine). This
framework will make the SysML model executable by incorporating VR in order to
support design, analysis and verification activities early phases of the system lifecycle
through enabling co-simulation.

Table 1. (continued)

Title Year
of
Pub.

Objective Methodology Software
used

Contribution of
virtual reality
for lines
production’s
simulation in a
lean
manufacturing
environment

2016 Interactive VR
simulation and
SysML model
to facilitate
real time
simulation of
production
flows in a lean
environment

(1) Conversion of the
simulation model of the
proposed system to a SysML
model, (2) Exporting as XMI
description, (3) Preparation of
the MASCARET framework
in order to analyze the XMI
description, (4) Mapping the
XMI description with VR
environment and
(5) Connecting the simulation
tool (ARENA) with the VR
environment through the RTI
infrastructure

Unity 3D,
OpenSlice,
ARENA,
MASC-
ARET

Model based
systems
engineering
(MBSE)
approach for
configurable
product use-
case scenarios
in virtual
environments

2017 Defining
behavior
description of
a use case
inside SysML
model to
create VR
environment

(1) VR scene is composed of
the product, the environment
and human actor(s),
(2) Product, environment and
actor(s) have structural and
behavioral components,
(3) Combination/modification
of product, environ-ment and
actor(s) used to construct
specific VR scenarios.

Cameo
systems
modeler,
CAVE
Systems
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5 Discussion

VR can incorporate real time simulation, virtual storytelling, requirements verification
and product/service performance evaluation early in the lifecycle of a product or ser-
vice through the integration with MBSE approach. SysML is the most widely used
MBSE tool. Hence, various efforts are taking place to develop VR enabled SysML. The
reviewed papers are the most notable efforts happened in recent years to accomplish
this goal. MBSE thrives under the principle that the whole systems engineering artifacts
will be based on a “system model as the source of truth”. By utilizing the VR enabled
SysML model, later phases of system lifecycle can be simulated/analyzed early in the
early phases of the System of Interest (SOI). Moreover, SysML model can be used as
an ontological repository for the creation of different VR scenarios (instead of creating
each scenario separately).

6 Conclusion and Future Work

The paper reviewed major research efforts to apply VR in MBSE practice through
SysML. The review results are summarized in a table.Then, the authors proposed a VR-
MBSE framework that can make the VR-enabled SysML approach more accessible to
everyone. Finally, the authors discussed major implications of the VR enabled SysML
in a systems engineering lifecycle. To further the research, the authors intend to build
the proposed VR-MBSE framework and test it using a use case.
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Abstract. Winder-operators are responsible for the lives that they move down
deep into the mines and bring them back safely to the surface. So, in order to
have the same sense of responsibility in the training simulator, the user expe-
rience needs to be seamless and natural, including all the risks and surprises that
a winder-operator faces in his real-world scenarios. To bring this objective to
life, field studies, customer experience audits (interviews) and recordings were
done to gather qualitative and physical data. Contents were inventoried, audited
and analysed for body-storming and drawing up of the mental model of winder-
operators. User persona was defined to maintain focus, even when expert
reviews were taken. A contextual design process was followed to develop the
simulator which included rigorous and multiple usability testing by the devel-
oper, designer and the winder-operators (end users).

Keywords: UX � User experience � Experience � Design � Design process

1 Introduction

A hoist operator is a certified worker of sound physically and mentally health. He is
also known as winder operator. The employer examines the operator on his knowledge
on the regulations and procedures associated with the safe execution of the duties and
decides on his competence (Safety Standard for Hoist Operations 2010). A man-hoist
operator’s responsibility is to lower and raise conveyances within the mine shaft
occupied with mining workers.

A typical hoist operator works for a 12-h shift per day, with very few time offs. In
such a fragile environment, having trainee hoist operators in the same cabin as the
authorized winder operator, though it may just be for observation, will not only be
counter-productive, but may also lead to a catastrophic incident, due to distraction.
Hence, to provide an effective on-hands training, a VR simulator, simulating the
essential features and experiences of a winder, was developed. The simulation was
developed with close attention to design methodologies and was process oriented.

A meaningful and better product can be built, by understanding and empathizing
with users. Insights on methods and strategies to inculcate user emphasis were drawn
from Martin and Hanington 2012. A collaborative research model for product devel-
opment (Isaksson 2016; Shelly et al. 2005) ensured frontloading of the real-life
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challenging scenarios in the research practices and warranted a common understanding
of key challenges across the teams. The work of Savage (2000) was used as a pre-
cautionary guide for user observations and the field research. Further, the works of Eyal
and Hoover 2014, Rosenfeld et al. (2015) and Nodder (2013) were key instructors for
strategy development and user motivation directed towards using and learning from the
simulator

2 The Design Process

The steps in the design process were developed taking inspiration from the contextual
design method, a user-centered process that makes the ways in which designers work
concrete, explicit and sharable, anchored in user data (Holtzblatt et al. 1998).

2.1 User Research

As the designed simulator had to be very user centric, it was very essential to do a
detailed study of the user. Therefore, an extensive user research was done in order to
understand user’s intellectual and behavioral aspects.

Field Studies, Interviews and Recordings. Through multiple visits to a state owned
mine, every single aspect of the operation of mine and its interaction on hoist operator
were studied. Interesting observations were made such as only winder drums (see
Fig. 1), on which the conveyance rope winds and unwinds, are visible to the operator
from his cabin and the buzzer systems, indicator for hoist request origin was custom
designed for that particular mine.

Evolutionary development was ensured with structurally planned and formulized
field visits. For instance, the first visit was observational, to observe the placement of
the equipment and monitor the schedule of the day. Further visits’ objectives were
broken down into smaller objectives based on the first visit, so that the visits could sync
with pre-structured research sessions with worksheets utilization (where observations
were entered), checklists (to keep track of covered pre-thought scenarios) and recording
any form of behaviors and events (Martin and Hanington 2012).

Authorized interactions were set-up. To obtain maximum possible answers, a
thoughtful questionnaire was drawn, on the basis of the operator’s profile. The answers
were tallied by cross-checking with another operator. In case of any discrepancy, a
third user-interview was conducted, to capture most of the plausible scenarios. These
questionnaires captured information on the users’ thoughts, characteristics, feelings,
perceptions, behaviors or attitude (Martin and Hanington 2012). Background studies,
done on mine shaft and its operators, provided design inquiry structure and control
which was helpful in analysis later. Information collected in these interviews were
primary in verifying and humanizing the data obtained from other sources.

All the interviews were recorded, for transcription and analysis purposes. A week-
long videos and audios, of operators operating the machine, were made with cameras
placed inside the operator’s cabin and just outside the cabin. These were helpful in
empathizing with them and understand their physical experience. They were used for
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bodystorming, generate user situations and contextually configure the simulator. A lot
of understanding on decision making cognition, interactive experiences and emotional
responses came from these recordings (Burns et al. 1994).

2.2 Content Inventory

To get an affinity of what the content is, what structure can be deduced and quick
access to relevant information, it is important to have all the content inventoried.
Carefully organized and easy to access spreadsheets were aggregated as the outcome of
the quantitative exercise.

Transcription and Record Labeling. For text based qualitative and quantitative
verbal-behavioral analysis, the recordings were converted to transcripts. Interview
transcripts were very handy for decision justifications. They were constructive in
affinity diagrams (Holtzblatt et al. 1998), cognitive mapping (Kelly 1995) and persona
definition. For inventory purposes, audio record summary, after listening the audio, was
used as record label in spreadsheets. The video recordings were labeled on the basis of
either the operator’s name or by the major task being done in the recording or any latent
occurrences, if any. These were real time savers in quick access, collaborative or
delegatory activities, assuring consistency in interpretation of the content.

2.3 User Persona

User personas consolidate archetypal descriptions of user behaviour patterns into
representative profiles, so as to humanize design focus, test scenarios, and aid design
communication (Cooper 2004). Defining a persona was essential for the project and the
product team’s focus.

Fig. 1. A typical Winder operator’s cabin (Left) and Winder drums (Right).
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Transcript Analysis, Pattern Identification. Above mentioned qualitative data,
converted into quantitative transcripts, were analyzed for various physical and emo-
tional touch points of the user. To get a 360-° view of hoist operator, these touch points
where seen in different perspective, with the help of lenses mentioned by Jesse Schell
(Schell 2015). Pattern were identified and segregated categorically with key behavioral
aspects.

To avoid discrepancies in pattern, due to diversity in opinions; very difficult to
govern, the number of analysts working on this task was limited to 1 to 3, only.

Persona Definition. Core motivational drives and pain points were identified using
octalysis framework (Chou 2015). The most influential drive for respective patterns
were quantitatively decided by a designed system. The persona for the simulator was
structured by this system and octalysis. Multiple decision-making, for the product
features, as well as, justification of the value-added delivery to the other stakeholders,
were dependent on the persona definition.

2.4 Functionality Design

All the features and functionalities of a mine winder were listed down, to construct the
simulator and design the seamless experience. However, the features were imparted to
the user in stages, and not all at once, as it would diminish the experience and would
nullify the objective.

Feature Identification, Segregation and Prioritization. Various hoist manuals
helped in listing features and functionalities. User research revealed that features from
the manual’s content were not enough, as, many mines’ hoist gets customized due to
geographical and situational limitations, that cannot be eliminated. Such variants were
identified and listed, as a separate category. Frequent revisiting of persona definition
was important, to ensure that the simulator was engaging, user friendly and core
oriented. The features were segregated into categories that reflected the major moti-
vations and pain points and were contextual. After segregation, the features were
prioritized, to ensure continued engagement, quality learning and training of the user,
without creating any kind of frustration or learning fatigue (Osterwalder et al. 2014)
(Fig. 3).

Fig. 2. (Left) An illustration of spreadsheet used for qualitative transcript analysis and (Right)
spreadsheet for pattern identification from transcript analysis.
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Module Creation and Visual Aids. Appropriately ascending skill level and user-
centric modules, distributed in a consumable and engaging fashion, were created with
the help of storyboarding and user task flow. These modules, called levels, spreading
from level 0 to level 25, left room for flexibility required if any alteration was needed
upon user testing and also for accessing any level, on the basis of skill status of the user
(Schell 2015). There were supporting features identified during the user research and
persona definition, apart from the core functionalities. These were incorporated as
visual aids, that indicated the learning progress to the winder operator. A timer, for
example, informed the user on time taken to complete a task, instruction text bar
(instructions for the task to be completed), a red bar (provide on top of the two drums
for visual aid to judge the drum levels alignment), visual light indicators (on shaft
scale), a console (with prominent physical quantity indicators), were provided.

2.5 Usability Testing

Winder operators, the tasks and responsibilities, they were required to meet, were the
focus of the usability testing, and empirical evidences were sought on, to improve the
usability and purpose of the simulator (Gould et al. 1985).

Developers’ Contribution. The developers performed feature tests, for every feature
to behave in the intended manner, to make sure that the functionality and the outcome
the tasks are due to actions taken by the user. In order to have a structured qualitative
testing, the lists of features were referred and functionality was tested, level after level.
Agile process was followed after each round of testing, to rectify any failures.

Designers’ Contribution. Ideally, after the developers give the confidence to go
ahead, designer do the testing. However, for this project, to shorten the turn-around
time, testing from designer’s side happened parallelly. Spreadsheets, which included
visual components positioning, simulator’s interactivity and functionality, experiences
felt while using the VR simulator, instructional content consistency, visual queue, and
other design aspects, were maintained by designer, too, for quality checks. The
spreadsheets were shared with the developer, after each round, to make amends in VR
environment in the best possible way, to make the experience better.

Fig. 3. Example of octalysis framework applied to one of the patterns (Chou 2015).
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End User Testing. The simulator was taken to the mine at the end of each developer
and designer testing cycle, where it was setup in a room similar to the intended size that
would get allocated for the training purposes. They were allowed to play with VR head
set and haptic devices for a duration after a basic explanation on how to use them, to
make them comfortable with the device. Once comfortable, the simulator was intro-
duced to the user. As the instructions on the task needed to be performed were inbuilt,
the user took on from there. Heatmap generator was integrated with the build, for
tracking purposes, which was recorded for later analysis. Video recordings of the
screen and user were done, for later analysis. Shortcomings were identified from these
analyses and were taken for the subsequent improvement process cycles.

Fig. 4. User task flow sample.

Fig. 5. One of the initial contextual design for learning module levels.
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3 Future Work and Conclusion

Functionally perfect simulator, providing intended seamless experience, does not mark
the end of the journey. To enhance the learning and training experience, many more
possibilities and inclusions are there that can be integrated to the VR simulator. Data
science, for example, can be augmented to the system for collecting quantitative data,
for analysis of the user behavior with the simulator and allowing flexibility for cus-
tomizing the simulator, to ensure that at the end of the training program a quality
winder operator emerges and, thus, with the support of quantitative data, satisfying all
the stakeholders.
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Abstract. In this paper we expound our theoretical hypothesis covering Design
and Cognitive factors to be considered while designing an effective
Augmented/Mixed Reality system solution for industrial use cases. For
demonstration purposes, the targeted scenario chosen is an offshore oil-rig
maintenance scenario: this scenario involves critical tasks in the areas of
equipment maintenance, quick error recognition, safety, and effectiveness. With
the goal towards enhanced effective Situational Awareness of the Oil Rig
industrial system, the scenario involves oil-rig stakeholder collaboration/
participation and remote assistance.
An additional aim of the paper is introducing new perspectives for effective

operations in an industrial maintenance scenario using mixed reality systems:
the perspectives extends towards the following principles of study - Experience
Design, Usability, Cognitive Science and Situational Awareness. Using Cog-
nitive Science principles and Design Thinking approach, we try to bridge the
existing white gap in the research space and intend to spearhead research
towards surfacing the points to be considered in effectively designing Mixed
Reality systems in such Industrial scenarios. The use of multimodal sensory
augmentations such as sound and haptics to aid a better experience in per-
forming a particular task, is also given attention. Elucidation of a functional
prototype built using Microsoft Hololens1 is shared and next steps and targets
are showcased as well.

Keywords: Mixed Reality � Experience Design � Cognitive factors �
Situational Awareness

1 Introduction

New forms of ‘realities’ have emerged. ‘Reality’ technologies such as Mixed Reality,
Augmented Reality, Virtual Reality and Augmented Virtuality are increasingly
becoming indispensable to industry. Ranging from traditional application domains of
architecture, design, and learning; these novel realities are the cornerstones for the this
digitalization prone and smart-centric century: in a nutshell, these realities replace or
merge with the normal physical world and subsequently be molded to enhance specific
design comprehension, collaborating activities [7], and visualization activities [10].
These realities though promising on many fronts (industry wise) and having the ability
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to integrate seamlessly with the IoT revolution pose new challenges to the inherent
aspects of decision making, integration of newer social-cultural and cognition capa-
bilities (here recalibration) and influences. Clark and Chambers [2] in their ground-
breaking article ‘The Extended Mind’, showcase the human cognition has the behav-
ioral ability to realize familiar mental states and physical skills in structures and pro-
cesses located beyond the scope of their immediate sense modalities; and the complete
realization of a situation requires various forms and tendencies of external scaffolding
and support (stimulus) oriented mechanisms. Involving user centric mixed reality in
this context is a calculated extension, and as Doswell and Skinner [4] opine that
‘scientifically-grounded methods for identifying appropriate information presentation,
user input, and feedback modalities in order to optimize performance and mitigate
cognitive overload’ is a challenge for Human-computer interaction ecosystems, and
similar is the case with AR and other forms of MR which base their ecosystem on
delivering maximum user interaction.

There are three important features for any MR system:

(1) combining the real-world object and the virtual object;
(2) interacting in real-time; and
(3) mapping between the virtual object and the real object to create interactions

between them [6].

The main goal of MR is the creation of a big space by merging real and virtual
environments wherein real and virtual objects coexist and interact in real-time for user
scenarios [1]. This focus of user immersion for the output of productive decision
making in ICT trends today requires appropriate visualization strategies that take into
account the ‘extended’ capabilities of a human user and this informs -the design of the
application cognitively.

For the purposes of this paper, we showcase the initial steps of integrating adaptive
cognition elements (user centric) and expound our theoretical hypothesis covering
Design and Cognitive factors to be considered while designing an effective
Augmented/Mixed Reality system solution for an offshore oil rig maintenance scenario.
This use case involves critical tasks in the areas of equipment maintenance, quick error
recognition, safety, effectiveness etc. This involves multiple stakeholders. With the
goal towards enhanced effective Situational Awareness of the Oil Rig industrial system,
the experimental setup and prototypes designed would be elaborated. The paper
extends towards identifying the key basic Cognitive and Design principles that
designers need to consider while designing an industrial experience such as this.

2 Situational Awareness and Its Requisites for Sense Making

Situation Awareness (SA) of the user is of prime importance for an integrated and
productive industrial workflow. With the scenario showcasing an OIM maintaining an
offshore oil rig (from the mainland on an extended scenario), a stabilized depiction of
tailored situational inputs becomes the key. Highlighting this journey of SA and
incorporating Endsley’s initial theoretical framework of SA [5] and involving the
Lundberg’s holistic visuo-spatial centric enhancement [9], we have incorporated
AR/MR integration for enhancement of an OIM’s task in the sense of making it more
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streamlined, direct and most importantly the possibility of him being productive on the
go. Endsley’s framework consists of three interconnected parameters:

a. Perception of elements in the current situation within a volume of time and space
b. Comprehension of their meaning
c. Projection of future status

Importantly, the three conducive parameters are affected by visual display support
and automation aids.

Lundberg [8] enhances on this by incorporating specific visual artifacts that act as
stimulus input for the user and is of the opinion that the visuo-spatial input is ‘anchored
in the present’ but performs as the ‘locus of decision-making’ to incorporate the past
scenarios and proceed towards a future action in the present midst of an ‘ongoing,
dynamic, uncertain process’. This locus that he points out rests in the sensemaking and
the data driven frame that the user (in our case) is exposed to: this centrality of framing
data is resting on the correct symbiosis (again this has to be generated by the OIM)
being deduced and affected upon. Critically, sense making opens up the gaps of req-
uisite imagination [11] and requisite interpretation during the comprehension of the
present situation [8]: both of which are inherent problematic concerns for a high-stress
positionality of an OIM’s work output. Taking this crucial factor of mitigating the
sense-making gap, our approach is detailed out in the next section of the paper which
highlights an oil-rig maintenance use case.

3 Application Use-Case and Generation of Cognitive
Prototype Design

The application use case is Oil-Rig motor maintenance and the persona defined is an
Offshore Installation manager (OIM). The key tasks of an OIM are monitoring,
updating and allocating resources, delegating tasks to maintenance engineers (ME),
collaboration and communication, implementing the plan and assessment of the situ-
ation given the information. In an oil rig, while the OIM can benefit from digital
information, there is also an increased need for the OIM to remain in contact with
physical reality when using several sophisticated tools. Nevertheless, the OIM is also
responsible for recognizing the signs of stress, ensuring that all staff are regularly
updated on situation along with demonstrate flexibility and adaptability as plan of
action and goals change.

Moreover, there is not just one but too many factors (visual elements) within the
person’s environment that constantly compete for visual awareness and control of
action. In such an overwhelming situation information overload is bound to happen. To
tackle with this problem of information overload, our attention system actively and
rapidly prioritizes and selects information according to its relevance for processing and
achieving the goal. But one cannot deny the fact that detection of the relevant infor-
mation while ignoring the irrelevant one might get affected by the increased cognitive
load on the system. Therefore, in oil rig having knowledge of objects, situations, or
locations in the environment is not only useful but even life-critical for workers as they
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may require assistance with (1) dangers, obstacles, or situations requiring attention;
(2) visual search; (3) task sequencing; and (4) spatial navigation.

Some situations would involve instances where responses are novel, dangerous and
technically difficult while a few would involve planning and informed decision making,
need for troubleshooting and error correction. Others may require a need to overcome
some strong habitual response. But in most of the cases the most important thing that is
common for all the activities is rapid generation of behavior in response to a new
situation.

Hence, the design of the AR/MR system had to be as such to enable the detection of
inconsistencies for OIM in the easiest manner possible for effective and efficient
decision making.

The goal was to streamline the process of performing tasks where consideration is
given to the related integration of cognitive functions while sparing OIM from the
functional cues that are of no immediate need. Hence, the primary goal was addressing
the human needs and how to augment human capabilities to overcome cognitive
limitations in a decision-making process. The secondary goal was to make the system
smarter as a result of the primary goal.

The prototype design defines a specific OIM workflow where the steps in the
process of motor maintenance are listed as follows –

1. OIM is currently working on a task using Hololens. He is focused on his current
task of analyzing a Large Drive as a part of his daily routine.

2. OIM attention is directed to an emergency. A visual cue is provided in his periphery
indicating an emergency.

AR suffers a major setback that hinders the complete realization of its potential –
The field-of-view (FoV) of the AR hardware is severely lacking as compared to the
human eye, or even VR. With this context, the design was particularly perceptive to the
aspects of the applications that focused on subtle, yet fairly accurate cues which ful-
filled their purpose of guiding the user’s attention to certain elements in the application
environment.

3. OIM uses voice command to attend to the emergency.

Spatial tracking allows OIM to interact through pointing and natural voice
commands.

4. The system opens OIM main dashboard with the error card details. Error infor-
mation and rectification to enable the detection of inconsistencies for OIM in the
easiest manner possible for effective and efficient decision making (Fig. 1).

5. OIM chooses to deep dive into the task.

The system by allowing selection gives OIM a perceived sense of control.

6. A confirmation message is popped up checking if the OIM would want to leave the
current task and take up the new one.

System confirming the action to be taken.
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7. a) The OIM confirms to take up the task and is asked to place the 3D model in a
location wherever convenient. - System allowing comfortable navigating and move
around easily.
b) The model is placed and the error details is showcased. The physical error
location on the Oil Rig is also highlighted.
c) Spatial tracking to allow OIM to interact and have the perception of ‘Where I
am’.
d) OIM clicks on the object to deep dive to next and consecutive level. Presentation
of relevant information while ignoring the irrelevant ones.
e) OIM is at the final stage with details of error information.

System is in a ready state for the OIM to delegate tasks to the Maintenance
engineer. The maintenance engineer then gets instructions in their HoloLens to work on
an existing maintenance task at hand (Fig. 2).

Fig. 1. Showcases steps 1–4.
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4 Conclusion

The system has been designed in such a manner that it addresses the OIMs needs and
augments capabilities to overcome cognitive limitations in his/her decision-making
process. It also considers the following three aspects that has not yet been well-
developed from an industrial experience point of view: First, not everything in the
physical world is interactable or tagged. Second, the users still do not have well
developed mental models of AR applications that might exist. Third, the visual lan-
guage that these AR applications need to follow has still not reached its potential.

Incorporating of the above mentioned cognitive centric aspects help to give
designers a perspective on how to evolve the visual language and develop an appli-
cation that attempts to deliver the best in class visual immersive experience. The
observed cues are along 3 dimensions – the goal to be accomplished (task), the extent
to which the cue blends in with the environment (markedness), and the context in
which the cue is triggered into the user’s visibility (trigger) within the context. The
challenge lies in keeping these cues minimalistic yet informative enough, so that the
OIM remain immersive enough and the information is easy to understand and distin-
guishable from the environment. The result of this activity would be a smarter system
that effectively incorporates expectations of the physical environment into the AR
application and parallelly develops a well-defined visual language for the AR systems
in an industrial setup.

However, our immediate next step which is already in process is the scientific
validation of the prototype with actual users. Verification and validation with data from
eye tracker and user-specific tasks activity will focus on the following:

1. Validating with the actual users
2. Quantitative validation - latency and accuracy
3. Scalability of the framework to additional industrial use cases and domains.

Additionally, we shall also focus on developing a more robust and texture spe-
cialized Visuo-Haptic Mixed Reality layer [3], as a continuation of the work mentioned
in this paper.

Fig. 2. Steps 5 to 7 have been highlighted.
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Abstract. The Augmented Reality Space Informatics System (ARSIS) is a
Microsoft HoloLens application developed for the NASA SUITS (Spacesuit
User Interfaces for Students) challenge that provides an augmented reality
(AR) interface for information display and communication to be used by
astronauts during extravehicular activity (EVA) procedures. Astronauts are
required to deal with complex and changing circumstances on EVA. The current
status quo requires heavy reliance on voice communication with Mission
Control Centers (MCCs) for everything from biometric data to assistance with
procedures. ARSIS is designed with the dual purpose of increasing astronaut
autonomy and making communication with MCCs more effective. Features of
ARSIS include voice and gaze user interface (UI) navigation, anchored menus,
planetary navigation aids, biometric information display, procedure instructions,
and a suite of tools for enhanced communication with Mission Control including
spatial telestration. User experience (UX) testing results for ARSIS have been
generally positive overall, with the biggest takeaway being that users would
prefer alternative modes of UI navigation to voice control. Eye tracking for UI
navigation is a promising area of exploration in the future.

Keywords: Augmented reality � Mixed reality � Virtual reality � Aerospace �
Computer supported collaborative work � Telestration � Telepresence

1 Introduction

The Augmented Reality Space Informatics System (ARSIS) was designed for the
NASA SUITS (Spacesuit User Interfaces for Students) challenge as a prototype for a
heads-up display (HUD) interface to be integrated into astronauts’ helmets. Dur-
ing EVA missions, it is important to be able to communicate complex data and
instructions to crew members. By showing this information in the astronauts’ physical
space instead of on a traditional monitor, information can be communicated in a more
direct, natural manner. ARSIS has a dual purpose of increasing astronaut autonomy and
efficiency of communication with Mission Control.

AR overlays additional information onto physical reality (PR). Mixed reality
(MR) integrates these digital elements into PR. Virtual reality (VR) is an immersive
experience which obscures PR. ARSIS uses a combination of all three, with AR/MR
used by the astronaut and VR used by MCCs.

One of the guiding design principles of ARSIS is the concept of embodied inter-
action. Embodied interaction reflects on a person’s familiarity with the real world to
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direct an experience in the digital world. Embodied interaction is the “creation,
manipulation, and sharing of meaning through engaged interaction with these
embodied phenomena” [1]. Research suggests that this concept may be useful when
MR integrates into physical space. When a user interface is integrated into the physical
space, the line between real and digital is blurred, allowing for more intuitive
interaction.

A major application of embodied interaction in ARSIS is spatial telestration
between astronauts and Mission Control. This is used as a method of computer-
supported cooperative work (CSCW). The goal of CSCW is to “allow people to
cooperate by overcoming barriers of space and time” [2]. In a setting where effective
communication is critical, telestration can make communication more natural, pro-
viding operatives the ability to show the astronaut what they mean through visual cues
rather than relying solely on audio explanations. This also provides the ability for
asynchronous communication between the astronauts and Mission Control, which is
useful in space exploration past our moon where significant communication lag may be
encountered.

2 Background

ARSIS was designed for NASA in response to the NASA SUITS challenge. The
intended user is an astronaut on EVA. ARSIS also contains communication features to
be utilized by Mission Control operatives.

NASA provided specific requirements for ARSIS which were the primary con-
sideration in the design. The next sections describe the users of ARSIS and the design
requirements in more detail.

2.1 User Profiles

Astronauts. Astronauts are required to deal with complex and changing circumstances
on EVA. Nominal procedures are read to NASA astronauts over voice by an
intravehicle (IV) crew member [7]. Astronauts also use a paper cuff checklist secured to
their wrist containing emergency procedures and their own notes [3, 7]. Former
astronaut Steve Swanson spoke to his experience on EVA at the International Space
Station (ISS), saying, “We have to rely on Mission Control to help us out. They
monitor our suit data, so we don’t really get that insight into a lot of things that we are
doing” [7]. A major goal of ARSIS is displaying more information to the astronaut to
increase autonomy. Another important consideration is that EVAs can last up to 8 h
[4]. Fatigue may set in, making the minimization of cognitive load crucial. Studies have
shown that use of MR UIs through a HUD does not increase cognitive load [5].
According to a review of 87 studies by Santos et al. as cited by Leonard and Fitzgerald
[6] MR can even reduce cognitive load. Finally, while current EVAs take place pri-
marily on the ISS, ARSIS is also designed to be used for planetary exploration on the
moon and Mars. Astronauts will face new challenges on planetary EVAs including
navigating terrain, documenting and sampling geology features, and more [8].
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Mission Control Operatives. Mission Control operatives provide support to the
astronaut on EVA. Swanson spoke to the experience of Mission Control operatives,
noting that constant voice communication with astronauts slows them down. “Right
now there is so much communication from the crew that they are always listening and
trying to figure out what is going on, and then the little bits of time that they have that
people aren’t talking they get a lot of work done. It would be more efficient if we could
communicate without all of the voice” [7].

2.2 Design Requirements

Following are the design requirements for the SUITS 2020 challenge [8]:

1. EVA task instructions shall be displayed
2. The astronaut must be able to access the status of the spacesuit at any time
3. The astronaut shall be able to communicate with ground control at any time
4. A caution and warning system must be implemented to inform the astronaut about a

spacesuit anomaly
5. In case of an interruption, the astronaut must be able to continue the task on hand

seamlessly
6. The user interface shall not permanently impede the astronaut’s ability to perform
7. All hand gestures must be operable with EVA gloved hands (like heavy ski gloves)
8. The user interface shall take field notes for lunar sampling

3 UI Navigation

One of the most important design challenges tackled by ARSIS is UI navigation. Many
HoloLens applications use hand gestures as a primary form of user input. However, this
is not practical for the intended user of ARSIS. Astronauts currently wear thick gloves
on EVA [3] and need to use their hands for their work. Voice control is an alternative
available in HoloLens 1 and which is already being developed for control of robots in
space by The German Aerospace Center in partnership with Mozilla [9].

Thus, ARSIS uses two interchangeable modes of UI navigation: voice commands
and gaze + voice. These modes are detailed in Sects. 3.1–3.2. A third possibility for
navigation is eye tracking, which studies have shown has promise as a mode of UI
navigation [10, 11].

Menus are anchored in space and appear directly in front of the user when opened.
Users can close a menu by using a voice command while looking at it. Multiple
different menus can be opened at a time, although not multiple copies of the same
menu. If a user attempts to do this, the currently open menu will be moved to where the
user is looking.

Some information, such as sensitive biometric data, warnings, and an indicator of
microphone input, is configured to appear at the corner of the user’s view instead of
staying anchored in space. This information is non-interactable.
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3.1 Voice Commands

All ARSIS functions are accessible by a unique voice command. Voice commands
must be prefaced by the “Adele” keyword to aid in accurate recognition.

Many voice commands, such as the commands to open menus, can be called at any
time. On the other hand, commands which act on an open menu are only recognized
when that menu is open. Menus include buttons with the names of possible voice
commands to aid in navigation of the voice interface and memory of commands.
A help menu contains a list of commands. During testing, users are also given an arm
sleeve which holds a printed list of common voice commands.

A microphone icon at the top left of the ARSIS display modulates in size based on
the volume of audio input. When a command is recognized, the icon turns red and the
name of the command appears briefly next to the microphone icon. This was designed
to mitigate user confusion over whether their command was understood correctly.

In case of voice command failure, a manual override can be called by Mission
Control. This is detailed in Sect. 4.5.

3.2 Gaze + Voice

When a user looks directly at a button on a menu (determined using headset rotation),
the button will light up. The user can then use the “Adele choose” voice command to
select that button. This is a useful alternative for buttons with titles that would be long
or ambiguous to pronounce (e.g. selecting a field note by date to view more details).
This is also useful if a user finds that a voice command is not recognized reliably.

4 Features

ARSIS is a fully functional HoloLens 1 application which allows users to do the
following, detailed in Sects. 4.1–4.5:

• Record and view spatial translation information
• View procedures via menus anchored in physical space
• Monitor biometric data
• Enter field notes through an interactive questionnaire
• Communicate with Mission Control through spatial telestration
• Receive additional help from Mission Control including remote UI navigation and

real-time procedure and diagram updates

Translation
ARSIS includes several systems that can be used to help the astronaut navigate to the
work location. One system provides collaborative communication through telestration.
This system is described in Sect. 4.4. Additionally, another system provides an
autonomously controlled “breadcrumb” trail. When activated, the system renders a trail
in the space showing the user’s location over time. These paths can then be saved and
used to navigate back to the starting point, or for navigation to the same location in the
future.
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ARSIS also includes a toggleable top-down map which shows users the spatial
mapping data gathered from the HoloLens infrared sensors, as well as the user’s current
position on the map denoted by a red dot. This map is pictured in Fig. 1.

4.1 Procedure Instruction

Upon reaching the work location, the user can activate the procedure instruction
interface, shown in Fig. 2. This interface allows astronauts to view task instructions
anchored in space. The user can open the appropriate procedure and navigate through it
using commands such as “next” and “previous.” Commands are also available for
displaying diagrams.

4.2 Biometrics

ARSIS displays biometric information including suit pressure, oxygen, and other rel-
evant values. Currently this information is simulated over a web server.

All measured information is shown in the biometrics menu, with colors indicating
whether each value is in the expected range. However, it is important for astronauts to
monitor the most sensitive information without having to open a menu. For this reason,
a time left value (the smaller of oxygen time and battery time) is always shown
persistently in the bottom left of the display. If biometric values are outside of the
expected range or if another anomaly is encountered, a warning will be shown on the
display.

Fig. 1. Top-down map (Color figure online)

Fig. 2. Example procedure instruction
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4.3 Field Notes

The field notes interface presents users with an interactive questionnaire used to doc-
ument information about geology features. At the end of the questionnaire, users are
asked to take a picture of the geology feature. Both the image and the questionnaire
answers are stored on the device for future reference.

4.4 Telestration

When astronauts encounter unexpected scenarios or difficulties with procedures, voice
communication with Mission Control is the current standard for resolving these issues.
Spatial telestration adds a visual layer to the interaction. Spatial telestration has already
been successfully implemented in surgical procedures [12]. It also allows for a form of
asynchronous communication that may be beneficial in situations with communication
delay. According to Swanson, back and forth communication is difficult with a com
delay. He remarked, “If you can do it visually… that’s going to give the person much
more information more quickly and in a way where they are not going to have a
conversation back and forth” [7].

ARSIS includes two Ground Station applications through which telestration can
take place, one in VR and one which can be used on a desktop computer. This feature
builds upon work such as that by Kato and Billinghurst [13]. In ARSIS, spatial
mapping data from the HoloLens is sent over a network to the Ground Station
applications. This data is then rendered in VR or on the desktop. Mission Control
operatives can see a marker of the astronaut’s location and can move around the space
to see it from different angles. They can draw annotations in a manner similar to that
described by Arora et al. [14]. The annotations will then be sent back and rendered in
real space on the HoloLens display, as shown in Fig. 3.

Operatives can also choose from a selection of preset icons (arrows, circles, etc.) to
place in the space instead of or in addition to drawn annotations.

4.5 Additional Mission Control Features

If the astronaut is unable to use voice commands due to noise, a failure in the system,
etc., Mission Control operatives can use a web portal to call commands remotely. The

Fig. 3. Spatial telestration – Mission Control drawing (right) and HoloLens view (left)

226 O. Thomas et al.



web portal also includes functionality to upload new procedures and diagrams to be
displayed on the HoloLens. In the future, this web portal could be combined with the
desktop telestration application for a more cohesive experience.

5 Testing Results

ARSIS underwent testing at Johnson Space Center (Houston, Texas, USA). During
these tests, astronauts and industry experts successfully used the system to complete
simulated EVA tasks.

In a separate UX test conducted at Boise State with 15 participants, 100% of users
(high school students, parents, and university staff) reported that they would prefer
ARSIS to complete a task over instructions delivered via paper or a tablet. 75% of users
reported that the interface (which at the time used only voice navigation with no gaze
option) was either somewhat or extremely easy to use. However, ease of using voice
commands was a common complaint and 67% reported difficulty using the voice
interface in a loud environment. The problem of noise would be less prevalent in outer
space. However, these results prompted the addition of gaze-based navigation and the
consideration of eye tracking as a future possibility. According to Swanson, a navi-
gation solution which does not require voice would be beneficial as it would avoid
taking up voice loop time with Mission Control [7].

The spread of COVID-19 in the United States in Spring 2020 prevented UX testing
of the features developed during that time, including extensive testing of telestration
features. Additional testing is planned in the future.

6 Conclusion

Further work on ARSIS will explore additional methods of interaction between the
Ground Station applications and HoloLens system, approaching telepresence. Other
areas of possible expansion include object recognition, eye tracking for UI navigation,
and solutions for high and low light scenarios.

While applied specifically to the field of aerospace, the information display and
communication methods demonstrated in ARSIS have applicability in a wide variety of
instructional and operational scenarios where displaying information in space and/or
collaborating with a remote expert are of value. As more and more information and
communication become available digitally, the importance of displaying this infor-
mation in a meaningful, context-driven manner, as accomplished by spatial systems
like ARSIS, will only increase.

Acknowledgements. Special thanks to our faculty advisors, Dr. Karen Doty and Dr. Steve
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Mercury’s Boots: Extending Visual
Information and Enabling to Move Around

a Remote Place for VR Avatar
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Abstract. In this research, we develop a mobile telepresence robot displaying a
light field image of the VR avatar synchronizing its posture to that of the VR
performer and VR controlling application rendering a point cloud of the scene
before the robot to the VR system with an RGB-D camera. Both our robot and
application communicate with each other via WebRTC. Our remote commu-
nication system compresses depth data approximately 100 kB, sends every
about 200 ms and decodes it for 20 ms in average as the result of our perfor-
mance test. In our online survey, 105 subjects generally expected our expecting
effects, but some of them worried or suspected the limitation concerned to VR
technology, network, or emotional expression of avatars.

Keywords: VR avatar � Telepresence � Remote communication

1 Introduction

Under today’s widespread of communication devices and networking infrastructure in
the world, enormous remote communication services or applications have been laun-
ched [1]. Some of them use a CG model called “avatar” to communicate with others
[2]. Eventually, social VR services or “VTubers”, who are live streamers performing as
a digital character have appeared in recent years [3]. Though using an avatar for remote
communication become popular today, there are significant limitations for bidirectional
communication or interaction such as running around live stages, eye contact, hug, or
shake hands.

By the way, telepresence robot is used for various purposes from business to
personal use [4]. These robots can take people having physical, economic, or health
problems to distant places, work in dangerous areas or situations, and move in or
interact to the real world unlike video contents or software. However, it can hardly
produce complex gestures and facial expressions, or its reliability, robustness, and
maintainability will be decreased even if required components are installed.

In this study, we develop a mobile telepresence robot displaying a light field image
of the VR avatar and VR application showing a point cloud of the remote area to the
VR performer so that a VR performer and his or her audience can communicate with
each other as if they feel they are in the same place (Fig. 1).
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Our research features and contributes are in the followings.

– VR: performer
• 3D rendering of a remote place using RGB-D images and point cloud.
• Enhancement of the sense of immersion in a remote location through VR

– Robot: audience.
• Emphasizing the presence of avatars by showing a light field image.
• Move an avatar in the real world.
• Represent emotional expression such as gesture or face.

2 Related Works

2.1 Virtual Avatar

Recently, besides social VR services, platforms of virtual avatars, which is specialized
in delivering live performance or live chat, were getting fulfilled [5]. Live shows of
virtual avatars have been held in succession [6], and facilities for supporting live shows
with virtual avatars also opened [7]. In addition, we can find some cases utilizing
virtual avatars in economic or social activities [8, 9].

2.2 Avatar Robot

Until today, large number and variety of telepresence robot have been researched and
developed [4]. One of the representative robots is TELESAR researched and developed
by Prof. Tachi and his laboratory [10]. “Orihime” has been provided for people with
disabilities, especially for ALS patients [11].

2.3 Researches for Interaction Between VR and Real

There are also some researches or applications connecting VR to the real. Chagué et al.
used IR tracking cameras to capture physical objects for their VR experience [12].
Some remote communication systems using an RGB-D camera to unite distance places

Fig. 1. VR player performing as a virtual character makes a communication with audience in
remote space via our developing robot (left). VR player can watch the audience in the place
where our avatar robot stands sterically through a point cloud (right).
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were launched [13]. Levitar displayed a stereoscopic image of a VR avatar which
moved corresponding to the VR player’s head [14].

3 System

We depict the configuration of our system in Fig. 2. Our VR system and robot are
connected to the same wireless LAN via wifi. It utilizes WebRTC API for commu-
nication processes, WebGL for drawing 3DCG models, and WebXR for VR.

The VR side is simply composed of a VR-ready computer and VR devices (HMD,
tracking cameras, and VR controllers). On the other hand, robot side is built with a
microcontroller unit (MCU), RGB-D camera, light field display, and two-wheel dif-
ferential driving unit. The MCU manages communication process, 3DCG drawing
process, and controlling its driving unit. The RGB-D camera scans the 3D geometry of
audiences and their place, and the driving unit moves the VR avatar as the VR player’s
operation. We also adopt a light field display of the video output device for enhancing
the presence of the avatar.

Fig. 2. System configuration.
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4 Implementation

All devices used in our system are in Fig. 3 (light), and every component is listed in
Table 1. We also develop Web applications for VR and robot side with html5, css3,
and javascript. Our applications are stored in a web server built with Apache 2, and our
VR system and robot execute each corresponding application by accessing it.

4.1 VR Side

Our VR system draws a VR avatar with using WebGL and WebXR. Every frame the
posture of the VR HMD and controllers is applied to the avatar.

Fig. 3. All devices in our system (left). Connection of all components in our robot (right).

Table 1. Hardware components.

Side Component Device

VR Computer VR-Ready PC (with NVIDA GTX 1070)
VR HMD HTC Vive

Robot Drive unit TurtleBot3 Burger
MCU NVIDIA Jetson Nano (Ubuntu 18.04)
Camera Intel RealSense D435
Display 8.9″ Looking Glass

Fig. 4. Point cloud shown in the VR (left). The object captured with an RGB-D camera (right).
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The VR performer can see a 3D image (point cloud) of the remote place captured
from the RGB-D camera attached to the robot (Fig. 4). It renders a point cloud of the
remote place from an RGB and depth image received via WebRTC.

The rendering processes are the followings.

1. Decoding the compressed depth image data with RVL (see Sect. 4.2).
2. Converting the raw depth image from unsigned short to float.
3. Generating a texture from a transformed array.
4. Drawing a point cloud based on the generated depth texture and RGB image.

4.2 Robot Side

Figure 3 (right) illustrates the connection of all components in our robot. This robot
shows an image of the VR avatar sterically with the light field display, and also obtains
the 3D geometry of the scene before the robot by using the RGB-D camera. Captured
image has a resolution of W424 � H240 pixels and is transferred to the VR application
after compressing the depth image with RVL compression algorithm [15]. This robot
can be moved by the VR performer and the avatar image shown in its display syn-
chronizes to his or her posture.

4.3 Media and Data Communication

Our VR system and robot share the posture and input of the VR performer and the
three-dimensional geometry of the scene in front of the robot via WebRTC.

The details of the whole data the system exchanges are listed in Table 2. All data
exchanged via Data Channel are converted to JSON format. Owing to sending a large-
size data depth image, the system disables ordered transfer and limit re-transmission
time within 500 ms when opening a data channel. We aim to compress the data size by
setting the depth over a certain threshold to zero so as to increase the number of chunks
of zero-pixels.

Table 2. Directions and contents of our communication system with WebRTC.

API From To Content

Media stream Robot VR RGB image from RGB-D camera
Data channel Robot VR Tag: “depth”

Width and height of depth image
Array data of compressed depth image

VR Robot Tag: “posture”
Posture and input of VR performer
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5 Experiment

5.1 Performance Test

We evaluated our system to display a point cloud of the remote place by measuring the
interval of receiving a depth data, the receiving and decoding time, and compressing
size and rate of it. Support that compressed depth data is contained in a 32-bit unsigned
integer array and raw depth image in a 16-bit unsigned integer array, compressing rate
is calculated with the following equation:

Compressing rateð Þ ¼ Lcd � 4ð Þ= w � h � 2ð Þ ð1Þ

where Lcd is the data size, w is the width, and h is the height of the depth image
(Table 3).

First, we compared its performance by changing the depth threshold to
(a) 1000 mm and (b) 2000 mm (the size of depth image is W424 � H240) (Table 4).

Second, we also compared its performance by changing the size of depth image to
(a) W424 � H240 (same as the case (a) in the previous test), (b) W480 � H270, and
(c) W640 � H480 (the depth threshold is 2000 mm).

On the whole, even the system spent nearly 20 ms to decode, it took over 200 ms
in average and the framerate of redrawing a point cloud goes down to less than 5 fps.
We will improve it by optimizing arrangement of depth data in an array because the
size of compressed data itself is relatively large (over 100 kB).

Table 3. Measurement results among thresholds of distance.

Threshold Transfer
interval (ms)

Receiving
time (ms)

Decoding
time (ms)

Data size (kB) Compressing
rate

1000 mm 218.37 ± 32.45 21.08 ± 3.95 3.23 ± 0.98 89.80 ± 13.76 0.44
2000 mm 241.01 ± 26.27 18.36 ± 2.34 3.10 ± 0.98 127.99 ± 10.05 0.63

Table 4. Measurement results among sizes of depth image.

Image size Transfer
interval (ms)

Receiving
time (ms)

Decoding
time (ms)

Data size (kB) Compressing
rate

424 � 240 241.01 ± 26.27 18.36 ± 2.34 3.10 ± 0.98 127.99 ± 10.05 0.63
480 � 270 269.24 ± 34.31 18.71 ± 1.93 2.97 ± 1.82 117.18 ± 21.93 0.45
640 � 480 279.60 ± 24.98 17.73 ± 1.48 2.33 ± 0.33 100.12 ± 1.19 0.16
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5.2 Preliminary Survey

In order to expect potential and utility of our proposal system, we conducted a web
survey in Japan. We have finally collected answers from 105 people from 20s to 50s
who had VR experiences (of which 50 males, 53 females and 2 non-respondents). We
mainly asked their impressions of CG avatars utilized for economic or social activity
and expectation to our proposal system.

The subjects rated 6 types (P1: easy to talk, P2: familiarity, P3: presence, P4:
credibility, P5: psychological distance, and P6: discomfort) of impression to them on a
5-point scale (1: not at all - 5: definitely agree), and wrote their impressions of the
experience, problems, and desired interactions. Then, they also rated and wrote about
their impression and expecting features of our developing system after seeing its
operating images. The whole questions in five-point scale evaluation are Q1) More
realistic than display, Q2) More powerful than display, Q3) Psychological distance
closer, Q4) Familiar than mechanical robots about our robot, and Q1) More realistic
than display, Q2) Feel as if you talk with remote people in the same place, Q3)
Psychological distance closer, Q4) More immersive in remote areas, Q5) Make the
environment and situation of distant places comprehensive about our VR system.

The results of the evaluation are shown in Fig. 5. None of the items were extremely
positive or negative towards the real world use of avatar, while our remote commu-
nication system was generally rated 4 or more favorably. Especially for the VR system,
the question 1 and 5 were rated 4 or higher by more than 80% of subjects.

We also summarize some remarkable impressions and opinions in below:

– Utilizing an avatar for economic or social activity
• More realistic than they expected.
• Something different from a real person because of the gap between their

appearance and voice, psychological distance, and incomplete expressions.
• Technical limitations or problems, especially in VR sickness or time lag.
• Presenting the five senses, physical actions from the avatar, participation in

events in remote areas, and solving social isolation were desirable.
– Mobile robot that displays a light field image of an avatar

• Useful for visiting remote areas, guide, signage, and live performances.
• The two main problems are the drive unit is large and display area is small.

Fig. 5. Results of the 5-point scale evaluation for the impression of VR avatars (left), mobile
robot with a 3D avatar image (middle), and point cloud of the remote area in VR (right).
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– Point cloud of the remote place rendered in VR
• Enhancing the presence and reality of the remote place.
• Useful for visiting remote areas, working at dangerous sites, and collaborative

work with people in a remote place
• Subjects requested sharpening image, presenting thermal or tactile sense.

6 Conclusion

For the purpose of extending remote communication, we develop a new mobile
telepresence robot and VR application with using a VR avatar. Our robot enables a VR
avatar to move around a distant place by displaying a light field image of the avatar and
driving its wheels as the VR performer’s control. In our VR system, the VR performer
can see a point cloud of the remote place through the HMD.

We conducted a performance test and online survey of our system. In the perfor-
mance test, we inspected our transfer system for compressed depth data. The decoding
time was about 20 ms, while the average transfer interval was almost always over
200 ms because the data size exceeded 100 kB. We also conducted a preliminary
survey for 105 people with VR experience. Our system was generally rated highly.
Some subjects told that our system could be used for remote visit, signage or facility
guidance, and collaborative work in remote areas.

In future, we will improve the compression algorithm, enable a VR performer to
represent emotional expressions as his or her will, and examine how our proposal
system effects remote communication through user studies.

References

1. Odlyzko, A.: The history of communications and its implications for the internet. SSRN
Electron. J. (2000). https://doi.org/10.2139/ssrn.235284

2. Ventrella, J.J.: Virtual Body Language: The History and Future of Avatars: How Nonverbal
Expression is Evolving on the Internet. ETC Press, Pittsburgh (2011)

3. Bredikhina, L.: Designing identity in VTuber era. In: Proceedings of Laval Virtual VRIC
ConVRgence 2020, pp. 182–184. https://doi.org/10.20870/IJVR.2020...3316

4. Kristoffersson, A., Coradeschi, S., Loutfi, A.: A review of mobile robotic telepresence. Adv.
Hum. Comp. Int. 2013 (2013). Article 3, 1 page. https://doi.org/10.1155/2013/902316

5. Wright Flyer Live Entertainment Inc.: Reality (2018). https://reality.wrightflyer.net/
6. Ichikara Inc.: Virtual to Live in Ryogoku Kokugikan (2019). https://event.nijisanji.app/

vtlryougoku2019/
7. Pony Canyon, Inc.: Harevutai (2020). https://harevutai.com/#
8. ADVAC Corp.: Vataraku (2018). https://saisyun-kaiba.com/vataraku/
9. Heroes Inc.: AVASTAND (2019). https://www.heroes-tokyo.com/
10. Fernando, C.L., et al.: Design of TELESAR V for transferring bodily consciousness in

telexistence. In: 2012 IEEE/RSJ International Conference on Intelligent Robots and
Systems, Vilamoura, pp. 5112–5118 (2012). https://doi.org/10.1109/iros.2012.6385814

11. Ory Laboratory: OriHime (2012). https://orihime.orylab.com/

236 K. Toda and S. Hayashi

https://doi.org/10.2139/ssrn.235284
https://doi.org/10.20870/IJVR.2020...3316
https://doi.org/10.1155/2013/902316
https://reality.wrightflyer.net/
https://event.nijisanji.app/vtlryougoku2019/
https://event.nijisanji.app/vtlryougoku2019/
https://harevutai.com/
https://saisyun-kaiba.com/vataraku/
https://www.heroes-tokyo.com/
https://doi.org/10.1109/iros.2012.6385814
https://orihime.orylab.com/


12. Chagué, S., Charbonnier, C.: Real virtuality: a multi-user immersive platform connecting
real and virtual worlds. In: Proceedings of the 2016 Virtual Reality International Conference
(VRIC 2016), article 4, pp. 1–3. Association for Computing Machinery, New York (2016).
https://doi.org/10.1145/2927929.2927945

13. Stocking, H., Gunkel, S.N.B., De Koninck, T., van Eersel, M., Kok, B.: AR/VR for
conferencing and remote assistance. In: Proceedings of Laval Virtual VRIC ConVRgence
2020, pp. 175–177 (2020). https://doi.org/10.20870/IJVR.2020...3316

14. Tsuchiya, K., Koizumi, N.: Levitar: real space interaction through mid-air CG avatar. In:
SIGGRAPH Asia 2019 Emerging Technologies (SA 2019), pp. 25–26. Association for
Computing Machinery, New York (2019). https://doi.org/10.1145/3355049.3360539

15. Wilson, A.D.: Fast lossless depth image compression. In: Proceedings of the 2017 ACM
International Conference on Interactive Surfaces and Spaces (ISS 2017), pp. 100–105.
Association for Computing Machinery, New York (2017). https://doi.org/10.1145/3132272.
3134144

Mercury’s Boots 237

https://doi.org/10.1145/2927929.2927945
https://doi.org/10.20870/IJVR.2020...3316
https://doi.org/10.1145/3355049.3360539
https://doi.org/10.1145/3132272.3134144
https://doi.org/10.1145/3132272.3134144


Comparison of Different Information Display
Modes for Smart Glasses Assisted Machine

Operations

Chao-Hung Wang1, Chih-Yu Hsiao1, An-Ting Tai1,
and Mao-Jiun J. Wang2(&)

1 Department of Industrial Engineering and Engineering Management,
National Tsing Hua University, No. 101, Sec. 2, Guangfu Road, Hsinchu 30013,

Taiwan R.O.C.
2 Department of Industrial Engineering and Enterprise Information, Tunghai

University, No. 1727, Sec. 4, Taiwan Boulevard, Xitun District, Taichung 40704,
Taiwan R.O.C.

mjwang@ie.nthu.edu.tw

Abstract. A pair of commercially available smart glasses, Epson BT-200, was
evaluated with different information display modes for assisting machine
operators. Two information display modes were selected, displaying animated
images only, and displaying animated images with text illustrations. Direction
prompts were added in the system. Whether the prompts are helpful or not was
also discussed in this study. Task completion time and error rate were collected
during the experiment. System Usability Scale (SUS) and NASA-Task Load
Index (NASA-TLX) were used to collect subjective information after each
experiment. Twenty participants (10 males and 10 females) were recruited. The
results showed that the display mode of having smart glasses displaying ani-
mated images versus displaying animated images with text illustrations showed
no significant difference in task completion time and error rate. But the signif-
icant difference was found in the result of SUS scores. Participants preferred the
display mode of animate images with text illustrations according to the SUS
scores. Moreover, the results indicated that the use of direction prompts had
significant influences upon all the measures. Participants completed the tasks
faster and had lower error rate by using the smart glasses with direction prompts.
And the results of subjective ratings also showed higher SUS score and lower
NASA-TLX score were associated with using smart glasses with direction
prompts. Thus, the implementation of using smart glasses to guide machine
operations should be considered the design of adding direction prompts to
increase efficiency and effectiveness of the operations.
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1 Introduction

With the trend of promoting Industry 4.0, the awareness of developing smart factory is
becoming more universal around the world. Smart glasses are considered to be
advantageous for assisting machine operators in smart factory environment. Smart
glasses can simultaneously assist operators to work with their hands free, and provide
required information through the lens [1]. The transparent displays of smart glasses
allow operators to read instructions virtually, and the functionality of augmented reality
(AR) have been identified helpful for the operators in shop-floor [2]. Paelke (2014) [3]
proposed virtual instructions for assembly tasks in a pair of optical see-through glasses,
and indicated that participants without prior experience in assembly tasks were also
able to complete the tasks. Zheng et al. (2015) [4] designed a wearable solution for
industrial maintenance tasks by using Google Glasses, which contained virtual work-
flow guidance via pictures, videos, and voice annotations. Smart glasses or head-
mounted displays (HMDs) were widely used in the industry universally, various
evaluations of smart glasses/HMDs used in factory floors were exhibited in recent
years. Such as, comparing video see-through glasses with optical see-through glasses
for displaying virtual annotations [5], comparing Google Glasses with tablet PC for
assembly tasks [6], or comparing different types of augmented reality smart glasses on
the market [2]. However, research focusing on the information display of smart glasses
for the machine operations was few.

Augmented reality technology has been widely applied in various fields. By
superimposing virtual objects and animations onto the scenes in real environment, AR
was considered a promising technology for assisting maintenance operations, including
dis/assembly, repair, inspections, and training [7]. In order to enhance the effect of AR,
cues or prompts were added to help operators to understand the direction or sequence.
Tonnis and Klinker (2006) [8] compared 3D arrow with bird’s eye perspective
demonstration for an AR head-up display tasks, and indicated the 3D arrow was
preferable for the participant drivers. Henderson and Feiner (2010) [9] designed an AR
head-worn display system for assisting mechanics, where virtual arrows were also
included to guide mechanics’ attention. Rehrl et al. (2012) [10] proposed a mobile AR
system for navigating pedestrians, and they put semi-transparent circles on the overlay
for cuing users the destination. Sanna et al. (2015) [11] exhibited an AR step-by-step
assembly task, and they provided arrows for operators to travel among steps. Renner
and Pfeiffer (2017) [12] demonstrated different virtualizations for a picking and
assembly task, and they discovered the in-view image and in-situ line guiding methods
were preferred.

Based on the review of previous studies, different guidance and information modes
led to different results. Thus, this study aimed to evaluate the performance of machine
operation under two information modes (animated images only and animated images
with text) and two situations of direction prompts (with prompts or without prompts).
Completion time and error counts were collected during the experiment as the objective
performance measures, system usability scale (SUS) [13] and NASA task load index
(NASA-TLX) [14] questionnaires were filled after each experiment for understanding
the satisfaction and mental workloads.
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2 Materials and Methods

2.1 Participants

Twenty participants (10 males and 10 females) were recruited, the average age was
22.8 (±1.33) years. All of them were graduate students of engineering school at
National Tsing Hua University (Taiwan). They had basic knowledge of machine
operations. Participants had to wear the BT-200 during the experiment. Thus corrected
vision of 20/20 was required for each participant.

2.2 Apparatus and Materials

A coil straightener machine was selected as the research target in this study. The whole
operation process contains 14 steps. The instruction of each step was designed and
displayed in the smart glasses—BT-200. Two types of information modes (animated
image only and animated image with text) were included. The appearance of animated
images for both modes were consistent. The only difference was the text illustrations.

Besides, considering the real situation of operating a coil straightener, operators
have to move back and forth aside the machine. Direction prompts were added to the
experimental design to find out whether the prompts can affect the performance or not.
The appearance of direction prompts was designed as a little yellow arrow with text of
the next step. Figure 1 shows the two information modes and the direction prompt.

2.3 Experimental Design

A factorial design was employed. The independent variables were information display
modes (animated image only, and animated image with text) and direction prompts
(with, and without). The dependent variables were completion time, error counts, SUS,
and NASA-TLX scores. Each participant had to complete the 14-step procedure in each
sub-experiment, and 4 sub-experiments were included (animated image with prompts,
animated image without prompts, animated image with text and prompts, and animated
image with text and no prompts) in the whole experiment. In order to reduce the
learning effects, all the sub-experiments were randomly arranged and the machine
parameters were varied every time.

Fig. 1. The illustration of display with animated image only mode (left), animated image with
text mode (middle), and the appearance of direction prompt (right).
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2.4 Statistical Analysis

The recorded data was first processed in Microsoft Excel. Two-way analysis of vari-
ance (ANOVA) were conducted using SPSS 17.0 (IBM Inc) with a = 0.05.

3 Results

Table 1 shows the summarized ANOVA results, both the objective and subjective
measures were listed. Information mode showed significant effect in SUS score. The
use of direction prompt showed significance in completion time, error counts, SUS, and
NASA-TLX scores. No interaction was found between information mode and direction
prompt.

3.1 Information Display Mode

As Table 1 shows, the significant effect of information display mode was only found in
SUS score (p = 0.02 < 0.05). Animated image with text received a better score of 76.5
(±17.52) than the animated image having the average score of 67.38 (±17.95).

3.2 Direction Prompt

The use of direction prompts affected all objective and subjective measures. The
average completion time for operations with prompts (160.48 s) was significantly
lower than the average completion time for operations without prompts (179.78 s). In
addition, operations with prompts had significantly lower error counts (0.43) than the
error counts for operations without prompts (0.78).

As for the SUS scores, the average rating for operations with prompts was 77.63
(±14.81), and was significantly higher than the average rating for operations without
prompts 66.25 (±19.67). And for scores of NASA-TLX, the average rating for oper-
ations with prompts was 30.08 (±13.95), and was significantly lower than the average
rating for operations without prompts 40.42 (±17.10). Figure 2 showed the differences
direction prompt effect for both the objective (left) and subjective (right) measures.

Table 1. Z. Summarized ANOVA results for objective and subjective measures.

Objective Subjective
CT ERR SUS TLX

Information mode *
Prompt * * ** **
Information mode*Prompt

Note: * p < 0.05; ** p < 0.01; *** p < 0.001
Note: CT = completion time; ERR = error counts;
SUS = system usability scale; TLX = NASA-TLX
scale.
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4 Discussion

The results showed the information display mode effect was significant on SUS score.
The participants were more satisfied with the information display mode of animated
image with text. Since the operation process contained various actions, such as pressing
a button, lifting a handle, or adjusting a roller, some of the steps were hard to com-
prehend by viewing the animated images without any illustration. Diaz et al.
(2015) [15] reported that AR application using audio and text as supplementation can
lead to a better quality of learning. As for the system usability of animated image
without text, the rating score was only 66.25, which was below 70 and was considered
as “poor” system usability [16].

Moreover, operations with direction prompts received an overall positive outcome
compared to the operations without prompts. Operating with direction prompts had less
completion time and error counts, and had a lower NASA-TLX score and a higher SUS
score. For AR applications of using virtual objects to guide users, Henderson and
Feiner (2010) [9] used 2D and 3D arrows to direct mechanics’ attention. Volmer et al.
(2018) [17] compared different kinds of cues for AR procedural tasks, and reported that
using “lines” to guide users had the best outcome, and the condition of using none cues
had the longest response time and higher errors.

5 Conclusions

This study focused on evaluating the effect of information display for machine oper-
ation tasks using the BT-200. The results of objective performance showed no dif-
ference between the two information display modes (animated image and animated
image with text), but the results in SUS score was significant. More conditions of
information display modes should be included in the future. The results showed that the
use of direction prompts were helpful to accomplish this task. The outcome was
reasonable, due to the operation process of the coil straightener machine required
participants to move back and forth. In conclusion, direction prompts should be con-
sidered in similar situations, to guide the operators and to increase operation
performance.

Fig. 2. The comparisons of operating with and without direction prompts on objective (left) and
subjective (right) measures.
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Abstract. This manuscript builds a firefighting training system using AR
functionality designed for home use. In the system, the user can practice
manipulating a fire extinguisher to put out the fire burning in the room. The
speed of fire is examined to yield the sense of urgency and a pilot experiment is
conducted. The result shows that the mechanism a fire’s flame continues to
spread if nothing is done, could give the subject a sense of urgency while there
are opinions that the image quality of the camera is low, and that the brightness
of the virtual object is different.

Keywords: Pilot experiment � Firefighting training � Disaster prevention �
Mixed reality

1 Introduction

In recent years, with the development of virtual reality or VR technology, the use of
VR in evacuation training for disasters has become reality. Unlike real evacuation
training, the training in VR can be performed safely in any location and time. However,
for the use of VR, it is necessary to prepare a tracked open space to avoid collisions
between the user and objects during the training because the real space is invisible to
the user. So, it is not so easy to train at home. Kawano et al. [1] developed an
evacuation training method in augmented reality or AR using a tablet PC. AR is a
technique of displaying computer-generated objects overlaid on the real space simul-
taneously and it provides the user with a feeling as if those objects existed in the real
space. In their method, the user carries a tablet PC and does the training intuitively and
safely. However, it is difficult for the user to feel the sense of urgency because the user
sees the AR space just through a small screen of the tablet PC, resulting in lack of
reality, immersion, and feelings of those virtual objects in existence. In addition, it is
difficult to operate virtual objects. In that respect, the HTC VIVE allows a wide range
of training that can be performed using the controller. Therefore, in this study, a
prototype of a fire fighting training system in AR using a head mounted display or
HMD is built and a pilot experiment in sense of urgency is conducted. An HMD
provides a wide field of view with the user’s eyes to yield high reality, high immersion,
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and high fidelity of existence of virtual objects. Referring to the research of Yoshioka
et al. [2], it was found that a sense of time leads to a sense of urgency. In this study, the
speed of the fire’s flame spreading is discussed to have the user feel the sense of
urgency.

2 Firefighting Training System

In our system, a subject wears a video see-through HMD and puts out a fire with a fire
extinguisher, which has occurred at a preset location in the AR space. Table 1 shows
the hardware setups and their specs used for our system. To simulate a fire in the AR
space, our system employs the game engine of Unity and VIVE SRWorks SDK 0.9.0.3
for adding AR functions to VIVE Pro. For example, a 3-dimensional representation,
called a mesh, of the surrounding objects such as walls, desks, chairs, ceiling and other
things are built and available in real time. The fire has already been burning when the
system starts to run, and it spreads over time. As the user sweeps the nozzle of the fire
extinguisher on the fire, it gradually gets smaller and eventually goes out. Figure 1
shows a mesh of the surrounding objects built by VIVE Pro, and Fig. 2 shows a stereo
image of a simulated fire which is placed on the mesh. Spreading time of the fire is
assumed to be 20 s for general households and an amount of smoke increases in
proportion to the size of the fire’s flame. The user sprays materials from the nozzle of
the fire extinguisher by pressing a button on the VIVE controller. The controller
vibrates during spraying. The position of the simulated fire is hopefully chosen on the
mesh in a random manner, but it is constant now of our system.

Table 1. Hardware setups

HTC Vive pro Resolution 2880 * 1600 pixel
Refresh rate 90 Hz
Viewing angle 110°
Weight 765 g

PC CPU Intel core i7 7820x
Graphics Card GeForeceGTX1080ti
Memory 16.00 GB
OS Windows10pro 64bit
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Fig. 1. The obtained mesh

Fig. 2. Computer-generated fire in Unity

Fig. 3. A floor plan and dimensions of the room where the experiment is conducted
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3 Experiment

The purpose of this experiment is to make a prototype of a firefighting training system
and conducts a pilot experiment in sense of urgency. To evaluate the sense of urgency,
the questionnaire with a five-point scale of 1 being no and 5 being yes shown in
Table 2 is employed, referring to Yoshioka et al. [2] and Iimura et al. [3]. Figure 3
shows a sketch of the room used for the experiment. The subject’s starting point is
shown in blue, and the fire-starting point is shown in red. Figure 4 shows a scene of the
experiment, and Figs. 5 and 6 show the progress of firefighting.

There are 7 subjects (7 males) with the ages between 20 and 24. The flow of the
experiment is shown below.

Step 1. Ask the subject to wear an HMD and use our system until they get used to
manipulating the VIVE controller and handling how to use the fire extinguisher.
Step 2. Instructs the subject to put out the fire.
Step 3. The training lasts until the size of the fire’s flame reaches the ceiling or
disappears completely.
Step 4. Remove the HMD and ask the subject fill out the questionnaire and note
down an overall impression of the system.

Fig. 4. A subject who is performing the firefighting in our training system

Table 2. Questionnaire

Q1 Did you feel as if you were in a fire?
Q2 Did you feel you had to put out the fire soon?
Q3 Did you feel the flame approaching?
Q4 Did you feel sick during the experiment?
In addition, note down an overall impression of the
system

Building a Firefighting Training System in MR 247



4 Result

Figure 7 shows the questionnaire result. For the questions Q1 till Q3, the average of
evaluation points is considerably larger than the neutral evaluation point of 3. For the
question Q4, all the subjects answered 1. The Wilcoxon signed-rank test shows that the
average is significantly different from the neutral evaluation point of 3 at all the
questions [T(7) = 0 at p < .05, T(7) = 0 at p < .05, T(7) = 0 at p < .05, T(7) = 0 at
p < .05]. Table 3 shows the list of overall impression of the system obtained from the
subjects.

Fig. 5. A stereo image from the HMD view at the beginning of the experiment

Fig. 6. An HMD view where the room is filled out with a large amount of smoke
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Fig. 7. Questionnaire result
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From the results, our system seems to provide the sense of urgency with the
subjects while some points in improvement were found.

Figure 8 shows the change of frame rate for one of the subjects during the
experiment. The horizontal axis shows the sequence number of frames and the vertical
one does the number of frames per second or FPS. From the figure, the FPS increased
to 90 at some points while it was stabilized at approximately 40. Considering if it is
practical, the FPS of 60 is necessary and some improvements in terms of both the
software and hardware aspects are required.

5 Conclusion

This manuscript built a firefighting training system using AR for home use and con-
ducted a pilot experiment in performance and evaluated if our system would yield the
sense of urgency by questionnaire. The results showed that the mechanism a fire’s
flame continues to spread if nothing is done, could give the subject a sense of urgency
but there is still room to take a consideration into speed of spreading.

In the future, we would like to prepare several speed patterns and conduct com-
parative experiments.

Table 3. Subject’s impression

Comment 1 I was surprised when the flame spread and approached
Comment 2 Feeling that the brightness of the real-world image and the virtual reality object

are different
Comment 3 Feel like low resolution
Comment 4 Feel a little lag
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Abstract. Immersive technologies, such as augmented and virtual reality
(AR/VR), are increasingly being utilized for training in various domains,
especially the military. Although immersive technology’s potential for meeting
specific training needs should be analyzed prior to implementation, an in-depth
analysis is not always feasible. Therefore, military acquisition personnel often
take an approach focused on logistical constraints when making decisions about
acquiring new technology for training though no solution exists to guide these
acquisition personnel through that selection process. The goal for this effort is to
develop a software tool that will equip acquisition personnel with the ability to
make evidence-based decisions about technologies for training prior to their
acquisition. This support tool will help users make informed acquisition decision
by inquiring about parameters (e.g. group size) and practical constraint (e.g.
outdoor environment) considerations through various data extraction techniques.
The ultimate goal is more efficient training as a result of guidance during the
training technology acquisition process.

Keywords: Training � Immersive technology � Defense acquisition � Support
tool

1 Introduction

The Department of Defense (DOD) acquisition workforce is defined as “uniformed and
civilian government personnel, who are responsible for identifying, developing, buy-
ing, and managing goods and services to support the military [1].” The DOD is con-
tinuously attempting to reform the defense acquisition process with the goal to reduce
wasteful spending and mismanagement of programs [2, 3]. While efforts have been
made to improve acquisition efficiency and effectiveness by enhancing workforce
capabilities, task loads and contract complexities continue to hinder progress. Further,
the Defense Acquisition University (DAU) educates and trains the acquisition work-
force across a variety of career fields (e.g. engineering, auditing, logistics, etc.), yet
there does not appear to be any focus on learning science, instructional design, or
training methodology as standalone or integrated within related courses (e.g. Science
and Technology Management). There currently is no solution available to provide
acquisition personnel with training focused guidance when determining the most
effective technological training solutions. Therefore, when acquisition personnel are
faced with the task of acquiring new technology to support learning and training within
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the military, they may not have a solid foundation to make critical decisions when
choosing optimal technology to facilitate training. The goal for this project is to
develop a software support tool that guides acquisition personnel through a learning
and training perspective, granting them the ability to make evidence-based informed
decisions when acquiring technology for training.

As the proliferation of new immersive technologies flood the market, the desire to
utilize them for training applications increases. Acquisition personnel must not suc-
cumb to temptation by the face validity (e.g. replicates the real-world or operational
environment) of these technologies to support training outcomes. Instead, decisions to
leverage new technologies, regardless of the type, should be based on specific criteria
related to learning objectives and desired training outcomes [4]. Further, they must
provide the trainee with the opportunity to learn the specific components of the tasks
and eventually support practice of those tasks as they would occur in the operational
environment. The benefits of replicating the operational environment, along with other
types of fidelity [5], are only realized when fidelity is aligned with the appropriate
phases of training [4, 6, 7]. Since acquisition personnel are not specifically educated on
training methodology, they are challenged when faced with the decision to acquire
technology that will be the most effective to facilitate successful training outcomes
while reducing cost of diminishing returns.

1.1 Our Approach

The research team is developing an acquisition support tool prototype. The tool fea-
tures a series of questions for the user in areas such as learning objectives, fidelity, and
environmental factors. The questions are being developed based on the assumption that
its users (i.e. acquisition personnel) do not typically have advanced knowledge of
training methodologies or instructional design principles. The types of questions and
wording in the tool guides the user rather than relies on knowledge of training. The
output will be a set of technology recommendation based on user responses as well as
research-based recommendations of immersive technology applications for training. To
develop a prototype, the sample of technology options available for recommendation
are scoped down to include only augmented and virtual reality (AR/VR) devices that
were available in 2019.

1.2 Aim for This Paper

This paper will focus on the design approach to extract user knowledge of the
acquisition process, describe how the information will be translated into design doc-
uments for communication with the development team, and explain how the tool will
be used. To inform tool development, a literature review was conducted on the
acquisition process for non-major (i.e. below a few million dollars) technology
acquisition. Front-end analysis, such as structured interviews with subject matter
experts, are underway to understand gaps that exist between the current and desired
acquisition process. These results will drive the design of the conceptual framework,
requirements specification, content architecture, user flows, wireframes, and mockups.
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A user-centered design methodology taking an iterative development approach is
being applied. Ideally, there is a linear sequence of activities during this process though
variability in executing them is typical, due to external events (e.g. inability to access
SMEs). The process described here will discuss some of the steps that have been
executed along with the challenges faced thus far and implemented resolutions. The
intent is to present the lessons learned to inform future design processes.

2 Methodology

2.1 Front-End Analysis

A front-end analysis was conducted to build a knowledge foundation of the defense
acquisition process. The Defense Acquisition System (DAS) established acquisition
categories (ACAT) to manage the decision-making, execution, and compliance for
each category type. The main categories range from ACAT I through IV. The general
differences in the categories lie in the total funds procured, where in the acquisition
process a program resides, and who has decision authority. The customer indicated this
tool will support ACAT IV which is specific only to the U.S. Navy and Marine Corps.

Challenge. ACAT IV is defined as “ACAT programs not otherwise designated as
ACAT III [8].” The same definition exists for ACAT III, meaning the criteria for
categorization is that it does not fall into any preceding category. The challenge
becomes apparent by the nature of that definition. Very little documentation about the
process exists, making this step strongly dependent on stakeholder, SME, and user
input and feedback. Another challenge is trying to gain access to SMEs or users that
have ACAT IV acquisition experience.

Resolution. To resolve this challenge, the intent of the support tool was re-evaluated.
Instead of trying to integrate the current acquisition process into the tool, the tool was
reconceptualized to educate acquisition personnel about the importance of basing
technology acquisition decisions on specific task objectives. By reviewing the course
curriculum and descriptions provided by the DAU, it was realized that none provided
education on training methods or instructional design. This realization was confirmed
with the customer and allowed us to go forth with the reconceptualized design.

2.2 Conceptual Framework and Concept of Operations (CONOPS)

A conceptual framework for the support tool was created leveraging the information
gathered in the front-end analysis combined with the literature found on training device
design and implementation. This provided a basis for the components that guide the
technology acquisition recommendation process. Once established, the CONOPS was
generated that provided the characteristics of the support tool and described the process
a user would go through when using the tool.

Challenge. The initial framework was complex and strongly emphasized the concepts
of designing a training device, rather than capturing an approach for the acquisition
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process. The CONOPS reflected this in terms of components of the support tool and the
steps a user would take to achieve the technology recommendation.

Resolution. Through repeated discussion and brainstorming sessions with the internal
design team, external development team, and stakeholder feedback, both documents
were revised to reflect only the essential training related components that the acqui-
sition personnel would need to generate the technology recommendation. Sample
content was generated to better understand the information that would be presented to
the user and how to format it.

2.3 User Flow

The user flow provides a visual diagram of a prototypical user’s path through the
decision support tool. After refining the conceptual framework and CONOPS, a basic
user flow was designed for the support tool. Beyond the basic login and profile cre-
ation, the flow illustrated each step the user would go through to reach the technology
recommendation.

Challenge. The process must guide users in determining if technology is appropriate
and, if so, then which one. The acquisition tool may not recommend a technology, if
technology is not the most appropriate solution, which helps to mitigate the issue of
wasteful spending. Combining this concept into the process poses a challenge as the
knowledge needed to make this decision is usually outside the user’s training and that
user, as an acquisition professional, may be biased toward acquiring technology.

Resolution. After further evaluation of the of the user flow and components, an
evaluation of the process was conducted using a sample use case derived from the
literature. Utilizing the use case, the original flow was evaluated at each decision point.
Each decision point is an opportunity to extract pertinent information from the end user
to refine the final technology recommendation. An in depth understanding of the goals
to be achieved at each step were mapped out and described to show how output in one
step would support the input of the next. Through this evaluation, extraneous com-
ponents were identified and either removed or integrated into subsequent steps as a way
to preserve the contribution of these components but to present them in an appropriate
format for the acquisition users.

2.4 Mockups

The mockups provide the visual details of the user interface, such as typography styles,
colors, and scale of content, to provide a realistic representation of the final support tool
user interface. These mockups reflect the functionality of the system in a visual format
to convey critical design information to the development team.

Challenge. This support tool is being integrated into a previously designed tool
intended to provide decision support for training researchers. When designing the user
interface for a completely new system, there is more opportunity for creative freedom.
For this support tool, the challenge was designing the interface for a different user than
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for whom it was originally conceived while maintaining the look and feel of the
original solution.

Resolution. Through the iterative design process, a mix of wireframes and mockups
were generated and tested internally with the design team. Once an agreed upon design
was set, input from the development team was gathered and integrated. This process
resulted in a final mockup set that was presented to the stakeholders to ensure the
support tool was aligned with their vision and expectations.

3 Future Steps

Validation is the next major project milestone. First approach requires validation of the
design documents. At this stage, the mockups will need to be reviewed by potential
users or at least someone with experience and knowledge of the ACAT IV acquisition
process. The best candidates will be the Navy researchers that have both the expertise
in training and experience with the acquisition process. They will understand the
process from both perspectives and will be able to provide valuable insight into the
practicality of the support tool.

Another recommended validation activity is to test the support tool against a full
stakeholder provided use case. By implementing a stakeholder use case, the support
tool can be tested on its ability to provide recommendations to a situation most familiar
to them. A second and third validation approach is to leverage a use case that is a
current challenge the users face or a retro-analysis from a past technology acquisition,
respectively. A current use case will allow the system to be evaluated for a new training
technology acquisition decision. A use case alone will not determine how effective the
recommended technology so a training effectiveness evaluation should also be con-
ducted. Alternatively, a retro-analysis would provide insight into whether the tech-
nology recommendation aligns with what was acquired. The limitation of the retro-
analysis is that although a particular technology was acquired, it may not have been the
most effective solution. Therefore, the best solution is to execute all three approaches to
provide a robust validation of the support tool as each may uncover different oppor-
tunities for improvement.

4 Conclusion

The goal for this project is to develop a support tool for Navy and Marine Corps
acquisition personnel when executing ACAT IV acquisitions. Specifically, this tool is
designed to help provide informed decision making for personnel with no instructional
design or training development background. The support tool presented here is still a
work in progress but was presented to highlight the accomplishments and challenges
overcome throughout the design process. These provide lessons learned for future
design work.

This support tool can help avoid DOD wasteful spending associated with acquiring
technology not aligned with training outcomes. Further, with proper implementation,
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this tool will lead to more effective training, which in turn could result in additional
cost savings while better preparing trainees for operational tasks.
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Abstract. In the last two decades, the importance of research on block-based
programming education has grown. The use of block-based programming tools
is receiving attention not only in computer science courses, but also in robotics
education. The effects of such programming on children’s learning outcomes
have been examined, but the results have been inconclusive. The purpose of this
meta-analysis was to examine the mean effect of block-based programming
compared with traditional instruction (i.e., text-based programming) on chil-
dren’s learning outcomes, including problem-solving skills, programming skills,
computational thinking and motivation. The effect size and effects of moderators
(publication year, sample size, publication sources and study region) were also
examined. The database search yielded 19 publications with 31 effect sizes (n =
1369). Block-based programming had a significantly larger effect size than did
traditional instruction for overall learning outcomes. More specifically, we
found a large effect size for problem-solving skills, small effect sizes for pro-
gramming skills and computational thinking, and a trivial effect size for moti-
vation. No moderating effect was detected. Effect sizes for outcomes were large
in research conducted in the Americas and Asia, medium in studies conducted in
Europe and trivial in studies conducted in the Middle East. No evidence of
publication bias in the studies was detected. These study findings support the
benefits of block-based programming education for children’s learning out-
comes, especially their problem-solving skills. Future research should examine
additional dependent variables.

Keywords: Block-based programming � Meta-analysis � Visualized
programming language

1 Introduction

In the last two decades, the importance of research on programming education has
grown. Programming education has been shown to benefit students’ reading, writing
and problem solving (Felleisen et al. 2004). Students show stress and low motivation
when using traditional text-based programming tools because the procedures they
describe are difficult to remember, leading to susceptibility to syntax error. Bau et al.
(2017) noted that block-based programming is easy to learn, reduces cognitive loading
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and syntax error and increases motivation. Findings from several other studies suggest
that block-based programming improves learning outcomes (Brown et al. 2008; Wang
et al. 2009; Hermans and Aivaloglou 2017).

Although most scholars agree that the use of block-based programming leads to
positive learning outcomes, some argue against this conclusion. Costa and Miranda
(2019) found no significant difference in logical thinking skills among students with
low socio-economic status exposed to traditional and block-based programming.
Similarly, Nam et al. (2010) found no difference in problem-solving skills among
students exposed to traditional and block-based programming. The purposes of this
meta-analysis were to compare the mean effects of block-based programming and
traditional instruction on children’s learning outcomes, and to identify factors mod-
erating these effects.

2 Block-Based Programming

Recently, many researchers have suggested that block-based programming facilitates
children’s acquisition of programming, computational thinking and problem-solving
skills. Block-based programming tools have user-friendly interfaces that enable stu-
dents to ‘drag and drop’ blocks for composite programming. Commonly used tools for
children include Alice (Costa and Miranda 2019), Scratch (Oh et al. 2012) and APP
Inventor (Papadakis et al. 2016). Numerous studies have shown that children who use
these tools have significantly better programming skills than do those receiving tra-
ditional instruction (Wang et al. 2009; Hermans and Aivaloglou 2017). Primary-school
and sixth-grade students who use Scratch have been shown to have significantly better
problem-solving and mathematical skills, respectively, than students receiving tradi-
tional instruction (Lai and Yang 2011; Calao et al. 2015). Durak (2018) also noted
significantly enhanced self-efficacy among fifth-grade children who had taken block-
based programming courses.

Other researchers, however, have reported negative effects or no specific effect of
block-based programming courses. Cooper et al. (2003) noted that the use of block-
based programming might make children miss the opportunity to do ‘real’ coding.
Kormaz (2016) found no significant difference in the programming skills of children
receiving block-based and traditional programming instruction.

Many recent studies have examined the efficacy of block-based programming, but
the results have been inconclusive. Our findings will be useful for teachers and
researchers when instructional design.

3 Method

This meta-analysis included 19 publications dating to 2008–2019. We followed meta-
analytic procedures, including the gathering of studies and coding of features to cal-
culate the effect size and moderating effects (Cheng et al. 2019). As existing research
focused on ‘children’ refers to primary- and secondary-school students.
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3.1 Inclusion and Exclusion Criteria

The titles, keywords and abstracts of identified publications were read to determine
their applicability to this study. Eligible publications described studies comparing
block-based programming (treatment) with traditional programming (control) instruc-
tion. The exclusion criteria were: 1) no use of a (quasi) experimental approach, 2)
provision of insufficient data for effect size calculation, 3) use of an undergraduate or
older sample and 4) inaccessibility of full text.

3.2 Publication Selecting and Coding

The EBSCOhost platform, ACM Digital Library and IEEE Xplore Digital Library were
searched to identify relevant studies published between 2008 and October 2019. Data
on the author, year of publication, title, publication source (e.g. journal, conference
proceeding), sample size, participant nationality, block-based tool (i.e. Scratch, Alice,
APP Inventor), learning outcomes and quantitative results (e.g. means, standard
deviations, t and p values) were extracted.

After the removal of duplicates, the sample comprised 19 publications (11 journal
articles and 8 conference proceeding papers) and 31 effect sizes (n = 1369), including
eleven journal articles and eight conference proceedings. The independent variables
were the block-based programming tools (Scratch, Alice and APP Inventor). The
dependent variables were programming skills, computational thinking skills, problem-
solving skills and motivation. The included studies were conducted in the Americas,
Asia, Europe and the Middle East.

3.3 Effect Size Calculation

The Comprehensive Meta-Analysis (version 2.0) software was used to calculate effect
sizes and assess publication bias, using the standardised measures of Cohen’s d and
Hedges’ g (Cheng et al. 2019). The formula for Cohen’s d is as following. Where �X1

and �X2 represent the mean scores, n1 and n2 represent the sample sizes, and S21 and S22
represent the variances of two groups.

Cohen's d ¼
�X1 � �X2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n1�1ð ÞS21 þ n2�1ð ÞS22
n1 þ n2�2ð Þ

q

Hedges’ g has the best properties for small sample size, the formula of Hedges’ g is:

J ¼ 1� 3
4 N � 2ð Þ � 1

;Hedge'g¼ J� Cohen's d

The effect sizes > 0.2 were considered to be small, those of 0.5 were considered to
be medium, and those of 0.8 were considered to be large (Cohen 1992, 1998). As the
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region and year of publication varied widely among publications, a random-effects
model was used (Borenstein et al. 2007). Publication bias was evaluated using the fail-
safe N procedure.

4 Results

4.1 Overall Effect of Block-Based Programming

The total sample comprised 1369 children who received block-based (n = 779) and
traditional (n = 590) programming instruction. The overall effect size was medium (g =
0.71, 95% confidence interval –2.32 to 5.88; Z = 2.68, p = .01). For learning outcomes
overall, the effect size for block-based programming was significantly larger than that
for traditional instruction.

4.2 Publication Bias

We used the classic fail-safe N test to examine publication bias; the formulas are:

Fail - safe numberð:05Þ ¼ 19s � n; Tolerance level¼ 5K þ 10

where s – n represents the difference in the number of studies yielding significant and
nonsignificant differences and K represents the total number of studies. When the fail-
safe number, which is the number of missing studies needed to render the overall mean
effect size trivial, exceeds the tolerance level, the absence of publication bias is sug-
gested (Rosenthal 1991). The fail-safe N (422) exceeded the tolerance level (105),
indicating the absence of evidence of publication bias.

4.3 Effects on Learning Outcomes

Table 1 shows effect sizes for the learning outcomes examined. The effect sizes were
large for problem-solving skills (n = 5; g = 1.11, p = .07), small for programming skills
(n = 11; g = 0.64, p = .07) and computational thinking (n = 4; g = 0.57, p = .29), and
trivial for motivation (n = 11; g = 0.13, p = .38).

Table 1. Effect sizes on four moderator variables

Effect size and 95% confidence interval Heterogeneity

K g SE Lower
limit

Upper
limit

Z p Q df p

Problem-
solving

5 1.11 .62 −.11 2.32 1.79 .07

Programming 11 .64 .35 −.05 1.33 1.83 .07
Computational
thinking

4 .57 .54 −.48 1.62 1.06 .29

Motivation 11 .13 .15 −.16 .42 0.88 .38
Total between 4.14 3 .25
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Effect According to Publication Sources. The results provide the effect sizes on four
moderator variables: publication source, study region, publication year and sample size.

In terms of publication source, the effect sizes were large for conference pro-
ceedings papers (n = 8; g = 0.96, p = .02) and medium for journal articles (n =11; g =
0.53, p = .16). The effects on learning outcomes were not moderated by the publication
source (Q = 0.61, p = .44) (Table 2).

Effects According to Study Region. The effect sizes of study region indicated that
effect sizes were large for research conducted in the Americas (n = 3; g = 1.18, p = .03)
and Asia (n = 6; g = 0.95, p = .03), medium for studies conducted in Europe (n = 6; g =
0.66, p = .43) and trivial for studies conducted in the Middle East (n = 4; g = 0.05, p =
.80). The effects on learning outcomes were not moderated by the study region (Q =
7.04, p = .07) (Table 2).

Effects According to Publication Year. Effect sizes were large for studies published
in 2016–2019 (n = 9; g = 1.05, p = .09) and small for those published in 2012–2015
(n =7; g = 0.47, p = .08) and 2008–2011 (n =3; g = 0.31, p = .18). The effects on
learning outcomes were not moderated by the publication year (Q = 2.22, p = .33)
(Table 2).

Effects According to Sample Size. Effect sizes were large for samples � 30 (n = 13;
g = 0.94, p = .00) and small for samples < 30 (n = 6; g = 0.69, p = .70). The effects on
learning outcomes were not moderated by the publication year (Q = 1.66, p = .20)
(Table 2).

Table 2. Effect sizes on four moderator variables

Effect size and 95% confidence interval Heterogeneity

K g SE Lower limit Upper limit Z p Q df p

Publication source

Journal articles 11 .53 .38 −.21 1.27 1.41 .16

Conference- proceedings 8 .96 .41 .17 1.75 2.37 .02

Total between .61 1 .44

Study Region

Middle East 4 .05 .18 −.30 .39 0.25 .80

Asia 6 .95 .45 .08 1.83 2.14 .03

The Americas 3 1.18 .53 .13 2.22 2.20 .03

Europe 6 .66 .83 −.98 2.29 0.79 .43

Total between 7.04 3 .07

Publication year

2008–2011 3 .21 .15 −.09 .51 1.36 .18

2012–2015 7 .47 .26 −.05 .99 1.77 .08

2016–2019 9 1.05 .62 −.17 2.26 1.69 .09

Total between 2.22 2 .33

Sample size

Less than 30 6 .19 .49 −.77 1.15 .39 .70

Above 30 13 .94 .32 .31 1.58 2.91 .00

Total between 1.66 1 .20
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5 Discussion and Conclusions

This meta-analysis of 19 publications showed that block-based programming courses
contribute to the improvement of children’s programming, problem-solving and
computational thinking skills, but have a trivial effect on their motivation. Effect sizes
for overall learning outcomes were large for research conducted in the Americas and
Asia, medium for studies conducted in Europe, and trivial for studies conducted in the
Middle East. They were large for conference proceedings papers and studies published
in 2016–2019, medium for journal articles and small for studies published in 2008–
2015. They were large for samples more than 30 and small for samples less than 30. No
moderating effect was detected.

One possible reason for the trivial effect on children’s motivation is that most
children included in the studies were novice programmers. Programming learning may
still challenge tasks for children. The children might have struggled to learn in the
block-based environment. We recommend that teachers should consider children’s
programming skills during courses and using teaching strategies to familiarise them
with block-based programming.

The trivial effect size observed for studies conducted in the Middle East is likely
due to the small sample (K = 4). More empirical research on the effects of block-based
programming in the Middle East is needed.

Overall, the results of this study suggest that the development of programming,
problem-solving and computational thinking skills using block-based programming
tools improves the performance of primary- and secondary-school students. We suggest
that block-based programming not only could be used in computer science courses, but
also could be integrated into courses in other disciplines (i.e. mathematics, language
and art).

This preliminary research on block-based programming education limited by its
focus on studies involving children. The findings, however, provide a basis for future
research of meta-analyses on other dependent variables.
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Abstract. The framework of the traditional plant science education has lagged,
which is hard to meet the needs of various visitors in China. In the following
paper, we propose a unified interaction framework to help the design of the plant
science education system. That is suitable for various visitors from China. They
are from young to old with different levels of education, and some of them have
dialect or accents. Inspired by the background, we try to design a new frame-
work that takes advantage of the variety of the visitors’ output, aiming to make
the plant science education system very smart to understand what the visitors
want to learn. Firstly, all the plants are numbered with the non-linear digital
numbering method, which can be seen as the label of the training process for
deep learning networks. Afterward, the interaction continuously collects the
visitors’ plant-related voice data as the input of the deep learning networks
during the operation of the system to improve the performance and the stability
of the plant science education system. Through continuous training, the overall
accuracy of the system could be improved, and the system can gradually
understand the regular pattern and central issue of people cares for the plant. The
framework provides a new idea for the science education of the botanical garden
and further improves the level of science education in China. This framework
helps achieve sustainable development and environmental protection.

Keywords: Plant science education � Botanical gardens � Artificial intelligence

1 Introduction

As world populations become more urbanized, botanical gardens are increasingly
recognized as among the important cultural resources of industrialized nations [1].
China is one of the largest countries that owns a large variety of plants. For multiple
purposes, such as scientific research, species conservation, and science education,
Although the major contemporary objective of botanical gardens is to maintain
extensive collections of plants, this paper aims to address the problem of mainly
discuss plant science education.

This paper focuses on the effect of the design for plant science education. Con-
sidering that plant science education relates to the issue of environmental protection
and public literacy.
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In modern times, these botanical gardens not only contain a large number of plants,
but also utilizes many modern techniques to effectively protect the plants, show rare
plants, and satisfy the public’s needs of science knowledge. Compared with other
places, the botanical garden is more suitable to carry out environmental education on
plant science. Their key advantage is the wide variety of plants could attract the
public’s interest and motivate them to look inside the deeper information of the plants
in practice.

However, although the botanical garden upgrades their equipment well, the inter-
action is not well design, thus could hardly achieve satisfactory effects. A good design
framework of Artificial Intelligence(AI) could provide visitors of all ages with the
opportunity to connect with nature and promote environmental literacy.

2 Botanical Garden Science Education

Education in Botanical gardens relates closely to many scientific disciplines [2]. China
has built more than one hundred botanical gardens, which are “open-air science
museums” where numerous plants lead visitors to discover science [3]. From the 1950s
to the 1980s, the plant science education in China’s botanical gardens began. In this
early period, with the construction progress in the botanical gardens, traditional plant
science education was gradually carried out [4].

Nowadays, people have a new understanding of environmental protection and plant
science education. Traditional botanical science education cannot meet the increasing
demands of people [5]. The Chinese botanical gardens play a significant role in the
plant science education of the residents. However, for a long time, the plant science
education work of the Chinese Botanical Garden still relies on old methods such as
nameplates, bulletin boards, and manuals. These methods have poor effect at the
aspects of interaction with visitors.

Initiatives to support plant science education innovation should be taken to adapt to
changes in the pace of technology. In this paper, plants are numbered according to
existing species in the botanical garden with a non-linear digital method. The voice was
interactive with the science education program focused on deep learning that supports
the Chinese botanical garden ‘s artificial smart and digital transformation. So that
people can enjoy the benefits of education by the advancement in science and
technology.

3 Voice Interaction

Voice interaction establishes communication between humans and machines through
voice, and usually have the feature of speech recognition, semantic understanding,
speech synthesis, and dialogue management [6]. Artificial intelligence allows more
connectivity between people and systems, thus making the system more friendly. Voice
recognition has gained prominence and is widely used in various applications since the
improvement of computing power. It could be seen as one of the most suitable and
feasible ways to communicate with visitors and plants. The friendly interaction way
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frees hands and could be used under various weather conditions for visitors of all ages
because it also requires very little for them. A typical scenario is that the visitors
receive education in the way of talking to the plants., making the uncommon knowl-
edge get closer to visitors. We believe that it is the trend of plant science education,
which is conducive to the humanized construction of the system of the botanical
garden.

The effect of voice interaction relies on how smart the plant education science
system is. The combination of artificial intelligence and voice interaction system makes
the science education of botanical garden smarter. Benefit from the convenient oper-
ation of voice interaction., the education system could obtain large amounts of users’
voice data if the visitors agree to upload their dialogue data with the system to improve
the effect. Once the system collects more data, it will dig deeper into the needs behind
the collected voice data. The team of the botanical garden can discover the interest of
visitors from the collected data, and then display customized content of plant sciences.
The system has a very positive impact on the continuous improvement of botanical
garden services. From the perspective of the obtain of automatic feedback, the intel-
ligent voice interaction system promotes the development of plant science education
and improves the satisfaction of visitors.

4 Deep Learning

Generally, training deep neural networks need voice data as the basic input and the
label as the output. However, if the interaction mode is not well designed, the scale of
the voice data will be small and the quality of the data will be poor. Besides, the label
can also be hard to obtain. Specifically, the challenges of voice interaction technology
remain three aspects. Firstly, a large proportion of the names of the plants in Chinese
characters seems uncommon and the names of some plants share similar pronuncia-
tions, which tremendously increase the recognition difficulty of the voice interaction
system. Furthermore, China is a big country with diverse culture and nature, people
from different regions has different dialects Finally, in the open-air environment of the
botanical gardens, noise must be taken into consideration when using the voice
recognition technology.

To address these problems, we design a novel framework. In this framework,
visitors only need to say a combination, i.e., code+name. The coding of the plant name
is generated with an expansive nonlinear coding method. This coding strategy converts
the non-linear digital number obtained from the visitors into the index, which corre-
sponds to the plant science knowledge stored in the system. The use of non-linear
digital numbering enhances the recognition rate of the plant science education system
and minimizes environmental interference. In such cases, even if visitors do not know
the name of the plants, they can obtain the expected knowledge quickly. The voice
interaction system of nonlinear numbered plant science education is more friendly to
children and the elderly. This framework increases efficiency and improves user
experience.

The framework based on deep learning seems like the computer “understands” the
words and in turn “communicate” with the people. This process involves speech
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recognition and natural language processing. The framework takes the number said by
visitors as the label of the deep learning neural network during the training process.
Then, the system analyzes it, extracts features as the voice features vectors, and per-
forms supervised training. Through the iterative process, the system establishes a set of
corresponding patterns and the optimal network can be used. Compare these voice
parameters with the data in the pattern set, the framework recognizes the voice, and
finally, output the corresponding speech for feedback, as shown in Fig. 1. The voice
interaction system recognizes and uses human language that stimulates the human
brain’s process of language processing and communication. It converts the voice
information input by visitors into fluent spoken output analyzed by the system.

The artificial intelligence system of plant science collects a large amount of plant-
related voice data generated from visitors during the tour as input to the deep learning
networks. The stability of plant science education is continuously improved through
training. As more and more users interact with voice recognition technology, the voice
recognition system will have more data and information to feedback into the neural
networks, thus improving the capabilities and accuracy of the plant science education
system. By analyzing massive amounts of input data, the system gradually evaluates
the plant-related issues that are a public concern. Based on the above process, recog-
nition and analysis of visitors’ voice input can be realized, responding to visitors’
needs, and providing visitors with high-quality intelligent science education services.

5 Conclusion

We have demonstrated that artificial intelligence technology can be used in the plant
science education of botanical gardens. By using the non-linear numbered voice
interaction system based on deep neural networks, the difficulties, such as the
uncommon and similar names, the diverse dialects, and the environmental noise, are
addressed and continuous improvements have been achieved. Benefited from well-
designed interaction mode and the continuous optimization of the neural networks, this
framework enhances the effect of plant science education of China. This framework is a
reference for the interaction design of the Chinese botanical gardens.
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Abstract. During this special period, many classes have become an online
curriculum, including dissemination of Journalism and Communication major.
This paper starts from the problem of human-computer interaction of the online
course system for “New Media Management” course of the Journalism and
Communication Major, method based on an online survey from 13 teachers and
157 students, we studied the influence and role of online teaching methods on
teachers and students of dissemination of news major. Based on the research
purposes, the human-computer interaction behavior, demand, and usability of
teachers and students in 13 online class hours are studied on field research.
Research shows that the real-time interaction, integration of multi-channel
interaction, situation awareness, and practical mode of dissemination of news
majors are the key problem of the online teaching system of dissemination of
news majors, then we improved the online course system and completed the
design of the online course system.

Keywords: New media management � Online course system � Human-
computer interaction

1 Introduction

Online courses because of the small space limitations, time relatively free, low mar-
ginal cost advantage, has become a trend. In the form of human-computer interaction,
however, the effect of knowledge dissemination and evaluation has obvious difference
polarization. From the perspective of curriculum setting, some courses are naturally
suitable for human-computer interaction, and their technical means can assist teaching
presentation, students’ perception and practice. But for other courses, the teaching
method of human-computer interaction may become obstacle to the communication
effect for some extent. From the perspective of audience perception, the difference of
individual knowledge system will also bring great differences in communication effect.
This study is based on the online teaching practice of the series of “New Media
Management” courses in the field of Journalism and Communication. The audience is
all college students majoring in Journalism and Communication, and they have rela-
tively consistent background of knowledge and learning ability. Therefore, the impact
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of audience differences on this study is relatively small, which is more conducive to in-
depth discussion from the perspective of curriculum setting.

In the field of online education, the teaching of journalism and communication is
always a special research object. How to develop news production and dissemination
on the latest Media always brings New challenges to “New Media Management” series
of courses. On the other hand, the change from offline teaching to online teaching is not
achieved through good teaching research and long-term validation, but is by necessity
to a large extend. In this case, this study has a practical significance.

The research shows that:

(a) In terms of teaching methods and design, the teaching syllabus does not present
significant changes for online teaching.

(b) In terms of the selection of teaching platforms, teachers generally use professional
online education platforms in the commercial market.

(c) The use of online teaching function, playback is favored by the students.
(d) The interaction between teachers and students based on online teaching is sig-

nificantly higher than that on offline.
(e) In terms of human-computer interaction situation, the duration of teacher’s image

appears are random distribution. And so on.

2 Related Work

Currently, relevant researches are mainly carried out at the following levels:
First, the design and development of the human-computer interaction platform for

online teaching are introduced, which is mainly carried out in the basic computer field.
For example, Ovaska et al. [1] introduced the operation mechanism and teaching
content of some large-scale online open courses (MOOC) in User Experience and
Learning Experience in Online HCI Courses.

Second, the research on the evaluation and achievement system of online teaching
from the perspective of human-computer interaction are introduced. Tang et al. [2] put
forward a bottom-up evaluation index system in Construction of “Bottom-up” Evalu-
ation Index System of Open Online Course Based on the Delphi Method.

Third is an empirical study of online teaching in a curriculum field is introduced.
Leventhal and Barnes et al. [3] outlined a project-oriented human-computer interaction
course in Two for One: Squeezing Human-Computer Interaction and Software Engi-
neering into a Core Computer Science Course.

Fourth the research and reflection on the advantages and disadvantages of human-
computer interaction teaching mode are introduced. Henk [4] starting from the concept
of “the right to education”, discuss Open courseware (OCW) to provide a wider range
of potential opportunities provided by the higher education opportunity.

Fifth, the utility of human-computer interaction teaching mode is studied. Cheng
et al. [5] designed and implemented a real-time Attention Recognition and Feedback
System to measure The change of learners’ Attention state.
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3 Method

This paper mainly uses the methods of questionnaire survey and interview the par-
ticipating students and teachers of new Media Operation course researching on human-
computer interaction behavior, demand and usability. The research in-volves real-time
interaction, situational awareness and other issues in the teaching process of journalism
major, and puts forward suggestions on the design of network course system.

4 Experiment

4.1 Student Needs and Platform Availability

The common results of students’ questionnaires and teachers’ interviews show that:

• Platform Usage Survey
Statistic of “What is the teaching platform used for this course?” shows (Fig. 1):

Statistical results show that the maximum data is from Tencent’s class, was 55.41%,
and the teachers’ interview also reflects its main advantage is that the system has
relatively high stability, simple operation, functional switching is also in a easy
way, which is suitable for theoretical class. Most teachers have tried more than one
teaching platform and finally confirmed one as the main teaching platform.

• Teaching Styles
For “What is the teacher’s online teaching method?”, 90.45% of real-time online
teaching, 3.82% of Video broadcast. Meanwhile, Besides attending classes, most
teachers used other auxiliary teaching methods to assist the job, 76.92% of teachers
released electronic Courseware, 84.62% issued a syllabus and teaching plan, etc.,
53.85% of teachers allowed to use Courseware Playback, 100% of teachers par-
ticipated in group discussion between teachers and students (WeChat group, etc.),
and 84.62% of teachers set communication with students one to one. Teachers have
a relatively high level of engagement in devoting to the online teaching on the
whole, and they are generally concerned about the students’ attention.

55.41%

40.13%17.83%

0.64%

1.27%
2.55%

19.11%

19.75% Tencent's class
Tencent mee�ng
The rain classroom
Super star
 Wisdom tree
Learning through
Bilibili
Others

Fig. 1. Distribution map of online course teaching platform (Self-designed Form)
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• Course Playback
On the subject, there is a bigger difference between teachers and students answer.
How many times do you think students need to watch the replay of the class after
the first live broadcast of the class (or play the class video) is over? For this point,
teachers believe that if the students want to master the corresponding classroom
knowledge, 53.84% of the course need to watch the replay, and 7.69% of them even
need to replay 5–10 times. But only 38.52% of the students had watch playback,
and watch the replay of students, a large proportion is from other than “classroom
knowledge not mastered” why choose to watch a replay, as shown in the Table 1.

The statistical results show that teachers and students have great deviation in
judging the difficulty of the course. Teachers believe that in the case of online
teaching, it is impossible for students to master the practical knowledge and
complete homework through a course because they cannot gradually guide students
to complete the operation face to face. And there is obviously a part of students
think they can. However, as far as the concerned shows in interview of teachers, it
does not see that there is an obvious increase of error rate and other negative
situation in students’ homework.

4.2 Multi-channel and Real-Time Interaction

According to the common results of student questionnaire survey and teacher inter-
view, teachers and students generally believe that during the online teaching process,
the frequency of teacher-student interaction has been greatly improved and the overall
interaction is in good condition. In the online class, only 1.27% of students never
participate in the interaction. Actively engaging with teachers in the course accounted
for 54.78% of the students. 40.76% of the students can follow the teacher to answer
questions. This level of interaction is much higher than that of offline teaching.

Table 1. The reason of students playback (Self-designed Form).

The reason of students playback Rate
(%)

The course is very difficult 26.11
The course progress is fast 31.21
The course requires students to follow and carry out practical operation in real
time

28.66

High interest in the course content 29.94
Poor reception in the first class due to network reasons 9.11
The course feedback channel is not unobstructed, so it is inconvenient to ask
questions immediately

15.29

Others 10.83
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• Student Participation Ways in the Interaction
According to student questionnaires, there are two channels for students to par-
ticipate in online interaction: “using the built-in function of the teaching platform”
and “using channels other than the teaching platform”. However, different inter-
active channels have no significant impact on “whether to participate in interaction”
(Table 2).

Many teachers and students interact on two or more platforms. Some teachers said
that this practice was out of concern for the special circumstances such as “the poor
quality of sound”. In addition, online classroom interaction has obvious fragmen-
tation characteristics. Due to the limitation of platform condition, most teachers
reduce the interactive design of students’ group discussion and oral presentation in
class, and set more simplified topics that can easy reply in words and symbols,
which may be part of the reason for the students’ cognition of the course as low
challenge.

• Interactive intention and content
There are 74.52% of students take the initiative to communicate with teachers, this
proportion is much higher than offline data (Table 3).

Table 2. The channels of online class interaction (Self-designed Form).

The channels of online class interaction Rate
(%)

On the platform, use voice interaction 32.9
On the platform, use text to interact 89.68
On the teaching platform, use pictures (including emoticons, gifs, etc.) to interact 18.06
On the platform, use video interaction 8.39
Outside the teaching platform, use social groups (such as qq group, WeChat group,
etc.) to interact

45.81

Others 0.65

Table 3. Students’ active intention statistics (Self-designed Form).

Students’ active intention statistics Rate
(%)

No intention of active communication 25.48
Wants to communicate with the teacher about the extension of the curriculum 63.06
Wants to communicate with the teacher in writing papers (research papers,
graduation papers, etc.)

22.93

I want to communicate about academic planning 14.01
Interested in the teacher’s research direction, consider participating in the teacher’s
research project or team

14.65

Wants to communicate about life, entertainment and other non-curriculum contents 15.92
Others 1.27
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Studies show that online classes actually bring teachers and students closer together.
Even in 31.85% of the online classes, the teacher’s image never appears in the
visual area of students, but because students are individually alone in the real
situation of attending class, there is the psychological feeling of “the teacher seems
looking forward to me”, to some extent, the long-term isolation from the group
atmosphere also improves the desire for their individual expression.

4.3 Human-Computer Interaction Situation

Teachers and students generally have a high evaluation on the human-computer
interaction condition in this course, but they have underestimate on appealing for the
human-computer interaction design of this course. However, this does not prevent the
communication effect of the course from showing a good tendency.

• Course satisfaction in human-computer interaction

With the exception of very few individuals, most of the teachers and students are
satisfied with the online class. Especially among the students, 47.77% very satisfied
with it and 48.41% of them with basic satisfaction. Among the teachers, 61.54%
have basic satisfaction. None of teachers rated “Not satisfied with” and “Very
dissatisfied” (Fig. 2).

• Human-Computer Interaction Situations Effects on Concentration

0.00%

50.00%

100.00%

Very sa�sfied
with

Basic
sa�sfac�on

 general Not sa�sfied
with

Very
dissa�sfied

teachers students

Fig. 2. Online course satisfaction profile (Self-designed Form)

0.00%

50.00%

100.00%

Online classes are more
focused

Offline classes are more
focused

They are similar

Focus of teachers Focus of students

Fig. 3. Online course concentration comparison chart (Self-designed Form)
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Research shows that only 14.01% of students think online classes are more focused,
to some extent, we can realize that the students listening to lectures online are under
the condition of relatively low concentration, still finished tasks properly, which
made us consider other reason for this change. Teachers are significantly more
focused on online teaching, with 30.77% believing that online classes are more
focused and 7.69% believing that Offline classes are more focused. Objectively,
more teachers invest more attention in online teaching and spend more time and
energy to think about the way to improve (Fig. 3).

• The Influence of Human-Computer Interaction Condition on the Teaching Effect
In terms of the presentation and perception of the effect, teachers and students
majoring in journalism and Communication show relatively different judgments
(Fig. 4).

General speaking, most of teachers and students think offline teaching would has
better effect, only 15.38% of the teachers and 28.03% of the students think the
context of the online lecture is conducive to the course learning. but it is interesting
to note that these judgments are inconsistent with the actual data from the perfor-
mance of the communication effect. It is evident in the dramatic increase in the
frequency of student interaction and in the fact that student’s mastery of knowledge
has improved than teachers’ expectation.

5 Conclusion

Based on the above data analysis, the research says that: first, in terms of student
demand and platform availability level, the online teaching platform used by the current
courses has its advantages and disadvantages, which can generally meet the students’
online learning needs of information transmission. However, as for the details of
human-computer interaction settings, which needs to be used in different courses, such
as the inability to import operational procedures for teacher-student alternations and
inspections in practice classes, there is still a room to grow. Secondly, on the real-time

Fig. 4. The comparison chart of online class interpersonal interaction situation evaluation (Self-
designed Form)
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interaction and multi-channel interaction level, the current course platforms have
obviously deficiencies on the user service function. However, in this study, students’
enthusiasm for interaction is motivated by the particularity of interpersonal interaction,
and teachers’ non-confidence in network communication objectively stimulate the
number of interactions. In fact, that improving the degree of interaction between
teachers and students is conducive to enhancing the communication effect of online
courses. Moreover, it unconsciously constitutes the basic situation of positive inter-
action, which can even compensate for the lack of hardware in some points of view.
Thirdly, in the context of human-computer interaction, the course produces a good
situation which is not easily perceived by teachers and students, but this does not
obstruct the improvement of the communication effect. The efficiency of students’
knowledge acquisition has been improved, and students have generally completed
learning at much lower playback rate than that estimated by teachers. This conclusion
can be supported by homework completion and accuracy rate. The interaction between
teachers and students is significantly enhanced. Due to the psychological implication of
one-to-one teaching and the absence of personal image in class, students feel reduce the
risk of wrong answer, improve the willingness of communication, and form a good
virtuous circle and communication expectation.

Based on these, the following aspects should be improved in setting the online
teaching system of New Media Operation in the future. First, a special online teaching
platform should be built according to the teaching requirements of different disciplines,
designed access ports for various practical operating software. Second is to reduce the
systematic and deliberative topics setting of class interaction, increase the schedule of
extracurricular teacher-student interaction that is not limited to the course content, and
the establishment of close relationship between teachers and students. Third, enhance
the perception ability of teachers and students majoring in news communication for
human-computer interaction situation, avoid the effect perception barriers caused by
different professional fields, miss the human-computer interaction situation data that
really contributes to the communication effect, and tend to take their own feelings and
experience as evaluation criteria.

In addition, because the course has not yet completed the final evaluation, the
assessment of students’ knowledge understanding is mainly based on several current
assignments, therefore, systematic data presentation has not been achieved in the
evaluation of online communication effect of this course. There is flaws here, that is
expected to be in a follow-up study to continue carrying out the analysis.
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Abstract. Many universities have started to adopt online programming
tools to support students’ programming practice, yet the services cur-
rently offered by the existing tools are somewhat passive with respect to
considering a student’s programming skill level and providing appropri-
ate code questions. To enhance students’ learning experience and improve
their programming skills, it would be helpful to examine students’ pro-
gramming abilities and provide them with the most suitable code ques-
tions and guidelines. Machine learning can play a role in modeling the
level of students’ programming skills as well as the difficulty of questions
by taking the students’ programming experience and code submissions
into account. This paper presents a study on the development of machine
learning models to classify the levels of students’ programming skills and
those of programming questions, based on the data of students’ code sub-
missions. We extracted a total of 197 features of code quality, code read-
ability and system time. We used those features to build classification
models. The model for the student level (four classes) and the question
level (five classes) yielded 0.60 and 0.82 F1-scores, respectively, showing
reasonable classification performance. We discuss our study highlights
and their implications, such as group and question matching based on
code submissions and user experience improvement.

Keywords: Programming · Machine learning · Learning matching

1 Introduction

The popularity of programming continues to rise. The importance of program-
ming education to help with mathematical and logical thinking has been empha-
sized around the world, and there have been many educational efforts to cultivate
talented programmers at the national level. For example, the United States has
adopted programming as a subject of formal education in many public schools,
including those in Florida, Arkansas and California1. In Finland, programming
1 https://advocacy.code.org/.
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education has been mandatory for elementary school students since 2016 [3].
India has designated software education as an elementary, middle and high school
requirement since 2010. The demand for skilled programmers is high. Not only
IT companies but also companies in various fields such as finance, biotechnol-
ogy, health care, manufacturing and distribution are actively recruiting talented
software engineers. The demand for fostering students into good programmers
at the university level is similarly high as well.

Despite high popularity, expectations and demands, many students majored
or minoring in computer science or engineering, as well as those from other
departments (e.g., humanities) who want to learn programming, are struggling
in programming classes. According to Bennedsen and Caspersen’s research [2],
the average failure rate of students taking CS1 (“Introduction to computer pro-
gramming”) in 2017 was 28%. Similarly, Watson and Li’s article about failure
statistics reported the average failure rate of CS1 at 33.3% [8]. These results
indicate that almost one third of students fail the introductory course. This
problem is also reflected in the high dropout rate of students majoring in com-
puter science. The Higher Education Statistics Agency (HESA) indicated that
the percentage of dropouts from the computer science major was 9.8% during
the 2016–17 academic year, which is greater than that of other majors such as
business and administration (7.4%) or engineering and technology (7.2%)2.

To mitigate such challenges, universities have been making many efforts such
as expanding and strengthening programming practice and providing online or
video-recorded lectures, etc. In particular, many universities have adopted an
online programming support tool that may be used in classrooms, or available
to students individually to assist them with their programming practice. To
name a few of the anticipated benefits, it is expected that students can use the
programming tool to access many step-by-step, thematic programming questions
and improve their programming skills by evaluating their submitted code (e.g.,
LeetCode3, Baekjoon4, Exercism5).

Despite many advances and the expanding roles of programming support
tools, our review on the current tools indicates that the services presently being
offered are somewhat passive for learners; code questions are provided in a sim-
ple list by theme, and learners (randomly) select the desired questions from each
topic to solve the problem. Many of the tools are designed to support students
who want to participate in coding competitions (e.g., ICPC by ACM) and pre-
pare for job interviews, which may not (yet) be the objective of students who
are new to programming (e.g., freshmen, students from non-computer science
departments) and who need more programming guidelines. This means that
the service of providing learner-customized questions through the analysis of
the learner’s code submissions does not seem well supported or explicitly high-
lighted in the current tools. We believe that artificial intelligence (machine/deep

2 https://bit.ly/37izVmz.
3 https://leetcode.com/.
4 https://www.acmicpc.net/.
5 https://exercism.io/.

https://bit.ly/37izVmz
https://leetcode.com/
https://www.acmicpc.net/
https://exercism.io/


Modeling Learners’ Programming Skills 283

learning) technology can play a role in modeling a learner’s programming skill
level and providing a better learning environment; however, based on our review,
research on the possibility and specific applications of machine/deep learning in
the context of programming learning has not been extensively conducted to date.

The purpose of our research is to increase the effectiveness of learning by
providing learners with the most suitable questions based on large-scale data
of code submissions. In this paper, we present a study on the development of
machine learning models to classify levels of programming skills and those of
question levels, based on the code data submitted by college students using a
cloud web, IDE-based programming learning tool6. For two semesters (around
8 months in total), we collected data (2574 code submissions) from 644 stu-
dents (302 freshmen, 219 sophomores, 86 juniors and 37 seniors) in the seven
“Introduction to Computer Programming” and three “Data Structures” classes.
We extracted a total of 197 features based on code quality and code readability,
which are essential aspects of the code, and system time-related features. We
used the features to build the classification models. As a result, the classification
models yielded 0.60 and 0.84 f1-scores for the user-level and the question-level
classification, respectively. The performance seems reasonable and also suggests
room for improvement and opportunities (e.g., peer and question matching) in
the future.

Our study highlights the possibility of classifying the level of learners and
questions through code analysis. This is meaningful in that learners can be
assigned to learning groups whose members have similar programming skills,
and be provided with the most necessary questions using a recommendation
approach. Depending the learner’s performance, he/she can move up or down
to another level and access the most suitable questions. Thus, it is expected
that learners will experience a better environment for conducting programming
exercises and improving their programming skills. Unlike existing measurement
studies [7,9], our measurement framework brings new opportunities for data
analysis to the fields of educational data mining and learning analytics [5].

2 Feature Extraction

2.1 Code Quality Features

To capture code quality (185 features in total), we used two measurements:
OCLint7 and C-Quality Metrics8. First, OCLint is a static code analysis tool for
C, C++, and Objective-C codes that looks for the following potential problems:
possible bugs, unused code, complicated code, redundant code, etc. It relies on
the abstract syntax tree of the source code for better accuracy and efficiency.
Second, C-Quality Metrics [6] reads the code from its standard input and prints
on its standard output a single line with features including size, complexity, used

6 http://calmsw.com/.
7 http://oclint.org/.
8 https://github.com/dspinellis/cqmetrics.
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Fig. 1. Software used for data collection

keywords, comments and documentation, use of the C preprocessor and observed
formatting style (e.g., number of lines, empty lines, functions, specific keywords,
declarations and many occurrence cases) (Fig. 1).

2.2 Code Readability Features

We used an Automatic Readability Checker9 that takes a code sample and cal-
culates the number of sentences, words, syllables and characters. The checker
plugs these numbers into the following nine popular readability formulas: Flesch
Reading Ease formula, Flesch-Kincaid Grade Level, Fog Scale, SMOG Index,
Coleman-Liau Index, Dale Chall, Spache, Automated Readability Index and
Linsear Write Formula.

2.3 System Time Features

Our programming tool provides the following three types of information that we
used as the system features: minimum/maximum/average execution times.

2.4 Target Variable

We considered two target variables – user level and question level – in this
study. The user level was determined based on student grade (from freshman
to senior), meaning that students in a higher grade are more likely to have
more programming experience and skill, which will be reflected in their codes.
Our correlation analysis between student grade and score in our sample showed
positive results (r = 0.10, p < 0.05), thus our assumption is valid. The number of
samples in each class was as follows: freshmen (302), sophomores (219), juniors

9 More information about each formula is explained at https://bit.ly/2viSaen.

https://bit.ly/2viSaen
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(86) and seniors (37). The question level was determined based on the average
score of the question, meaning that students are likely to have lower scores if
the question is difficult. Given that the range of the score is from 0 to 100, we
divided the score into five sections (by 20) and used these sections as the target
variables. The number of samples in each class was as follows: scores between
0–20 (485), 20–40 (879), 40–60 (577), 60–80 (369), and 80–100 (264).

3 Model Development and Performance

3.1 Code Cleaning

When students use the system, each question is presented with a pre-defined code
template; it asks the students to type the essential code to run the program and
see the score for their submission. Students do not have to use the template.
They can clean the template and start programming from scratch.

We found that most students actually kept the template and added their
code. The problem here is that even if a student submits only a template code,
the features of that code will be calculated and can be used for modeling. There-
fore, in order to more accurately apply code quality and readability to model
development, we removed the submission samples that only had the template
code based on cosine-similarity between the sample and the template. Based on
our qualitative analysis, scores above 0.95 indicate that the submission and the
template are almost identical. We thus removed the corresponding submissions
and had 2574 submissions for the analysis.

3.2 Model Development Procedure

We developed two models that classify (1) the level of a student’s program-
ming and (2) the difficulty of a programming question. We normalized all of the
features through a min-max normalization.

We used LightGBM (Gradient Boosting Model) as a model algorithm [4].
LightGBM is a gradient boosting framework that uses tree based learning algo-
rithms, designed to be distributed and efficient with several advantages, such as
faster training speed and higher efficiency, lower memory usage, better accuracy,
and the capacity to handle large-scale data. We prepared 60% of the data as the
training data, 20% as the validation data, and 20% as the test data. We applied
10-fold cross-validation. Note that our intention in conducting this research was
to assess the feasibility of classifying user levels and question levels based on
the quality and readability of the code, not to achieve the best performance of
the model through a rigorous model comparison analysis. We consider the latter
objective to be the subject of future studies.

3.3 Model Performance

Table 1 shows the overall performance of the model. In addition to accuracy
as a metric, because the sample sizes of each class were unbalanced, we used
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Table 1. Model performance results

User level (4 classes) Question level (5 classes)

F1-score 0.60 0.82

Accuracy 0.64 0.83

F1-score. The model yielded 0.60 and 0.82 F1-score (0.64 and 0.83 accuracy) for
classifying user level and question level, respectively. These findings indicate the
feasibility of using code quality and readability to assess a learner’s skill level in
programming and the difficulty of the question.

It appears that identifying user level is a bit challenging. As we looked more
deeply into our sample data, we found some cases in which some freshmen had
high test scores while some juniors and seniors had relatively lower test scores,
which can be easily explained in many real scenarios. On the other hand, classi-
fying question level yielded reasonably good results. This further means that the
level of a learner’s submitted codes can be measured and assigned to a proper
group of code questions. Then the learner can be provided with questions that
are more relevant to his/her learning and any related programming materials
(e.g., related data structure algorithms, sample codes) can be provided, increas-
ing user experience in learning.

<User Level>
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Readability Quality

Fig. 2. Feature importance for the user level and the question level

3.4 Feature Importance

We measured the importance of the features to see how much influence the three
main feature groups – code quality, code readability and system time – had in
model performance. Figure 2 illustrates the top ten features for the user and
the question levels. The results indicate that the quality and readability groups
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influenced the model performance quite evenly. The system time features were
not included in the list. Readability features, some of them are length-related
(e.g., line length, identifier length), tended to highly influence the user level,
while those related to identifiers highly influenced the question level. Quality
features for the user and question levels were quite overlapped; these included
Dale Chall, Spache, Coleman-Liau and ARI. We paid close attention to the fact
that many readability features are length-related. This indicates that the basic
programming rules (e.g., not having long lines of code) do not seem to be well
followed by many students; such programming practices could be addressed by
providing learners with proper feedback.

4 Discussion and Conclusion

Our study demonstrates the possibility of classifying the level of learners and
questions through code analysis with machine learning. The model could be
improved by collecting more samples (e.g., programming submissions, diverse
classes from multiple departments), building more complex models (e.g., multi-
modal models, sequence-based deep learning), applying additional features (e.g.,
code2vec [1]), having additional important target variables, etc.

Our study insights are meaningful in that through the use of the classifica-
tion model, learners can be assigned to learner groups based on programming
skills and be provided with the most suitable programming questions through
a recommendation technique. Depending on their programming performance,
learners can move up or down to another level and be provided with questions
appropriate to each level. Through this process, it is expected that learners can
experience a better environment for engaging in programming exercise, improve
their programming skills and possibly contribute their experience to helping
other learners and peers.
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Abstract. The Quran is the holy book for millions of Muslims around
the world and is read and learnt in Arabic. We are witnessing a spawn-
ing of many mobile apps claiming to provide a digitised experience of
Learning Quran. In our research we present a thorough review of 37 such
apps from the Google Play Store and 85 apps from iOS Apple Store. Our
results shows that while most apps provide tailored interaction, in general
the main target group remains adult Arabic speaking users. Moreover,
real time feedback remains a sought after feature, due to limitations in
speech recognition. Accreditation and authentication of the sanctity of
these apps remains a key worry for most users. In conclusion, we present
design implications emerging from our results that could be applied to
mobile apps for Quranic teaching.

Keywords: Mobile apps · Arabic · Quran · Islamic education

1 Introduction

Religious sculptures and writings have been passed on from generations and are
such integral to the sanctity of the religion. The use of digital technology can pro-
vide us with a mechanism to not only maintain the consistency of the teachings
but also establish a real time learning experience for users. Islam is one of the
largest religions in the world with almost 1/5th of the world’s population being
of Muslim faith (Hackett et al. (2015)). Since the birth of the religion took place
in Saudia Arabia of today, most rituals, teachings and practice related to Islam
is done in the Arabic language. Although, the holy book of Islam: The Quran is
translated in many languages it is also read in Arabic as a matter of principle
and custom. A common myth regarding Muslims is that they all can speak Ara-
bic - current estimates indicate that only 20% of Muslims speak Arabic as their
first language (Mohammed (2005)). Hence many Muslims in non-Arabic environ-
ments either rely on rote learning of Arabic verses within Islam without a focus
on proper pronunciation, especially in younger children. This is particularly a
dilemma if Arabic instructors are not available, as correct recitation of the Quran
is imperative as a matter of principle (Kamarudin and Salam (2012)). Tradition-
ally all forms of Islamic teaching in the Muslim world, particularly learning and
reading of the Quran and praying begins from young ages (as little as 7 years
c© Springer Nature Switzerland AG 2020
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old). Additionally reading and understanding Quran forms an integral part of
muslims and many continue the learning process well into adulthood (Ahmad et
al. (2016)). Currently, most Islamic education takes places in dedicated religious
schools (Madrassahs), mosques, Islamic specialized private schools, or at home
by either parents or religious scholars (Anzar (2003)). Further, most Quranic
teaching is established on the basis of “memorization”, which we already know
on the basis of pedagogical literature (Orlin (2013)) is a challenge, particularly
in order to retain the attention of the student. State of the art research indi-
cates that there is recent intersection of Islam and technology. Advancements
in Arabic speech recognition have allowed checks and verification of Tajweed
Khir et al. (2016); i.e. pronunciation of verses from the Quran (Muhammad et
al. (2012); Elhadj (2010)). We can observe the proliferation of mobile apps in
the developing world and the uptake of the same to teach languages (Godwin-
Jones (2011)) such as Arabic (Gharawi and Bidin (2016)). A seminal overview
(Campbell et al. (2014)) of such apps showed that search terms related to Islam
and Christianity resulted in more than 3000 hits on iTunes. Therefore, therein
lies great potential in further utilising mobile computing technology to promote
Quranic education (Kamarudin and Salam (2012)) particularly to the non native
speakers of Arabic.

The aim of this work was to set out to perform a review of existing Islamic
religion based commercial applications in the market to understand the gaps,
trends, learning styles and user preferences. To the best of our knowledge such
an overview does not exist, one exception being (Machfud and Mahmud (2016)),
however the stated overview did not focus on pedagogical or Quranic recitation
methodologies associated with learning the Quran. Another exception is (Rip-
pin (2013)), however it only focuses on web solutions meant to teach Quran. We
contribute towards Educational technology literature by providing design impli-
cations extracted from our review, which are firstly, relevant to apps aimed to
teach Quran but some findings can be generalised and applied to other religious
apps.

2 Method

Our meta analysis of mobile apps is a commonly followed methodology or
paradigm in health informatics or educational technology literature (Mateo et al.
(2015); Crompton et al. (2017)). For our overview we focused on apps available
on the Android platform as well as the Apple Store. We performed a thorough
search on both App stores to shortlist relevant apps. Keywords that we utilised
were “Learning Quran”, “Memorising Quran”, “Reading Quran”, “Understand-
ing Quran” and their Arabic translations. Since more than half of the research
team was bilingual (spoke both Arabic and English), we included any app that
used English, Arabic or both in combination as the mode of interaction. Apps
that we could not browse or download were excluded from our analysis. We only
focused on apps which were meant for teaching Quran as there are a number of
apps which provided general Islamic education.
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2.1 Coding Scheme

The coding scheme comprised of a number of extracted variables. The codes are
summarized here under:

1. Medium of instruction, which was either Arabic or English
2. The second code attempted to classify the main target group of the app into

children, adults or the elderly
3. The third code was the type of learning focus or main pedagogical technique

employed by the apps which we coded into the following possibilities:
(a) Tajweed: Tajweed refers to the correct elocution, pronunciation of

Quranic verses with a suitable speed of articulation (Ibrahim et al.
(2015)). Any app which focused on this learning style was placed into
this category.

(b) Tafseer: Tafseer is referred to as the science of the mode of articulating
the expressions of the Quran, its linguistic indications and singular and
composite rules, its meanings interpreted as composite constructions and
related matters al (Andalusi (1970)). Apps dealing with the semantics
were hence placed into this category.

(c) Hifiz: An app that employed Hifiz as its mode of teaching concentrated
on memorisation of Quranic verses by heart through repeated recitations
(Nawaz and Jahangir (2015)).

(d) Noorani Qaida: The Noordani Qaida is a teaching method for the Quran
that explains the basic pronunciations of various phonemes. It is typically
intended for children or for those who are beginning to learn the Quran.

(e) General: An app was placed into this category if it used two or more of
the aforementioned pedagogical techniques in combination.

4. The modality of learning interaction made it as the fourth code, where we
checked if the app utilised audio, video or an interactive combination thereof
(listen and repeat, listen and record).

5. As a fifth code we also noted the Human Computer Interaction elements
comprised within the apps, pertaining to their specific features, functionalities
and interaction styles.

6. The last three codes were quantitative in nature and were sourced from the
App stores. They were:
(a) Number of downloads as a range
(b) total number of reviews
(c) average app rating

All codes had a possibility to mark a category as not applicable or not available.
Two coders independently coded 25% of the apps to resolve any ambiguities or
disagreements in the coding scheme.

3 Results

In this section, we present our results and findings in two subsections where the
first sub-section provides our findings from the Google Play store and the second
sub-section summarizes our findings from the Apple store.
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3.1 Google Play Store

Initially our search gave us 256 apps upon which we applied exclusion criteria
mentioned earlier giving us a total of 37 Learning Quran apps which were short-
listed for further analysis. Most of the apps were targeted specifically towards
Arabic speakers (16). There only 7 apps meant primarily for non native Arabic
speakers. Similarly there were only 6 apps designed for younger users such as
children. With regards to the learning focus of our selection of apps the popu-
lar type was Hifiz or memorisation with almost 1/3rd in number. Tajweed and
Tasfeer in comparison were adopted in fewer apps (around the 25% and 10%
mark respectively). More than 2/3rd of the apps employed a listening to audio
approach with about half of them also providing an opportunity to the user to
repeat the verses. Only 6 apps facilitated the recording of user audio. We noticed
that the apps incorporated a wide variety of features and Human Computer
Interaction aspects. Most apps allowed users to create profiles and consequently
design tailored and guided lesson plans. A number of interaction strategies were
designed to motivate the learners, for example through recording, sharing and
comparing performance in online quizzes with others. In addition, most apps
also provided offline interaction, allowing users to use the app without a data
connection. Customisation was a key feature; most apps allowing users to choose
particular verses to learn through a number of recitation or memorisation set-
tings. Real time detection of phonological errors and searching for words through
voice was a novel feature, present in only 2 apps (such as in Quran Tutor. In
order to replicate student scholar interaction as is in conventional learning of the
Quran, some apps used video snippets of scholars reciting verses or phonemes
which users could use to practice (such as in Learn Quran - Qaaida Noorania).

We also recorded the range of total downloads and associated user reviews
made on each app to gauge their popularity. Around 50% of the apps were
downloaded between 100,000 and 1,000,000 times. On average, each app received
a total of 12,065 reviews and a rating of 4.56. The most popular apps were Al
Quran and Ayat Al Quran with more than 5,000,000 downloads, 100,000 user
reviews and ratings of 4.5 and 4.7 respectively. We explored these two apps with
some detail to analyse their features and design aspects. Al-Quran had a number
of key attributes which stood out, such as it allowed for easy navigation between
the various chapters and sections of the Quran. Users were also able to go back
to their active session conveniently. In addition, Al-Quran provided a two way
mechanism to explore the Quran (scrolling or paging). Ayat Al Quran supported
different techniques to learn the Quran (Tafseer, Tajweed and memorisation). It
also allowed users to drill down and select specific verses for recitation.

3.2 Tunes Store

Our search in the iTunes store gave us approximately 250 apps upon which
we applied exclusion criteria mentioned earlier giving us a total of 85 Learning
Quran apps. 20 apps (23.5%) were meant for Arabic speakers only, unlike Google
Play, many apps were found to be targeting non-native speakers. iOS apps that
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were meant to teach Quran by translation to another language were 54 in num-
ber. Interestingly, 24 apps were designed for young users and children. Similar
to the Android platform, the learning focus of iOS apps was on Hifiz (more than
1/3rd of our sample), followed by Tajweed. The proportion of apps that utilised
Tafseer as the main aspect were more in comparison to the Android platform
(27% vs 10%). There were only 6 apps that did not employ a listening to audio
approach, while 18 apps intended to use an interactive approach for teaching.

Similar to our findings in Android apps, most apps on the iOS platform incor-
porated a wide variety of features and Human Computer Interaction aspects. A
majority of the apps were visual in nature relying on graphics and animations
during the interaction. Hovering upon particular words and then highlighting
them while being pronounced by the app was also an interesting technique. Pro-
filing, customisation and tailoring the lesson plan to one’s own preferences was
widely seen. Users could choose what to learn, in which order and how many
repetitions. Most apps also allowed users to choose particular verses to learn
through a number of recitation or memorisation settings. In order to replicate
student scholar interaction as is in conventional learning of the Quran, some apps
used audio snippets of scholars reciting verses or phonemes which users could
use to practice (such as Al Qaida Al Nooraniya). Another key user interaction
featured employed by iOS apps was the usage of motivation such as in Quran
Star. In this app, numerous reward mechanisms were seen. For example, earning
3 gold stars on every surah read or sharing accomplishments and performance
with friends on social media. Quran Star was seen to comprise of a recording
feature built into the app that allowed the user to test their memorization of
each surah and send recordings to friends and family. Finally, in the app the
unique HuroofMeter counted the number of letters read through each ayah.

4 Discussion

Results from our review of mobile apps intended to teach Quran on the Android
and iOS platform have revealed that although a number of relevant apps are
present there are still some open gaps in the field. Our findings show that the
primary target group for such apps is adult native Arabic speakers. In compar-
ison there were fewer apps for children and Muslims whose first language was
not Arabic. It is commonly acknowledged that most digital solutions used to
learn and read the Quran are tailored to Arabic speakers (Elsayess and Hamada
(2013)). In addition, is it also known that there is a dearth of Islamic apps
specifically tailored for children (Machfud and Mahmud (2016)). Our findings
also show that real time feedback on correctness of pronunciation of Quranic
verses is a rarely present feature, possibly due to challenges of voice recognition.
Prior work shows that Arabic speech recognition is still a work in progress ven-
ture with fluctuating recognition accuracy rates. Challenges of processing the
Arabic language are also known (Farghaly and Shaalan (2009)).

Our overview also shows that most app developers realise the importance
of providing a customised user experience when using mobile apps to learn the
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Quran. A wide user base who wish to learn the Quran requires mobile solutions
to adapt to different learning styles, skill levels and convenience (Ibrahim et
al. (2015); Ragab (2009)). Self-Customisation and user-profiling of learning pat-
terns and styles would be an essential design feature of any app which promotes
educational aspects of a religion, such that users can learn, read and practice
at their own pace. Providing discrete and private learning opportunities is well
understood in educational literature (Cheong et al. (2012)), primarily with the
focus of being “inclusive” and allowing students with different personality traits
an equal opportunity to learn.

Our analysis also shows that about 1/3rd of our short listed apps provided
the possibility of reading and learning the Quran through Tajweed. This is not
as large a number as we would expect given the importance of (Tajweed Elhas-
san et al. (2015)). Tajweed relies on audio and visual feedback hence apps which
intend to incorporate Tajweed may be susceptible to technical limitations. The
review of the apps also illustrated that there was no evident mechanism to estab-
lish or verify the veracity and authenticity of the sacred content presented in the
mobile apps. For example information about accreditation or certification can be
stated in the about us section or through an appropriate logo on the home page.
We were unable to establish if this was the case in the apps that we considered,
at least such information was not immediately visible.

5 Conclusion and Future Work

In this paper, we have presented an overview of mobile apps dedicated to teach
Quran as a result of which we present certain implications for Quranic app design
which could also be considered for apps from other religions. We believe that
the category of Quranic apps is still in embryonic stage as the combination of
Islam and technology is a sensitive issue (Khan and Alginahi (2013)), particu-
larly if unintentionally errors occur during interaction. Furthermore, uptake of
mobile apps to read Quran is still met with resistance by some users, as face
to face learning or reading the physical copy of the Quran (“Mushaf”) may be
a preference (Muhammad Nasrullah (2015); Kamarudin and Salam (2012)). In
addition, we may still be a fair way away from the mass usage of such Quranic
apps in local Islamic teaching setups, primarily due to issues related to stereo-
typical perception of technology, lack of support from the educational boards
and simply the diversity in pedagogical methods followed in Islamic education.
Our review has also indicated that there is a shortage of apps focusing on non
native Arabic speakers. Our long term research endeavor is to utilize mobile
technology to promote the uptake and learning of Arabic, Islamic teachings and
Quran in non-Arabic speaking users. As a first step in our user centered design
process we aim to involve Sheikhs (religions scholars) from our community and
internationally as a means to ground and validate our findings and design ideas.
We also aim to complete our overview by considering apps from the iTunes store.
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Abstract. Discussion forum boards play a crucial role in the interactions
among learners and supervisors on e-learning. SWAYAM (Study webs of
Active Learning for Young Aspiring Minds) is the first Indian MOOC (Massive
open online course) adopted in all higher education institutes, high schools, and
vocational schools as a database of their learning materials and discussions.
However, being in its initial stage, SWAYAM lacks a well-designed structure in
its discussion forums which is necessary for encouraging student engagement in
learning.
In this study, we aim to redesign the discussion forum systematically by

classifying queries to enhance the learner-supervisor interactions in SWAYAM.
In a previous study, FENG [1] developed a model with a convolutional neural
network on Rossi’s data set to classify posts in the discussion forum of Coursera
which helped to improve the course quality in MOOCs and students’ learning
effect. Our study initially adopted a manual classification while in the future we
will implement a hybrid approach of machine learning along with the Rule-
Based expert system to predict a type of query in the discussion forum of
SWAYAM. This proposed system will segregate the comments of the discus-
sion forum using specified indicators and identify repetitive comments. The
learners can acquire knowledge frequently from the discussions instead of
navigating all the comments separately or retrieving the visual learning mate-
rials. On the other hand, subject matter experts (SME) can answer the relevant
queries at once after indicator-based segregation of queries and need not to reply
to every query distinctly.

Keywords: MOOCs � Discussion forum design � Classification � Learner
supervisor interaction

1 Introduction

With the rapid development of information technology, E-learning became an essential
approach to enhance our way of learning new knowledge and developing skills.
Increasing demands for learning centers such as universities and colleges cannot be
fulfilled by the conventional way of teaching. In this regard, MOOCs platform has been
developed to provide knowledge or information in the form of course content for
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various types of learners. There are numerous MOOCs platforms like Coursera, edX,
FutureLearn, etc.

Swayam is an Indian-based platform that all the courses are provided free of charge
except for the certification. It delivers all the courses that are taught from class 9 to
postgraduate in India. It is developed by the Ministry of Human Resource and
Development, National Program on Technology Enhanced Learning and Indian
Institute of Technology Madras with the help of Google Inc. and Persistent Systems
Ltd along with nine national coordinators. Currently, around 12,541,992 students are
enrolled in this platform but only 654,664 students passed the course certification [2].

According to the Learning pyramid developed by the National Training Laboratory
Institute, 50% of the learning process depends upon discussion and this discussion
phase relies on student’s interaction with studying materials and instructors [3]. If we
compare with traditional classroom learning and many intelligent tutoring systems,
MOOC learners face difficulty in the interaction with instructors. A well-structured
discussion forum benefit learners, instructors, and developers of MOOC.

This paper aims to re-design the discussion forum systematically through the fol-
lowing three steps: (1) Identification of queries in the discussion forum; (2) Manual
classification of queries based on the specified indicators; (3) Recommendation of tasks
for instructors and learners. The ultimate goal of this study is to provide a system that
can automatically classify queries/comments with a new platform of discussion form,
not only for the learner but also for the instructor. Moreover, classification based on
different indicators will be explored.

2 Related Work

Several research efforts have been devoted to supporting the discussion forum in
MOOCs for its importance. Feng et al. regarded the discussion forum as the only way
for students and instructors to communicate in MOOCs [1]. They expressed 18 features
based on user interaction behaviour and performed on a limited data set. Thomas et al.,
reported that an online discussion forum actively encourages cognitive engagement and
critical thinking. Despite this fact, the virtual learning of it did not support coherent and
interactive dialogue which is important for conversational learning [4]. Feedback is
information about the content and understanding of the construction that students have
derived from the learning experience [5].

Diyi Yang et al. studied confusing states from MOOC’s forum which are mainly
caused by neither receiving a response nor support from the instructor timely. The large
number of learners registered in MOOC which often enable face to face interaction
with the instructors or other well-performing learners. Classification of discussion
threads in MOOC forums is essential and should be reasonable for the better utilization
of MOOC forums [6].

The quality of questions and chances of getting answers can be increased by
understanding the factors that contribute to questions being answered as well as
questions remain ignored which can further help the discussion forum users [7]. The
manual effort can break the continuation of the evaluation and efficiency of instructors
as it requires a considerable amount of time. Data and text mining can be a solution to
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decline the problems faced by instructors, but it requires a highly specified domain [8].
The implementation of machine learning and expert system achieves a precision that is
comparable to top-ranked methods and there is no need to train with human experts [9].
Thus, this study will adopt a hybrid approach of machine learning and expert system.

3 Research Procedure

3.1 Data Collection

In the Discussion forum of SWAYAM, there are unstructured comments. Comments
may cover questions, phrases, sentences, paragraphs, replicated ones, etc. Usually, a
course in SWAYAM is for 12 weeks and a learner can put comments in an online
discussion forum of a particularly registered course. These comments may be related to
the content, quiz, assignment, enquires. In this study, we selected two computer courses
as shown in Table 1 representing their information.

3.2 Data Coding

We manually classified queries of the discussion forum in these two computer courses,
but their classification is challenging due to their high volume and unstructured nature
[10]. The system will follow the statistical procedure as it will take the input data from
the short description box which is already present while asking questions in
SWAYAM. Then it will map these input data with five indicators to classify comment
and these indicators are Content related (CR), Assignment related (AR), Quiz related
(QR), Time related (TR) and Others(O) depending on the query. In the initial stage, a
data set of manual classification or human coded data is required to secure the accuracy
of indicator-based segregation. After that, a classifier will be trained to predict the
query. The construction of the classifier can be done by checking the repository data or
log file where we can find the previously asked queries. In case some comments/queries
do not contain any of the categorized tags then in this situation, the system will
categorize it as “others”. This will help in segregating relevant and irrelevant parts.
Further, we need an expert system that will use simple rules based on the logic
expression for fine-tuning. Some keywords from the short description box may overlap
with others. For instance, it will categorize the query based on the number of terms that

Table 1. Information about the two computer courses

Course title Computer architecture Computer networks

Category Programming in Teaching Computer Science & Eng.
Duration 16 weeks 12 weeks
Start Date 3 September 2019 16 January 2020
End Date 31 December 2019 18 April 2020
No. of registered students 7,318 11,939
Total no. of posts 95 (as of 4 March 2020) 16 (as of 4 March 2020)

Designing Discussion Forum in SWAYAM for Effective Interactions 299



satisfy the logical expression. Each input is then tested for acceptance, rejection or for
the option to categorize as “others”.

3.3 Data Analysis

One of the roles of feedback is to determine the quality and standard of teaching and
learning. In classroom teaching, there is an advantage that a learner can ask questions at
any point, but some learners feel shy while asking questions at the same time. In E-
learning, it takes a lot of time by the supervisor to answer every post and it becomes
more difficult when the comments are unstructured. Sometime there may be a repetition
of comments also occurs. We can solve such problems by focusing on discussions in
online learning.

Segregation of comments in the discussion forum can make the task easier for the
subject matter expert (SME) in SWAYAM to answer the queries effectively. It can save
the time of the learner and the SME simultaneously because, in this situation, SME
does not need to answer every post and the learner can get the knowledge frequently
from discussions. For instance, queries related to the content part can be answered
separately. Analysis of coded data can be done by calculating the students taking part
in the discussion forum of a course over students enrolled in that course. Analyzing the
type and number of queries can help in determining the most occurring problem. After
solving queries related to an indicator, we can evaluate by observing the learner par-
ticipation experience. For instance, there is a quiz system in SWAYAM so maybe
solving queries related to the quiz can enhance the numbers of quiz takers and the same
can be done in case of assignment, content, etc.

4 Results

4.1 Analysis of Various Posts in the Discussion Forum of Two Computer
Courses

In Fig. 1, there is an analysis of various
posts of SWAYAM discussion forum in
computer networks (Course A) and com-
puter architecture course (Course B) and
these posts are Content related (CR),
query related (QR), assignment related
(AR), time-related (TR) and others which
are not related to these specified indica-
tors. We can observe the highest number
of queries are asked by learners is of
content related in both the courses. In
Course A, the content related queries are
38% while in Course B its 49%. Fig. 1. Frequency of various posts
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4.2 Interactions Among Learners and the Supervisor

It is rare to find the thread of similar queries in the discussion forum. For example, in
the case of a computer architecture course, there are 95 posts in the discussion forum in
which there are 4 queries which were posted in a single thread but all the queries have a
reply from the instructor (see Fig. 2) and a single reply was from a learner. Overall,
only 9 queries out of 95 which got a reply from the instructor. On the other hand, the
computer networks course has only 16 posts so far, as of the 7th week of the total 12th

week’s course, and 10 posts from them were answered by the instructor and a single
post by the learner. However, gradually when the number of posts increases, it results
in a mingling of comments.

It becomes very difficult for an instructor to answer individually to all the posts. It
was found that there is still no reply from the instructor regarding several queries
related to the course content. However, CR queries are most important part of an online
discussion forum in E-leaning platform and should be higher. As Table 2 suggest,
interactions regarding CR queries for Course A and Course B is 50% and 19%
respectively, while interactions about AR (Course A 83% and Course B 25%) and TR
(Course A 60% and Course B 25%) queries are comparatively high. Also, the total
percentage of interaction between learners and supervisors in course A is 69% and in
course B is 19% which is very low compared to registered students.

Table 2. Interactions among learners and supervisor

Query type Course A Course B
No. of posts Posts with interactions No. of posts Posts with interactions

CR 06 03 (50%) 47 09 (19%)
QR 00 00 (-) 06 00 (-)
AR 06 05 (83%) 16 04 (25%)
TR 05 03 (60%) 20 05 (25%)
Others 00 00 (-) 06 00 (-)
Total 16 11 (69%) 95 18 (19%)

Fig. 2. Screenshot of a Discussion forum with a single query; and similar queries
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5 Conclusion

The findings of our study can be summarized as follows:

• Similar queries clustered at the same place are more expected to answer by the
instructor.

• After the segregation of comments or queries, learners can acquire frequent
knowledge from discussion instead of navigating all the comments.

• Classification helps the instructor to work on the specified area after finding the
number of queries relating to specified indicators.

However, our study has limitations that we manually classified repetitive comments
and we couldn’t identify the factors that are responsible for less interactions among
learners and supervisors. In our future study, we will implement a hybrid approach of
machine learning and rule-based systems to classify queries and try to find the
responsible factors to design a discussion forum platform.
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Abstract. The current society of change places the human being in a situation
of new learning in emerging moments, therefore, it is necessary to place the
teacher and the student in this new social paradigm. The objective of the present
study was directed towards understanding the role of the educational techno-
logical society as an integrated component for the promotion of citizenship
within virtual spaces. The methodology used in this study had a quantitative
approach, this being a research with a descriptive level and a non-experimental
and field design; where it was selected a sample of forty (40) faculty from three
(3) universities in the city of Barranquilla for data collection, which was sup-
ported by a 120 question questionnaire related to the use of information tech-
nologies in education and the promotion of values within these environments.
The results allowed to recognize that within the educational institutions that
made part of the sample there is an optimal level in the use of information
technologies, as well as in the promotion of the values in these institutions by
teachers. The article concludes with a reflection of how the web spaces of today
are the door for new generations to be more interconnected and informed,
nourishing themselves in their growth process as individuals and citizens.

Keywords: ICT � Digital citizenship � Virtual education

1 Introduction

In today’s globalized world, interconnection figures as the catalyst factor for infor-
mation and access. In this way, it is recognized that new technologies are a funda-
mental element for the unification of a global integrated system where people can be
part of it [1].

Considering the role of information technologies within the processes of globalized
society, it is essential that individuals can adapt and become part of the process.
Various studies recognize that international efforts to provide digital spaces for citizens
are growing and much more transparent, therefore new platforms are generated in the
private sector making the link to digital spaces more attractive.
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However, it is noted that beyond the efforts made to link the population, the need to
generate the promotion of digital citizenship is developed involving generic compe-
tences constituting human development [2].

In addition, there is a human being who appropriates technology to serve society in
building a digital system that contributes to the development of information in the
expansion of knowledge. In the need to generate knowledge management not only
within administrative processes in schools, today it becomes urgent to educate young
people towards the development of knowledge management within an experiential
learning process for the development of wisdom which results in a knowledge of
practice that leads us to improve the deficiencies of culture. Which should make sense
in the different implications of socio-educational processes to form towards continuous
and autonomous training.

The cultural deficit is reflected in the lack of the development of wisdom, so there is
a stagnation in alluding to a socially and democratically shared and built knowledge.
Wisdom is from an ontological dimension with a qualifying assessment. The compo-
nents that will be able to support a school’s open vision to change are the possibilities
of developing: action research, semantic thinking, knowledge management and sol-
idary education [3].

These postulates lead to reflection on how to develop the information society in
such a way, that all students can agree to develop meaningful learning, in a cooperative
learning action, making use of information technologies and connecting to a virtual
world that is now global [4].

In this way, the importance of providing virtual spaces to students is visualized; in
the same way as the training needed to operate within these spaces in a civic way and
with a critical perspective [4]. With this point, it is stated that the objective of this study
was aimed at understanding the role of educational technology society as an integrated
component for the promotion of a citizenship within virtual spaces.

1.1 The State of ICT in the Classroom Nowadays

In a very broad sense, technologies have managed to transform the most intimate core
of education, that is, the teaching and learning processes [5], technology is essential,
influences and improves what students are taught.

In this regard, there is a significant divergence between the potential of computer
technology to contribute to a meaningful learning, in the generation of positive atti-
tudes and the facilitation of active learning modes, and the observed use of these
resources in the establishments.

Different investigations show that there is little pedagogical use of computing
resources, even though their potential is recognized as a tool capable of transforming
learning environments [3].

Technological media offer great possibilities for education. These resources are
valuable because they can bring about significant changes in pedagogical practices, in
teaching methodologies and in the way students’ access and interact with the diverse
knowledge.

It should be noted that the most important thing that investigations have pointed
out, regarding the integration of technological resources into learning and teaching, it is
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not to make use of technology, it is how to do it. In this sense, it is vital to examine the
purpose of the lesson and how technology fits within that purpose.

On the other hand, in addressing the, educational model for the development of
meaningful learning: information processing from Schmeck [6]; it is noted that cur-
ricular management makes it necessary to adopt a model of learning strategies that will
profile an institutional pedagogical policy, that manages to structure educational quality
in the training processes of students, resulting in an effective school, with high per-
formance and able to develop meaningful learnings in students [7], to this end, the
proposal by the American psychologist Ronald Schmeck is presented, whose study
corresponds to an analysis of research into the structure of memory and the functions of
how and what students learn.

For Schmeck, a style of learning, is simply the cognitive style that an individual
manifests when faced with a learning task, and reflects the student’s preferred, common
and natural strategies for learning, hence it can be located somewhere between per-
sonality and learning strategies, for not being as specific as the latter, nor as general as
the first [6]. Which allows for the evolution of cognitive structures in the student related
to the design of strategies that allow the development of higher cognitive skills [7].

For Professor Schmeck, learning and memory are a byproduct of thought and
strategies are those that have the greatest impact on thought [6]. Schmeck defines
learning strategies as the activity plan a person uses in information processing when
they need to perform a learning task and sets differences with learning styles, pointing
out that these are understood as predisposition towards certain strategies, so a style is a
set of strategies that are used consistently [2].

This will distinguish itself for each learning style, a set of tactics, which are defined
as more specific observable activities performed by the individual when executing a
certain strategy. The acquisition of strategies is part of the process of personal devel-
opment of students, until, according to their use, they will create a style of learning.
Changing the strategy means influencing the style that is part of the student’s personal
characteristics, so strategies and learning style reflect the way students will develop
thinking. Getting academics to master information technologies to promote their
research and interact with their students, moves the process towards a placed learning,
where students meditate with their teacher on research bodies and develop research
skills using digital tools, provoking a social reach of generating advanced human
capital, for this it is important to incorporate the ICT as explained below:

The technological tools needed to support this approach should contribute and
favor information search, analysis and contrast activities, reflection on the phases and
time of organization and management, as well as the communication and interaction of
students [3].

To systematize student’s progress towards critical thinking as raised by Álvarez &
Nadal and Marambio, authors who point to Professor Schmeck’s theoretical model [2,
3], which identifies three dimensions of learning and information processing styles,
these are: deep, elaborate and superficial, each is characterized by using a particular
learning strategy and different learning levels, ranging from simple to complex:

• Superficial Processing: students using a memorization-focused strategy; the student
only remembers the reviewed content while studying, achieving a strategy for
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facilitating low-level learning. It involves assimilating information as perceived and
not, rethinking it, attending to more phonological and structural aspects, repeating
and memorizing information in its original form.

• Elaborate Processing: students who use the personalized strategy, the content of
their study must be directly related to themself, to their experiences, to what have
happened or what they think will happen, achieving a strategy of facilitating mid-
level learning. It involves how to process information in such a way that it is
enriched, made more concrete and personally relevant.

• Deep Processing: students who use the conceptualization strategy, which means that
when they study, they abstract, analyze, relate, organize abstractions achieving a
high-level learning facilitating strategy.

2 Method

This study was developed with a quantitative approach, this being a descriptive level
research, thus studying the use of information technologies within higher education
institutions. On the other hand, the design used was of a non-experimental, field, and
transactional cut; where data was obtained from its original source, in a single mea-
surement and without manipulating the variables.

The study population was constituted by forty (40) teachers from three universities
in Barranquilla (Colombia) with a full-time dedication and faculty members of eco-
nomic sciences and psychology. It is provided that within the context there is a finite
number of subjects, determined and accessible for their handling; therefore, the sample
was equal to that population, this being an intentional sample.

The data collection tool used, was a questionnaire developed for this study, which
allowed to know the use and level of information technologies within the university
context. To determine the reliability of the instrument, the Alfa Cronbach method was
applied, resulting in rtt: 0.80, for the instrument, which determines that they were
highly reliable. The instrument applied consisted of 120 questions in fifteen (15) sec-
tions which were distributed in five (5) dimensions: Institutional portal, Virtual Edu-
cation Platform, Institutional Mail, Computer Rooms and Digital Citizenship.

3 Results

Below, the exposition of the results from the data collection instrument applied to the
sample under study (Table 1):

When analyzing the use of the technological platforms utilized by teachers within
academic processes in the field of higher education, in the first instance the indicator
called institutional portal represents that institutions use it as an educational resource,
counting with telematic networks for the implementation of the various learning
activities.
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This was found by reviewing that the at 73%, 100% and 70% (respectively for
Sect. 1, 2 and 3) of the sample choose the response almost always, with an average of
4.2, which allows to set its frequency according to the scale. Its tendency being the high
identification with the existence of the institutional portal.

Then, on the indicator virtual education platform, results are inclined towards the
use in a continuous way, which is based on the institutions having virtual education
platforms, as well as educational resources in electronic versions, in addition the
platforms provides information to the university community.

Considering the respondents’ responses, it is observed that, for section four (4) the
percentage towards almost always was 70%, while section five (5) almost always
received 50% and sometimes 48%. Then in section six (6) the option almost always
got 27% and sometimes 73%, resulting in a total dimension average of 3.5, these
achievements demonstrate the existence of the virtual education platform.

On the other hand, with regard to institutional mail, for section seven (7) there was
a 50% representation in the always option about the involvement of mail in university
processes, where it was also achieved a 27% in almost always, and 23% for the option
sometimes. Also, on section eight (8) addressed to know if mail is used as a dissem-
ination way in teaching work, it was known that 45% answered almost always, 33%
always, while 23% sometimes.

Then, in section nine (9), with the intention to know if it is conceived as a necessary
service for the educational process, 73% leaned towards the option almost always,
while 27% did so with always. In this way, it is emphasized that the average within this
institutional mail dimension was 4.2 establishing the frequency of its use.

On the other hand, with regard to the size of the computer room, the responses
associated with the section indicate the existence of it as part of the technological
platform in the higher education institutions in Barranquilla, since 75% of the popu-
lation considered the option always, while 25% almost always within section ten (10).

In relation to section eleven (11), 75% of the population considered the option
almost always, while 25% sometimes, establishing that institutions under study, have
computer rooms that allow the development of academic and research activities. As for
section twelve (12) which involves whether if the computer rooms promote the relation
between work, and communication, 70% assumed the option almost always, while
27% always. Its average was 4.3, giving a high trend towards an adequate process of
using computer rooms as a process of dynamization of learning.

With the last dimension, it was analyzed the so-called digital citizenship, where
teachers were asked about the various processes, they develop to promote the appro-
priate and critical use of digital media provided by the institutions. Having 75% of the
sample taking the option always and 23% almost always and just 3% choosing
sometimes. In this regard, it is noted that the average in this dimension was 4.2, which
allows to recognize the processes developed by teachers to promote values within the
use of ICT.
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4 Discussion and Conclusions

To begin results’ discussion, it is provided that for Moreira the technologic platform
represents the whole of the components that are part of the material part of a computer.
It refers to the logical components required to enable the completion of a specific task,
i.e. it is a set of instructions for them to be executed by a processor [8].

Backed by the opinion of Sánchez who states that technology platforms are con-
tainer systems of courses, but, in addition, they incorporate tools of communication and
monitoring of students. Others refer to the space in which learning takes place [9]. For
others, the nuance of the content or the sequence of learning activities is what is
significant.

In this regard, Moreira states that educational portals of an informative nature are
those to access for obtaining a specific information or data, they are of a formative
nature, in addition they have been created to generate a particular process of learning
and teaching [8].

It should be noted that in Colombian higher education institutions the educational
portal provides information to the university community, as well as tools to develop
internet research, providing educational resources of all kinds, free and usable directly
from the internet (online teaching materials) or from computers.

The process of teaching and learning through ICT enables the possibility of
adapting information to the needs and characteristics of users, both for the levels of
training they may have, and for their preferences regarding the channel by which they
want to interact, or simply by the formative interests planned by the teacher [7].

Ferro, Martínez & Otero consider that this network society is the current society
whose structure is built around information networks from microelectronic information
technology structured on the internet, this is an environment that covers the organi-
zational form of society equivalent to what was the factory in the industrial age or the
large corporation in the industrial age [1]. The internet is the heart of a new technical
partner paradigm that is the technological basis of our lives and our forms of relation,
between work and communication.

In conclusion, it is considered that easy adaptation to change will be a necessity to
live in this global scenario, which will generate an open mind to new knowledge. These
skills must be borne in mind in the new educational approaches, because from there, a
new concept of education will have to be generated that prepares children and young
people to face 21st century society. In schools, nowadays, the work is focused on
training the citizen of this global world.

If it has to be introduce a new concept in education, the following premise should
not be overlooked: the people who will be part of society are formed and this society
expects from them the attitude of a dynamic, productive being with the possibility of
contributing to social and cultural progress, therefore the curriculum approach, that
allows 21st century schools to respond to the learning needs of new generations should
focus on managing cognitive skills, accompanied by the development of emotional
intelligence and the mastery of information technologies.

It is an open door to curriculum innovation to take on technological and scientific
changes inside the classroom. The relevant part is that young people leave school
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prepared to face this technological social world, and able to handle all kinds of
knowledge required by the information society. Above all, try to break from schools
the digital division that produces so much inequality today the development of cultural
capital. Certainly, the linkage of ICT within educational processes allows not only the
training of individuals capable of developing in electronic media as professionals, but
in doing so demonstrate civic behaviors within these new virtual contexts.
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Abstract. In the recent years, increasing attention has been drawn
toward adaptive e-learning, which is a learning method that uses edu-
cational big data to flexibly change the learning content according to
the proficiency of a learner. In this study, we proposed an overview of
an adaptive e-learning system that focuses on the solution procedure,
which comprises the knowledges and operations used by a learner to
solve a problem. Using the example of elementary geometric problems,
we develop a prototype of our proposal in which the situations of learn-
ing are formalized on the basis of an adaptive e-learning context model,
which is represented using a meta-network. This prototype comprises
three subsystems. One is an expert system that automatically generates
various solution procedures for a given problem. The other two are an
inference system that identifies the procedures that a learner is using by
calculating their similarity with the procedures generated by an expert
system and a classification system of given problems by calculating the
similarity of the procedures of each problem; the similarity is calculated
using both the Levenshtein distance and Needleman–Wunsch algorithm,
respectively. Compared with conventional methods, the proposed system
might provide more detailed support for learners.

Keywords: Adaptive e-learning · Meta-network · Expert system ·
String-similarity metric

1 Introduction

Currently, the education reform by EdTech is being promoted as a part of “Soci-
ety 5.0” advocated by the government of Japan [1]. In the promotion of the
education reform by EdTech, adaptive e-learning is mentioned as a task that
should be immediately started. Adaptive e-learning is defined as the learning
method that delivers the right content to the right person, at the proper time,
in the most appropriate way [2]. The existing adaptive e-learning services suf-
fer from various issues regarding the manner of providing content. For example,
Truong, after reviewing adaptive e-learning research from the year 2004 to 2014,
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suggested that learning styles were important in adaptive e-learning [3]. Accord-
ing to Truong, many adaptive e-learning studies use the Felder and Silverman
model [4], which determines the learning style by calculating the tendency of
each of the following four-axis: active–reflective, sensing–intuitive, visual–verbal,
and sequential–global. However, the aforementioned model merely categorizes an
individual’s learning behaviors that are not even associated with the domain of
learning. Therefore, the adaptive e-learning service based on this model cannot
consider the parameters of the learning behavior that is specific to the learning
domain; the examples of such learning behavior include the manner of solving
each problem. In addition, Barr et al. suggested that the behavior of a learner
could be analyzed to provide real-time support upon combining learning record
store (LRS) and learning management system [5]. However, the research that
utilizes LRS for adaptive e-learning services is still in its infancy.

Based on these backgrounds, the purpose of this study is to develop a new
adaptive e-learning system that can provide real-time learning analysis and sup-
port. To that end, we consider the solution procedure as a parameter that is
specific to the domain of study, as well as the learning style of a learner. In addi-
tion, we attempt to automatically classify problems on the basis of the solution
procedure.

2 Implementation

To identify a learning context that includes the situation of learners and their
progress, we defined a context model of adaptive e-learning. Generally, adaptive
e-learning is a system in which a learner studies alone using a computer or tablet
terminal; therefore, there are no instructors in the system. This style of learning is
called self-studying. We extend the meta-network model by [6], which represents
socio–cultural systems by defining several types of nodes, to an educational form,
and we then define another meta-network model for self-studying. In Table 1,
we present the contextual elements that comprise self-studying, and in Table 2,
we list the interrelationships between the elements.

Table 1. Elements in self-studying

Type of elements Description

Agents The individual learner

Knowledges Knowledges or operations required for answering

Resources Learning histories regarding the manner in
which the learner solves a problem

Tasks Listed problems
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Table 2. Relations between the elements in self-studying

Types Knowledges Resources Tasks

Agents Proficiency Access to resources Problems
assignment

Knowledges Dependencies
among knowledges
and operations

Knowledges and
operations used in
learning history

Knowledges and
operations required
for problems

Resources Time series of
learning histories

Problems solved in
each learning history

Tasks Priorities of
problems

In Table 3, we present the changes expected from the conventional self-
studying in the meta-network model when our proposed system is applied. In
the conventional self-studying, we assumed that the learners do their homework,
which is assigned at the elementary school, at their home. In Table 4, we sum-
marize the functional requirements for the adaptive e-learning system to realize
the changes expected.

Table 3. Changes in self-studying

Changes Elements or

relations

Conventional

self-studying

Adaptive e-learning

Change 1 Resources

Tasks

Paper media such as

notebooks and

textbooks

Electronic terminals such

as tablets

Change 2 Agents - Knowledges

Agents - Resources

The learner investigates

his/her own proficiency

and progress by looking

back at his/her answers

Automatically visualize the

proficiency and progress of

the learner by using

learning histories

Change 3 Agents - Tasks

Tasks - Tasks

The order of the

problems is specified,

and no support is

available while

answering

The order of problems

dynamically changes

according to the

proficiency of the learner,

and support is provided as

needed while answering

Table 4. Functions of the AL system

Changes Functions

Changes 1 Hold problems and learning histories in an
expression format that can be used on a computer

Changes 2 Quantify the proficiency of knowledges and
operations required for answering

Changes 3 Varying the order of problems on the basis of
both the knowledges and operations required for
answering and the proficiency of the learner
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2.1 Problem Model

We developed a model to describe elementary geometric problems. The model is
used to automatically generate possible solution procedures in the expert system.
The model describes the following three aspects of a problem, and these aspects
are implemented using Prolog [7]. Using this knowledge, the system infers both
the necessary knowledge and order of operations to solve the problems.

1. Figure structure
The data describe the structural features of the figures given in the prob-
lems. The following three components comprise a geometric figure: points,
segments, and polygons. In addition, various geometric relationships exist
between the components. We defined Prolog predicates to describe the com-
ponents as facts. In Table 5, we present the predicates of each component,
and in Table 6, we list the relationships between the components.

Table 5. Components of the geometric shapes

Component Predicate Description

Point point(P, X, Y) P: name of the point

X: x coordinate of the point

Y: y coordinate of the point

Segment segment(L, P1, P2) L: name of the segment

P1, P2: name of the endpoint

Polygon polygon(Poly, Ps) Poly: name of the polygon

Ps: vertexes of the polygon

Regular polygon regular polygon(Poly, Ps) Poly: name of the regular polygon

Ps: vertexes of the regular polygon

2. Problem condition
This data describe the physical quantities such as the length and angle set
for each problem and the object asked in the problem, and these are also
represented as Prolog facts.

3. Mathematical knowledges and operations
This data represent the knowledges and operations required to solve prob-
lems, and these are also represented in Prolog facts and rules. In this study,
we regarded axioms and formulas as knowledges, and we considered editing
geometric shapes such as drawing auxiliary lines as operations.
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Table 6. Relations between the components

Components Predicate Description

Point - point reflect(P1, P2, P0) Point P1 is the
symmetry point of
point P2 with respect
to point P0

Point - segment on line(P, L) Point P is on segment
L

Point - polygon vertex(P, Poly) Point P is a vertex of
polygon Poly

Segment - segment straight(L1, L2) Segment L1 and
segment L2 are on the
same line

parallel(L1, L2) Segment L1 and
segment L2 are parallel

Segment - polygon edge(L, Poly) Segment L is a side of
polygon Poly

2.2 Similarity-Calculation Method

To support learners by setting an appropriate order of problems or providing
a hint while they are answering, we must calculate the similarity of the solu-
tion procedures. The first reason is that to set an order of problems, the system
must classify all the problems according to the correct solution procedure of
each problem. The second reason is that to provide learners a hint while they
are answering, the system must compare the correct solution procedure of the
problem they are answering with the actual procedure they performed thus far,
and then judge the content that they are overlooking. The solution procedure
for a graphic problem is represented as a finite number of overlapping permuta-
tions that comprise axioms, formulas, and operations. To calculate the similarity
between sequences such as character strings, both the Levenshtein distance [8]
and Needleman–Wunsch (NW) algorithm [9] are often used.

The Levenshtein distance is the number of editing operations required to
convert from one character string to another. We considered the following three
operations as editing operations: insertion, deletion, and character replacement.
If two character strings are similar to each other, the number of editing opera-
tions required to convert the character strings is small. Conversely, if the strings
to be compared are significantly different from each other, the number of opera-
tions required for the conversion should increase. That is, the magnitude of the
Levenshtein distance between character strings indicates the similarity between
them.

The NW algorithm is used to calculate the similarity between character
strings in the same manner as the Levenshtein distance does. The NW algorithm
was developed to extract the common parts between amino-acid sequences and
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DNA molecular sequences, and it has become a common technique in the domain
of bioinformatics.

3 Results

3.1 Generation of Solution Procedures

In this study, we prepared 31 problems of plane figures and attempted to generate
their correct solution procedures by using an expert system. Notably, the expert
system could generate the correct solution procedures of eight problems asking
an angle. However, it failed to generate the correct solution procedures of the
other 23 problems. Particularly, all the problems that involved area calculations
could not be solved. There are various reasons, but one of the major reasons is
regarding the order in which Prolog inferences are performed. In the inference
process, references are made in an order starting from the top of the source
code; therefore, the facts and rules written at the bottom may not be referenced,
thereby resulting in incorrect procedures.

In Fig. 1, we depict one of the solvable problems, and in Fig. 2, we show one
of the unsolvable ones.

Fig. 1. Solvable problem Fig. 2. Unsolvable problem

3.2 Calculation of Similarities

We attempted to calculate the similarity using both the Levenshtein distance and
the NW algorithm, respectively, for the solution of the problem group depicted
in Fig. 3, 4, 5 and 6. Problems 1 and 2 required operations that were related
to parallel lines such as complex angles. However, Problems 3 and 4 required
operations that employed regular polygons and isosceles triangles. Therefore, we
expected high similarity between Problems 1 and 2, and that between Problems
3 and 4.
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Table 7. Calculation using the Levenshtein Distance

Problem 1 Problem 2 Problem 3 Problem 4

Problem 1 0.75 1.0 0.95

Problem 2 0.83 0.95

Problem 3 0.75

Problem 4

Table 8. Calculation using the NW algorithm

Problem 1 Problem 2 Problem 3 Problem 4

Problem 1 0.25 0 0.05

Problem 2 0.17 0.05

Problem 3 0.25

Problem 4

The calculation results obtained using the Levenshtein distance are presented
in Table 7, and those obtained using the NW algorithm are listed in Table 8.
Expectedly, the similarity between Problems 1 and 2, and that between Prob-
lems 3 and 4 were higher than those between other problem pairs, in both the
calculation methods.

Fig. 3. Problem 1 Fig. 4. Problem 2
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Fig. 5. Problem 3 Fig. 6. Problem 4

4 Conclusion

In this study, we proposed a new adaptive e-learning system that considered the
solution procedure while aiming the real-time learning analysis and support, and
we built the problem model to automatically generate the solution procedure.
In addition, we applied both the Levenshtein distance and NW algorithm to
calculate the similarity between the solution procedures. Further studies must
be performed to solve more types of problems, and now we are considering to
introduce the similarity of each knowledge and operation in order to develop a
similarity-calculation method that is based on the NW algorithm.
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Abstract. Mudslide disaster prevention education is important for children
who face related life-threatening situations in their daily lives. The purpose of
this study was to compare the effects of two virtual reality (VR) mudslide games
with different usability designs on children’s presence experience and learning
motivation. The games provided users with three options (riverside, bridge and
hillside) for escape from a mudslide disaster. Sixty-six fifth-grade students in
Taiwan participated; 18 students played Game 1 and 48 students played Game 2
individually for 10–15 min. A 24-item questionnaire assessing the students’
learning motivation and presence experience was administered after game play.
Questionnaire responses indicated that the students had positive attitudes toward
learning via the two games. Learning motivation, presence and total question-
naire scores were higher among students who played Game 2 than among those
who played Game 1, but these differences were not significant. All three scores
were higher among boys than among girls who played Game 2, as indicated by
nonparametric analysis. The results indicate that the low-polygon VR mudslide
game designed for usability facilitated children’s, and especially boys’, learning
about mudslide disaster prevention.

Keywords: Virtual reality � Mudslide education � Disaster prevention �
Children

1 Introduction

Mudslides are usually caused by earthquakes, volcanic eruptions, melting snow or
downpours of rain. In recent years, typhoons and downpours of rain have consistently
caused serious mudslide-related disasters in mountainous areas of Taiwan [1]. Mud-
slide disaster prevention education is thus an important educational focus in Taiwan.

Lave and Wenger [2] indicated that situated learning may improve prevention and
risk reducing. Virtual reality (VR) immersion scenarios can be used to simulate
problem-solving experiences for real-world disasters, and students can improve their
disaster prevention knowledge by interacting with the virtual learning environment.
The use of VR in disaster prevention training has had successful outcomes, helping
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participants to develop skills related to fire safety [3], street crossing [4], flood risk [5]
and earthquake risk [6]. Thus, VR application for mudslide prevention education has
important potential.

In our previous work, we developed a VR mudslide game for children, played with
the HTC Focus Plus headset. In a preliminary study, children were satisfied with the
usability of the game [7]. This study extends our work; we compared the effects of two
VR mudslide games with different usability designs on fifth-graders’ presence expe-
rience and learning motivation.

2 Related Works

VR can be used for disaster simulation, prevention drills and training. Ren, Chen, Shi
and Zou [8] developed a VR system in which users navigate a virtual building with an
active fire, and perform emergency evacuation drills. The system’s properties can be
configured to simulate various types of flame and smoke. The researchers did not
explore the user’s tests.

Cakiroğlu and Gökoğlu [3] developed a VR system for fire safety training for
children. In the system’s multi-user virtual environment, children interact with avatars,
including mentors and teachers. The researchers found that children developed fire
safety skills in VR and face-to-face training sessions, and could transfer the skills
acquired with the VR system to real-life conditions.

Yamashita, Taki and Soga [6] developed an augmented reality (AR) system with
animation of furniture falling during an earthquake. They found that system users
developed significantly better abilities to estimate safety and danger zones and to
prepare for earthquake disasters than did a control group by training in face to face.

3 Method

3.1 VR Mudslide Games

The effects of two VR mudslide games were compared in this study. The first game was
designed by the Shadowork studio in Taiwan. Our research team collaborated with the
Shadowork studio to develop the second game. In both games, the user is presented
with three options (riverside, bridge and hillside) for escape from a mudslide disaster.
Game one was designed with real-time rainfall calculation and simulation of a mud-
slide scene (Fig. 1); the user wears an HTC Vive headset and uses eye-gaze points to
play. The other VR game (Game 2) has the same content, but features a low-polygon
mudslide scene; the user wears an HTC Focus Plus headset and uses a controller to
play.
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3.2 Participants

Sixty-six fifth-grade students (36 boys and 30 girls) in an elementary school in New
Taipei City, Taiwan, participated in the study. Most participants had no prior experi-
ence with VR games.

3.3 Assessment of Users’ Learning Motivation and Presence Experience

A questionnaire was administered after the VR game-playing sessions to assess the
students’ learning motivation and presence experience. Learning motivation was
assessed using eight items adapted from the Motivated Strategies for Learning Ques-
tionnaire (MSLQ) [9]. Sixteen items were used to address presence, based on a pre-
vious study [10]. The alpha coefficient for the questionnaire was 0.94, indicating
adequate internal consistency.

4 Results

The questionnaire scores reflected students’ overall strongly positive attitudes toward
both VR mudslide games (Table 1). Learning motivation, presence experience and
total questionnaire scores tended to be higher among students who played Game 2 than
among those who played Game 1, but these differences were not significant.

(A) Game 1             (B) Game 2 

Fig. 1. Mudslide scenes in the two virtual reality games.

Table 1. Mean questionnaire scores and differences between games

Score Game 1 Game 2 t

Mean (SD) Mean (SD)

Overall 4.51 (0.65) 4.65 (0.41) –0.98
Learning motivation 4.57 (0.76) 4.75 (0.41) –1.26
Presence experience 4.46 (0.58) 4.54 (0.47) –0.58
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We used nonparametric analysis to compare boys’ and girls’ attitudes toward use of
the two games. Among students who played the second game, boys had significantly
higher learning motivation (Z = 2.72, p < 0.01), presence experience (Z = 2.08,
p < 0.05) and total (Z = 2.44, p < 0.05) scores than did girls (Table 2).

5 Discussion and Conclusions

The present study revealed significant benefits of the use of VR mudslide games.
Improvements in children’s learning motivation and presence experience were
observed, especially after the use of Game 2. Among students who played Game 2,
boys had significantly greater learning motivation and presence experience than did
girls. These results are in agreement with those of previous studies [3–6] examining the
use of virtual environments in disaster prevention education.

Our results indicate that the low-polygon design was more suitable for disaster
prevention education than was the realistic scene design. Thus, designers should focus
on the usability design. They also indicate that VR game play using the HTC Focus
Plus controller was more intuitive than was interaction via eye-gaze. Moreover, they
revealed that icons with which users interact in VR games designed for children need to
be large and consistent, permitting easy recognition and manipulation. This study adds
to existing knowledge about the efficacy of VR learning environment used in disaster
prevention education.

Acknowledgments. This work was supported by funding from the Ministry of Science and
Technology of Taiwan (MOST-107-2622-H-152-002-CC3).
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Abstract. The knowledge demand in the intersection between human-centered
design and Artificial Intelligence (AI) has increased rapidly in both the private
and public sectors. However, higher education is struggling to provide relevant
content to already established senior professionals in a flexible and timely way.
Mobile learning (m-learning) provides a promising way, but more research and
practice is needed to design and launch efficient m-learning initiatives. In this
paper, we share our experiences in designing and launching a flexible and self-
paced podcast-based, free university course for established professionals on the
topic of human-centered design and AI. We present our design process and
highlight the findings from our on-going student survey evaluation. The ques-
tions addressed in this paper are: (1) How can educators design podcast-based
courses for professionals in Higher Education? (2) What impact does a podcast-
based format have on a student’s engagement in higher education? Preliminary
results indicate that the podcast-based format is an appreciated form of flexible
learning, and that the content of human-centered design and AI is of high
interest for a multidisciplinary community of professional practitioners.

Keywords: M-learning � AI � Higher education � Podcast � Course design

1 Introduction

The knowledge demand in the intersection between User Experience (UX) Design,
Service Design and Artificial Intelligence (AI) has increased rapidly in both the private
and public sectors [1]. At the same time, 46% of EU workers feel their skills will
become outdated in the next five years [2]. The EU Commission is increasing its annual
investments in AI by 70% and will reach EUR 1.5 billion for the period 2018–2020.
One of the central aims is to increase trust and utility of human-centric AI [3].
University education caters mostly to young people getting a full-time campus-based
education before entering the professional workforce. Changes in the curriculum
therefore takes several years before their effects reach the profession.

Flexible education usually includes digital technology in teaching, stimulating the
development of distant learning [4]. However, contemporary HEIs are often criticized
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for their slow pace when it comes to adopting new pedagogical approaches in relation
to emerging digital technology [e.g. 5]. Simultaneously, learners have become accus-
tomed to using digital technology for learning [6]. “‘Going to the classroom’ will be
less identified with spending time in a well-defined and constrained physical location.
The classroom has become virtual and may exist everywhere and at all times of the
day” [7]. In 2015, 49% of students had taken an online course and this number is
increasing as more online learning opportunities become available [8]. This, in turn,
generates new issues about changing conditions for learning and teaching in higher
education and the implementation of digitally based pedagogical approaches [9, 10].
Hence, emerging digital technologies in everyday life need to be related to the peda-
gogical methods being used [11].

Podcast-based education is an example of mobile learning, or m-learning, which is
a subset of e-learning in higher education [e.g. 12, 13]. The focus in m-learning is on
student mobility through interaction with portable technologies, and research shows
that key factors for students’ usage of m-learning are perceived usefulness, ease of use
[13] and accessibility [14]. Podcasting as a form of m-learning consists of educational
audio episodes that are listened to on a mobile device. Podcast episodes automatically
pushed to a subscribing device of a “show” (i.e. a collection of episodes), so that the
most updated content is available, and possibly also synchronized across different
devices. This “push” functionality reduces the effort to search for, and manually load,
relevant content [15], and allows learners to choose when and where they study [12].
When it comes to podcasting in education, one of the most important questions within
research has to do with how podcasts optimally can be designed in order to improve
student learning [e.g. 16].

Several practitioners within the field of higher education claim that podcasting has a
major pedagogical potential when it comes to enhancing teaching and learning [15, 17,
18]. According to previous research, however, much indicates that the most common
use of podcasts in higher education is either teacher-distributed lectures or student-
generated podcasts [17, 19], which raises concerns that podcasts are used in a
regressive way, focusing on recording lecture materials and study questions [e.g. 20],
rather than adapting the medium for unique learning opportunities and thus utilizing its
full potential.

Our work has a twofold purpose: First, to develop new course content at the
intersection between AI and human-centered UX and Service Design in order to
increase the professional skill and ability for AI and design professionals in private and
public sector organizations. The question guiding this part of the work is: what skills do
professionals in this cross-disciplinary field need in order to build human-centered AI-
driven services that provide value to individuals, organizations, and society at large?

Second, the project explores a new course format for flexible and short courses at
an advanced level for practitioners. The target group for this type of course is expe-
rienced and operates in advanced knowledge-intensive environments. Furthermore, the
target group works in a time-pressured context where knowledge and skills need to be
continuously developed, but where traditional full- time campus- education often is
unrealistic. The course format needs to be flexible, modularized, remote, and self-
paced.
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The questions addressed in this paper are:

1. How can educators design podcast-based courses for professionals in Higher
Education?

2. What impact does a podcast-based format have on a student’s engagement in higher
education?

2 Design of the Podcast-Based Course

In order to systematically design a podcast-based course in the intersection of human-
centered design and AI that is relevant for professionals, a working group consisting of
industry representatives, pedagogical experts, as well as researchers in the fields of
HCI, digital service innovation, and AI and Data Science was formed. All participants
in the group are active podcast listeners and use podcasts as a way to learn and develop
their own skill set. The group met weekly for four months (January through April
2019) in order to answer three key questions:

1. What are the critical characteristics of the target learner group?
2. What content do professionals in this cross-disciplinary field need in order to build

human-centered AI-powered services that provide value to individuals, organiza-
tions, and society at large?

3. What format should be used to design a good learning environment based on
podcast-based m-learning, given the target group and the content?

2.1 Learner Target Groups

The aim of the course is to concretize and make knowledge available about AI and
human-centered user experience (UX) design and service design for professionals and
contribute to flexible and self-paced learning. The target group for this course thus has
specific characteristics that need to be taken into account when designing both content
and format. Based on workshops with the project’s working group, as well as five
complementing interviews with people from industry outside of the working group, a
list of characteristics for two different target groups was compiled. It was expected from
the outset – and confirmed in the workshops and interviews – that the target group of
professionals for this course are either (a) professional designers who want to learn
more about how AI and Data Science will influence and benefit their design work, or
(b) engineers and developers who are already knowledgeable in the technology and
algorithmic aspects but want to learn how to apply this knowledge in human-centered
services, beyond the mere technical aspects. Learners in both target groups typically
exhibit the following general characteristics:

• Deep practical knowledge in their field. Learners have deep experience in a concrete
application domain (such as automotive, MedTech, or telecom), or in the case of
design professionals, a strong ability to apply human-centered design principles in
any domain.
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• Learners have varying academic backgrounds. Even in senior positions, academic
backgrounds range from self-taught to PhD degrees.

• Focused on practical, day-to-day matters in order to deliver value in several
simultaneous projects.

• Time-pressured with limited possibilities to take external courses. Flexibility in
learning is critical.

• Senior and strategic mindset. Even though some of them have not started any
practical AI implementations yet, they are in the process of shaping offers and
positioning in the area of AI-powered service development.

• International work environment. English is often the official workplace language for
designers and AI developers, who work in multinational companies, and most
articles and literature in the field is only available in English.

2.2 Content and Scope

Since the topic of human-centered design for AI-driven services is open-ended and a
vast topic, some effort had to be put into a relevant and suitable scoping of the content.
The knowledge demand in the area of AI and human-centered design has increased
rapidly recently within both industry and public sector. Putting AI to use in real-life
implementation is a prioritized goal for companies as well as national and international
policymaking [cf. 3, 21]. And even though there is considerable literature and research
available for each of these two fields, there is still theory and methodology lacking in
terms of combining the two. Therefore, one of the goals of the course is to find
examples of the interdisciplinary overlap between the fields. Furthermore, as there are
considerable and complex ethical implications when implementing AI-powered ser-
vices in society, an underlying theme in the course is ethical considerations for
designing and implementing data-driven and AI-powered services.

In order to serve both target groups and to be relevant to professionals’ practical
work on AI in human-centered services, it was decided that the course should first
establish a common ground and consistent technical vocabulary, and then move into
application areas and examples. It was also decided that the course “Human-Centered
Machine Learning” should be short – roughly equivalent to 3 ECTS (European Credit
Transfer System) in scope. However, there are three reasons for offering the course as a
MOOC (Massive Open Online Course) without ECTS. First, due to the varying
background of the target learner group, prerequisites to enter the course would have to
be individually assessed which would be very resource consuming. Second, an official
ECTS course comes with an administrative overhead which would limit the reach to a
large audience. Third, by giving the course freely available without examination and
grading, the course development work can focus on podcast design and production, and
without examination dates, learners can be completely self-paced. Fourth, in previous
internal surveys among students in other short courses aimed at senior professionals
there is a clear attitude that credits are of little – if any – importance when deciding to
take the course.

The working group iterated the content and episode design and decided on a total of
twelve episodes. The first six episodes focus on technical aspects of AI and are fol-
lowed by six design-oriented and applied episodes. Ethical considerations are part of all
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episodes, but the final episode is dedicated to ethical considerations. The participants in
the episodes are experts in their fields, and include both researchers and practitioners
from academia, research institutes, and companies. Table 1 summarizes the episodes
and content of the course.

2.3 Format and Production

During the workshops several participants in the working group highlighted that the
podcast format presents a unique opportunity to “listen in” on experts in dialogue with
each other, or in dialogue with a skilled interviewer. Expert guests were recruited and
booked, and the episodes were recorded during August-September. Based on the
insights on the international target group, and the mother tongue of some of the guests,
it was decided that all content should be given in English.

Table 1. Human-centered machine learning podcast overview. Download count is generated by
the Spreaker platform from October 1, 2019 to February 29, 2020.

Episode Topic Episode participants Downloads

1 Introduction Researchers in AI (2), HCI (1), and
Pedagogy (1)

552

2 What is Artificial
Intelligence?

2 AI researchers, 1 senior AI expert from a
research institute

490

3 Machine Learning:
Theory

2 AI researchers, 1 senior AI expert from a
research institute

310

4 Practical Machine
Learning

2 AI researchers, 1 senior AI expert from a
research institute

218

5 Deep Learning 2 AI researchers, 1 senior AI expert from a
research institute

187

6 Generative
Adversarial
Networks (GAN)

2 AI researchers, 1 senior AI expert from a
research institute

186

7 Designing AI
Services

1 HCI researcher, 1 CEO of a company
with end-user AI service development
experience

182

8 Agentive
Technology

1 HCI researcher, 1 design expert and
author of a seminal AI design textbook

125

9 AI for Learning
and EdTech

1 Pedagogy researcher, 1 AI researcher and
EdTech expert

122

10 AI in Healthcare 1 HCI researcher, 1 CEO of a company in
data-driven healthcare

132

11 AI and Mobility 1 HCI researcher, 1 AI researcher, 1
mobility researcher from a research
institute

125

12 Ethical Challenges 1 HCI researcher, 1 AI researcher, 1 Design
Ethnography researcher

354

Total downloads 3,042
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The podcast episodes were recorded in the university’s recording studio and edited
using the GarageBand™ software. Recordings were made with state-of-the-art multi-
channel studio equipment and directed microphones. The only exception to this was
Episode 8, which was recorded backstage on an international design conference where
one of the speakers was interviewed. The equipment used for that particular episode
was a Zoom H5 portable digital recorder with two directional microphones.

After two weeks of post-production, the entire collection of episodes was published
in October 2019. All episodes were published as a podcast show with the course name
“Human-Centered Machine Learning” on the Spreaker1 platform that generates an RSS
feed, allowing for publication on all major podcast platforms, such as Apple Podcasts,
Google Podcasts, and Spotify. All episodes were also embedded on the course’s own
website2. The website holds additional learning resources connected to each episode.

3 Evaluation

For the purpose of evaluating the podcast-based approach to course development, we
continuously monitor an online anonymous survey directed at people from the learner
target group (professionals working with either human-centered design or AI tech-
nology and software development). This paper reports on the first seven complete
responses.

3.1 Participants

The anonymous participants in the evaluation group all finished the twelve episodes
within three weeks. Their age span is between 25 and 54 years. Six participants identify
as male, and one as female. Three participants have a professional background in HCI
(including titles such as UX Designer, Service Designer, and Interaction Designer), two
participants have a technical profession (Software Engineer and Programmer), and two
participants have a business or management background (Project Manager and CEO).
Five of the participants have more than 11 years of relevant professional experience,
one has 6–10 years, and one is in the 3–5-year span.

3.2 Flexibility

The results of the survey indicate that students value the flexibility offered by m-
learning in the form of podcasts. They appreciate that they can listen in contexts where
they usually cannot access traditional e-learning resources. Participants listened to the
course while commuting, exercising, doing household chores, walking, and driving.
Only one person said s/he listened to one of the episodes sitting at his/her desk at work.

1 http://www.spreaker.com.
2 http://dap.hh.se.
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3.3 Content and Learning

The topic of human-centered AI sparks interest and is perceived as being highly
relevant by all participants. Two participants commented on the interdisciplinary aspect
of the course, and highlight self-reflection of their own skills and knowledge in relation
to the course content:

“It was a good mix of different researchers and different themes. I will probably go
back and listen to the first episodes, they would probably be more beneficial to me as
I’m not that proficient in these areas.”

“Nice overview of the field. […] Enjoyed the more techie episodes the most, but
that’s probably because I know least about this.”

Learning resources beyond audio, such as articles and links to other resources, are
only available via the course’s website. Regular podcast channels only support audio,
and learners accessing the course via regular podcast outlets therefore need to actively
go to the course’s website. Four of the seven participants said that they used the
external resources available on the website. All seven participants indicate that they
would like to take more podcast-based courses in the future.

3.4 Format and Listener Experience

The interview genre was appreciated, which is consistent with previous research
findings, claiming that higher education professionals “can provide content-rich edu-
cational content related to an authentic context, by producing and implementing
podcasts linked to their field of study or interest” [22, p. 428]. One participant contrasts
the interview genre with the traditional lecture genre:

“Very interesting and diverse. Unique position between tech and human-centered
design. I like the ‘interview’ format, instead of just “lectures” as in most e-learning
courses I have taken before.”

The user experience of a podcast is naturally very sound-dependent. Therefore, it is
critical to invest in technology and know-how to ensure high sound quality. For
example, making sure that speakers are positioned correctly in relation to microphones
and setting recording levels correctly is required to ensure that listeners have good
experience even in noisy environments, such as when walking in a city environment or
listening on the subway.

Another aspect of a good auditory experience is in relation to language. About half
of the speakers in the episodes are native Swedish speakers and speak English as a
secondary language. One of the reviewers commented on this:

“Listening to Swedes speaking non-perfect English is a bit annoying, but these are
minor details.”

However, by using English the course serves listeners all over the world. According
to the listener statistics, 62% listened in Sweden, and the remaining 38% accessed the
podcast from other countries (predominantly with listeners from the USA, the UK and
Germany).
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4 Conclusion and Future Directions

The overall research aim of this work is to explore how podcast-based courses can be
designed, and what features facilitate and challenge the learning experience for pro-
fessionals. A second aim, and of particular interest to the HCI and design community,
is to provide content in the intersection of AI and human-centered design. We have
provided an account of the experiences in designing and launching a podcast-based
course from a course development perspective, and provided initial insights on the
impact of a podcast-based format from the learners’ perspective.

Seven responding participants in the evaluation is a too small number for extracting
statistical significance. However, the responses give indications of podcasts as a
promising way to provide accessible and relevant content for time-sensitive knowledge
professionals. The format of interviews and listening in on dialogues between experts
was listed as helping build a positive learning experience by several of the respondents.
One drawback based on the responses include the lack of visual learning, such as using
figures and diagrams for example. A second drawback highlighted by the developers of
the course (but not present in the learners’ evaluation so far) is the lack of interactive
aspects and student-generated discussions. The combination of existing pushed podcast
technology and interactive m-learning is an interesting area of future research for
education and HCI researchers. One idea that comes to mind is to provide question-
and-answer episodes injected between the regular episodes, where students can pose
questions to be discussed by experts in the studio. Live broadcasts with students having
the ability to write or call in, could also be a possible way to add interaction. These
ideas, however, could limit the desired flexibility and self-paced experience for some
learners.
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Abstract. With the COVID-19 pandemic, the higher education communities
throughout almost the entire world have moved from traditional face-to-face
teaching to remote learning by using video conferencing software and online
learning applications and platforms. With social distancing requirements, it is
expected that eLearning will be part of the delivery modalities at least until an
effective vaccine is widely available. Even after the pandemic is over, it is
expected that remote learning and online education will be part of the “new or
next normal.” Such online and remote learning modalities are not simply
restricted to academic institutions. Businesses are using online and remote
learning to re-train, re-tool, and re-educate their employees. The students, in
general, are not enthusiastic about the virtual classroom. Niche.com surveyed
14,000 undergraduate and graduate students in April 2020 and found that more
than 2/3 of them thought online classes are not as effective as in-person and
teacher-centered classes. This unplanned change in teaching modes caused by
COVID-19 and the negative feedback from students creates some serious
concerns for educators and universities. How to enhance the eLearning expe-
rience for students? How to choose from many eLearning platforms on the
market? Which eLearning platform is the most user friendly and the best suited
for online classes? Which eLearning platforms enable the best class participation
and student involvement? In this research, we apply the eLearning usability
heuristics to evaluate the major video conferencing platforms (e.g., Cisco
Webex, Microsoft Teams, and Zoom).

Keywords: COVID-19 � Pandemic � eLearning � Online teaching � Video
conferencing software � Higher education � Usability heuristics � Virtual
classroom

1 Introduction

eLearning is learning conducted via electronic media, typically using the Internet.
Synchronous and asynchronous eLearning are methods to substitute the traditional
face-to-face learning method to improve learning performance and meet the social
distancing requirement amid the COVID-19 outbreak. Educators and instructors have
numerous options when choosing from different eLearning platforms based on features
and purposes [1, 2]. The purpose of this study is to present a comparison of three
popular eLearning platforms by functions and rank the platforms by the evaluation
results. Usability is the key factor in eLearning [3]. To date, some research projects
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have sought to understand the various technologies and tools (e.g., video conferencing,
learning management systems, multimedia, virtual reality, gamification) used in
eLearning, the usability of different eLearning tools, the usability of mobile tech-
nologies, and the impact of usability on student performance [4–6, 8–17]. Previous
research has also investigated mixed usability heuristics, from the “Nielsen’s 10 gen-
eral heuristics” to some recent domain-specific heuristics targeting web sites, mobile
applications, virtual reality, video games, and eLearning environments [17–20].
Evaluation heuristics to study the eLearning platforms in higher education during a
pandemic is new because the situation is unprecedented. With COVID-19, we are
relying almost completely on online and remote learning with hardly any face-to-face
interactions [21]. Further, many instructors and students are forced into the situation
and they have not self-selected to participate in eLearning. Although many articles
online have discussed the pros and cons of popular eLearning platforms, again, these
studies are focusing mainly on the needs of business users and not higher education.

Our research seeks to fill this gap by using a set of evaluation heuristics tailored for
eLearning and using the evaluation heuristics to review the usability of major
eLearning platforms. The results can be used to guide educators in boosting learners’
participation and involvement in an eLearning by selecting the most appropriate
platforms. The results can also help the developers of eLearning platforms to improve
and tailor their products to better support pedagogical requirements.

2 Literature Review

2.1 Heuristic Evaluation

One of the popular evaluation heuristics is the one proposed by Nielsen and Molich
[17]. This evaluation method usually involves a group of usability experts to examine
an interactive software system based on a set of guidelines (so-called “Nielsen’s
Heuristics” [18]) to capture and categorize problems in the system. Compared to full-
scale usability study involving actual users, heuristics evaluation is cost-effective and
efficient. However, Nielsen’s heuristics were considered too general to evaluate
domain-specific user interfaces. Therefore, a considerable number of new sets of
usability heuristics have been developed to target the needs of different domains by
modifying Nielsen’s heuristics and/or adding new heuristics. For example, some
researchers designed heuristics tailored to domains such as virtual worlds [3], social
networks, mobile interfaces [5], and u-Learning applications [6]. However, according
to a systematic review of 70 studies of domain-specific heuristics, many heuristics
propositions lack validation and less than 10% of all the studies report acceptable
robustness and rigorousness. Further, more than 80% of the studies adopted similar
heuristics as Nielsen’s [20].

The use of eLearning as the domain of our study arises from the COVID-19
pandemic and the sudden need to transfer from face-to-face teaching to remote learning
and virtual classroom [21]. Nielsen’s heuristics are not sufficiently specific for
eLearning, especially when using video conferencing platforms. As a result, we
decided to use the Virtual Learning Environments (VLEs) heuristics developed by
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Figueroa et al. (see Table 1) [20]. It is a new and validated set of usability heuristics
that is not only applicable to this specific domain but it also provides the evaluation of
the virtual learning environment for educational purposes. It also takes user acceptance
during the learning and teaching processes into consideration.

2.2 eLearning and Blended Learning

eLearning and blended learning provide learners with flexibility in terms of time, place,
and learning pace in higher education. They reduce person-to-person interaction to
ensure social distancing during the pandemic. However, traditional learning approaches
provide learners with an enhanced sense of participation and involvement. Online and
traditional learnings have their advantages and applicable scopes [22]. Blended
learning is a mixture of online and traditional learnings and provides learners and
trainees with a wide range of basic online resources that are suitable for students with
different backgrounds and needs. Some researchers [7, 8] suggest that blended learning
stimulates learners’ interests in participating in an interactive classroom and results in
significantly higher academic performances and better learning outcomes.

2.3 eLearning Platforms

Zoom is a cloud-based and web-based conference tool that people can use to virtually
communicate and interact. Zoom offers several unique features that increase its

Table 1. VLEs heuristics developed by Figueroa et al. [20].

Id Name of VLEs Heuristics

H1 Visibility of system status
H2 Match between system and the real world
H3 User control and freedom
H4 Consistency and standards
H5 Error prevention
H6 Recognition rather than recall
H7 Flexibility and efficiency of use
H8 Aesthetic and minimalist design
H9 Help users recognize and diagnose from errors and recover from errors
H10 Help and documentation
H11 System elements consistency
H12 Web standards and symbols
H13 Teaching-Learning process indicator
H14 Flexible configuration of resources and learning objects
H15 Storage capability
H16 Interactive communication
H17 Multiple devices adaptation
H18 Measuring learning

COVID-19 Pandemic: A Usability Study on Platforms to Support eLearning 335



popularity among small-, medium-, and large-sized groups of people. Zoom offers
multiple free functions such as online meeting either by video or audio or both for 100
people maximum with a 40-min time limit, and other free functions such as live chat,
screen sharing, and recording. Zoom provides functions and performances across
multiple operating systems including Windows, Mac, Linux, iOS, Android, and
Blackberry [23]. Over half of Fortune 500 companies reportedly used Zoom in 2019
[24], and Zoom has gained even more users worldwide since the outbreak of COVID-
19 because of its versatility and compatibility. With the number of users soaring, Zoom
and its products are placed under the spotlight. Some cybersecurity researchers pointed
out the vulnerabilities, security flaws, and data leaking risks when using Zoom. As a
result, the Pentagon [25], German government [26], Taiwan government [27], and
Singapore teachers [28] were warned about or restricting Zoom use. Even though the
founder of Zoom, Eric Yuan, admitted the “missteps” and committed to focusing on
privacy and security [29], security concerns remain.

Cisco Webex is another popular online conference platform on the market. Webex
has similar functionalities as Zoom and has comparable pricing plans as Zoom. The key
difference between the two is that Webex’s free plan allows users to host meetings of
any length of time whereas Zoom’s free plan limits a meeting to 40 min. As the typical
length of a class is longer than 40 min, Webex is more suitable for a longer class
session and Zoom is suitable for a short group meeting. Compared to Zoom, Webex’s
pricing for the next two tiers designed for small teams and mid-sized teams are cheaper
at $13.50/mo per host and $17.95/mo per host respectively. With Zoom, it costs
$14.99/mo per host for small teams and $19.99/mo per host for mid-size teams [30].
Thus, Webex is commonly used for mid-sized classrooms or large group meetings
whereas Zoom is popular with small classrooms or small group meetings.

Microsoft Teams is a digital hub that brings conversations, meetings, files, and
applications into a single learning management system. Microsoft Teams allows
individual teams to self-organize and collaborate across different business scenarios. In
Microsoft Teams, teams are a collection of people, content, and tools surrounding
different projects and outcomes within an organization. Channels are dedicated sections
within a team to keep conversations organized by specific topics, projects, and disci-
plines. It is estimated that by the end of 2020, 41 percent of organizations will be using
Microsoft Teams globally [31]. Similar to the Zoom and Webex, Teams allows audio,
video, and desktop sharing.

Technology has played and continues to play an important role in the development
and expansion of eLearning [32–34]. This paper investigates the functionalities that
various platforms can offer educators in higher education institutions.

3 Research Procedures

The usability of some popular online and remote learning platforms was evaluated
using the new and validated set of VLE usability heuristics in this research. Some of the
popular eLearning technologies that have been used in eLearning are Cisco Webex,
Microsoft Teams, and Zoom. Different eLearning platforms have their unique strengths
and each platform emphasizes different functionalities. In this research, Cisco Webex,
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Microsoft Teams, and Zoom were evaluated based on the 18 VLE usability heuristics
by two evaluators. The results summarize the pros and cons of each focusing on their
usage in higher education institutions.

4 Results and Discussions

The usability of Microsoft Teams, Webex, and Zoom are generally very good and that
is probably the reason for their popularity in the market place. The three also have very
similar features and functions. The market is hyper-competitive and a useful feature in
one is quickly adopted by the others. Further, the lock-in features of these platforms are
weak. In other words, customers can switch easily from one platform to another.
Usability, functionalities, and costs are keys for competition in such circumstances.

In the following, we provide some suggestions to further enhance their usability for
eLearning environments. Some of the suggestions provided below may not be relevant
to corporate customers. Again, it should be emphasized that the evaluation was done
with higher education environment in mind.

After evaluating Microsoft Teams, Webex, and Zoom using the VLEs heuristics,
we found several areas of improvement related to heuristics 2, 6, 7, 16, and 18 for
eLearning.

Sharing screen is common in eLearning and online teaching environments. For
these three platforms, screen sharing is not as intuitive and simple as it should be for a
novice user. The interaction needs to be made more natural and obvious. Also, for
pedagogy, the instructors may need to view the screen of the students. For example, the
instructors may be giving a test and need to ensure that the students are not searching
for answers online. In the face-to-face environment, the instructors would be walking
around to proctor the test. Although formal exams may need the professional proc-
toring service, proctoring of simple quizzes in eLearning can be accomplished easily
when the instructors can view the screen of the students. This feature needs not be
activated all the time – just when needed (e.g., during quizzes) and with the consent of
the students. This is related to heuristic 2 – match between system and the real world.
Proctoring of tests and exams is related to heuristic 18 – measuring learning.

One effective way to evaluate eLearning involvement is to check on class atten-
dance. While Teams gives a one-click tool to download the attendance list from the
side menu, Webex and Zoom make the operation a little more complicated – the
instructors have to go through a few steps before they can download the attendance
lists. One suggestion is to make commonly used/needed features to be accomplished in
one-click. This is related to heuristics 7 and 18 – flexibility and efficiency of use, and
measuring learning.

Although Teams provide a neat user interface during video conferencing, the
meeting icon used to open a video meeting can be made more visually distinct and
easily recognizable. The icons used should be easily identifiable and conforming to the
norm (i.e., what is commonly used at this time) [35]. This is related to heuristics 6 and
7 – recognition rather than recall, and flexibility and efficiency of use.

Another suggestion is related to heuristic16, interactive communication. Compared
to face-to-face classroom, eLearning calls for a more engaging interactive
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communication to keep students involved and instructors informed of students’ statuses
[36]. This is important for some eLearning sessions where the instructors are lecturing
and would like to know the students’ statuses. Teams, Webex, and Zoom have features
that address this need – embedded non-verbal feedback using icons such as raise hand,
clap, and go slow. These icons enable the students to provide feedback and allow
students to express their understanding of the course content. However, these icons are
not visible unless a chat screen is open. One suggestion is that these icons can be made
more visible and a few more such icons can be included (e.g., an icon for “Please
Elaborate/Explain”) for eLearning environment. This is also related to heuristic 2 –

match between system and the real world.

5 Conclusions

COVID-19 propels the importance of eLearning platforms to a new height. In this
research, we investigated three eLearning platforms – Cisco Webex, Microsoft Teams,
and Zoom. The Virtual Learning Environments heuristics was selected as the evalua-
tion criteria. The evaluation results show that the three platforms score well in usability
and have similar basic functions including online meetings using video and/or audio,
live chat, screen sharing, and recording. The evaluation also reveals some areas where
the three platforms can be enhanced for eLearning. Features that can be enriched
include ease of sharing screens, employ intuitive icons, and tailor the platforms to
pedagogical needs such as collecting class attendance and viewing of students’ screens
during tests.

Cisco Webex, Microsoft Teams, and Zoom are not designed specifically with
eLearning in mind. With COVID-19, millions of students in many countries are sud-
denly forced to use these platforms to continue their education. Their experience and
exposure to different eLearning platforms will change the pedagogical landscape post-
pandemic. It will not be education as usual after COVID-19 is managed and controlled.
Issues to resolve to further enhance the acceptance of eLearning include security,
privacy, and trust [37–40]. Nevertheless, a massively huge market is there to be
grabbed for the platforms that are best designed for eLearning! Usability is a critical
success factor in this competition! [41]
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Abstract. The purpose of this paper is to propose findings on a process for
developing and designing a hybrid Virtual Reality/Augmented Reality (VR/AR)
system that facilitates artifact discovery and meaning-making at the Guard dig
site near the Little Miami River. Both researchers and visitors use this active
archeological dig site. The content for this system uses a combination of
computer-generated and photogrammetry type models to show the world of the
Ft. Ancient people. The virtual presentation of these artifacts uses both a VR and
AR system or Extended Reality (XR) system, to share critical cultural stories
about this ancient culture. Approaching the design of this project demanded the
use of designerly thinking, design research and co-design principles with
archeologists, the local community, and potential visitors. This process, based
on agile methodologies, ensures the needs of researchers, stakeholders, and
visitors are met. The research highlights the challenges facing, exhibit, museum
and historical landmark designers as they strive to create a more vibrant and
dynamic experience while at the same time creating a historically accurate
recreation. The main issues facing an immersive designer consist of the blending
of relevance, expectations, engaging interpretation, and finally creating a cul-
tural hub.

Keywords: Design � Extended reality � Virtual cultural heritage � Archeology �
Virtual reality � Augmented reality � Museum � Ft. ancient culture

1 Introduction

In his book, Space and Place, Yi-Fu Tuan has remarked, “As social beings and sci-
entists we offer each other truncated images of people and their world. Experiences are
slighted or ignored because of the means to articulate them or point them out are
lacking. The lack is not due to any inherent deficiency in language. If something is of
sufficient importance to us, we usually find the means to give it visibility” [1]. This
passage is rather poignant to the design research conducted in this project as several
emerging technologies were designed to tell stories; that engage and immerse the
visitor in more informative ways.
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The idea of placing a visitor in a time and place that connects them to an ancient
people and transports them through time is a way to immerse a user or visitor in a
particular culture. This type of transportation has been a goal of artists and philosophers
since ancient times. Aristotle proclaimed in his classic Poetics, “…Tragedy is an
imitation, not of men, but of an action and of life, and life consists in action, and its end
is a mode of action, not a quality” [2]. Immersive technology like Augmented Reality
(AR) and Virtual Reality (VR) allows us to insert action into lessons and shared
experiences, thus recreating a “life” that was once limited to passive experiences.
A fully immersive VR project allows us to build, play, and manipulate artifacts within a
virtual world. The technology of AR inserts computer-generated models into a user’s
place and space and then allows them to not only see those objects but also interact
with them. The blending of the technology can provide an engaging extended reality
experience for a historical, cultural heritage site.

2 Expert Domain

2.1 Subject Matter Experts and Stakeholders

While approaching the beginning stages of the design, it is helpful to identify who the
stakeholders and domain experts are for the project. The VR and AR expertise is
provided by the project designer, but the domain experts were those fluent in Ft.
Ancient culture. The subject matter experts consisted of faculty from The Ohio State
University Department of Anthropology, the University of Wisconsin-Milwaukee, the
Archeological Research Institute, and others from The Ohio State University Depart-
ment of Anthropology. The stakeholders, as described in this paper, are also the
community at large and visitors to the site.

2.2 Ft. Ancient Culture

The origins of the Ft. Ancient Culture date back to roughly 1000 AD [3]. At this time,
the culture was a weak and stagnant group. Most of the houses were pit-house style,
and they farmed mostly corn, bean, and sunflower. Ft. Ancient society was a melting
pot of cultural influences. They borrowed from many different peoples and civiliza-
tions. This melding helped the culture become fuller, more productive, and it grew
more substantial as a result. This is also when European made goods found their way
into the villages through trade. The foreign objects would include brass, glass, steel,
and other products. Along with the increase in trade and material came the introduction
of infectious diseases. Around 1300 AD many Ft. Ancient sites were abandoned in
Southwest Ohio and Southeastern Indiana due to social and ecological changes that
they encountered [3].
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3 Designing for a Specific Domain

3.1 Adopting Design Principles

Design thinking is a powerful tool that is useful when looking to build alternative
learning environments [4]. In researching what process would be necessary to design
current immersive learning experiences, the process of design thinking emerged as a
critical candidate. Brown states there are “three spaces of innovation: inspiration, the
problem or opportunity that motivates the search for solutions; ideation, the process of
generating, developing, and testing ideas; and implementation, the path that leads from
the project room to the market” [4]. In proceeding with the first part of this project,
inspiration was realized from the Archeologist group. The ideation phase of this project
consisted of a collaboration with stakeholders using a framework of co-design prin-
ciples used throughout the ideation process. An agile methodology heavily influences
the implementation path.

3.2 Identifying the Strengths of Each Medium

To identify what medium, when comparing AR to VR, would be most useful, a rating
system was put in place to quantify the ability of AR and VR to accurately portray the
affordances each area supports (see Fig. 1 and 2). It was readily apparent some design
elements would lend themselves to AR, while others VR. For instance, if you want to
control every aspect of an environment, like weather, VR would be a better option
visually as we could control the elements no matter what season it is. In contrast,
viewing AR snow in the middle of July wouldn’t have the same effect. Particular areas
of interest received a rating to help identify which medium would work best.

3.3 General Issues in Designing for XR

Virtual Reality Design Considerations. It is helpful to briefly describe some of the
most active elements of VR and AR so that they can be used to communicate effec-
tively. As VR scholar Jason Jerald points out, “A fully immersive VR experience is
more than merely presenting content. The more a user physically interacts with a virtual

Fig. 1. Rating AR vs VR Fig. 2. AR vs VR data
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world using their own body in intuitive ways, the more than a user feels engaged and
present in the virtual world” [5]. This enhanced engagement can make the experience
more relatable to others. It can create a new world around us, which allows us to build,
play, and manipulate objects within that world. This play and learning are at the heart
of the project, so being able to have a system that can utilize these important traits is
essential. VR will transport a guest to a new place, a new time, and give them a new
perspective.

Augmented Reality Design Considerations. Augmented Reality is a technology that
changes the visual views of its user. According to Papagiannis, “(In AR) you are more
deeply immersed and engaged with your surroundings via newfound contextual
understanding assisted by technology” [6]. The technology of AR inserts computer-
generated objects into a user’s place and space and then allows them to not only see
those objects but also interact with them. This ability to “augment” a scene allows for
visual overlays, object interactions, and instructions to engage a user seamlessly. Paired
with the ability to set up physical trigger markers and GPS beacons, the immersive
designer can place those digitally designed artifacts at specific locations and create a
method of discovery learning.

3.4 XR Design Considerations for Historical and Cultural Heritage

The current exhibit, museum and historical landmark designer has several issues they
need to address in order to create a vibrant and dynamic immersive experience for
cultural heritage purposes. The main problems facing a designer consists of some blend
of relevance, expectations, and engaging interpretation [7]. For this project, it was
helpful to consider the following elements throughout the process.

Engagement. Active user participation enhances the cognitive processes in the areas
of problem-solving, decision-making and evaluation. Active user participation
encourages the visitor to engage with the subject matter. Engagement theory can
involve collaboration, discovery and visionary types of motivation [8].

Fig. 3. Website for domain experts Fig. 4. Guard dig site in Indiana
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Flow. Additionally, there are design elements like FLOW and user engagement that
need to be considered [9]. When the visitor comes to the location of the site, they
should feel like they are visiting the past. This feeling of both arousal and control
should never leave the visitor throughout the entirety of the experience. We offer a
guide to assist the user throughout the teaching moments.

Gamification and Interaction Design. The interactivity of the project was consid-
ered, designed, and tested for. When approaching the design of non-gaming systems,
‘gamified’ elements can be used to increase a visitor’s interest and motivation. Pro-
viding motivational powers to goals through mastery seeking, reputation, and identity
signaling of valued accomplishments are just a few of the techniques that can be
explored through these design elements [10].

Interface Design. The virtual interface was considered very carefully. If the interface
does not amplify the power and control a visitor has over content, the interface can
become a wall. The visitor should be provided with information that isn’t obvious by
just looking around the field or perusing the artifacts in the museum. The way the
information is delivered to the visitor is considered [11].

Inclusivity. Research was done by going to museums and noting what all age groups
do and say. This helped influence the conceptual designs for each group. Identifying
topics to be addressed included how small interactions and environmental spaces can
provide a meaningful outcome. It also meant having a place for the stakeholders to
view the project in various states. To address this, a website was developed to share
models created by individuals like OSU graduate student Jiaxing Gao with archeolo-
gists and subject matter experts (see Fig. 3).

Appropriate Visual Representation. It is challenging for a scientific researcher to
share their discoveries with others outside their field. This is simply due to the very
complex and dynamic elements that inhabit a historical space. While the archeologist
knows the intimate experience through their hours of research and examination, much
of the cultural relevance that is attached to the fragment is lost on the public without
more extensive explanation. A solution to this might be to virtually incorporate
emerging theories about a culture. It is important to know how a digital artifact’s value
is being considered by the user [1].

4 Extracting Methodology and Design Principles

4.1 Co-design and a Designerly Approach

As design researcher Sanders points out, “Approaches to design research have come
from a research-led perspective and from a design-led perspective” [12]. Work by
Sanders also bounds design research using both an expert mindset and a participatory
mindset, referring to an approach that acknowledges the community around a project
and the creators of the project. It was using this mindset that sparked discussions that
informed this design. Much of the archaeologist’s work is written, hand-drawn, or is
research in progress, so it became critical that to connect with the archeology lab at
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subject matter experts. The Ft. Ancient culture is particularly hard to visualize. While
this group has unearthed many artifacts, there is no modern culture to investigate and
no physical structures to visit (see Fig. 4). Because of the Ft. Ancient’s quick departure
and their tendency to burn dwellings that were old, or inhospitable, there is little
material culture left. Discussions led to an agreement about digitally visualizing three
significant areas: the spiritual journey through a central village pole, a family domicile
that relates to daily activities, and finally, the wilderness outside the village stockade.

4.2 Combining Co-design with Agile Methodology

By using a co-design methodology that treats the domain experts and the visitors as
first-class members, we can combine design techniques used in Human-Computer
Interaction, software development, and mutual learning. This project uses an inter-
pretation of the agile co-design methodology as presented by designers at the
University of Southampton [13]. This system creates scope and shared understanding
upfront, then uses an iterative development process to move the project forward. The
first stage is defining the problem and understanding the requirements of the stake-
holders. Continuing the understanding between the stakeholders and designers from
phase one, we move on to creating personas, scenarios, and activity diagrams. The next
step is to develop, test and refine elements from stakeholders and possible users.

4.3 User Profiles and Journey Maps

User profiles and journey maps, also known as user personas, can help to discover the
complex elements and help to aid in approaches to human-centered design. The per-
sona and journey maps created can provide a broad picture of a participant’s thoughts
and the benefits associated with some of the more complex issues a design is trying to
address. As Newton and Riggs point out, the personas can help to “identify broader
trends, including common issues or inquiries made by particular client types” [14]. In
the case of this project, the client types are the archeologists, the visitors and the local
residents (see Fig. 5 and 6).

Fig. 5. User persona Fig. 6. User journey map
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4.4 Experience Roadmap

In addition to personas and user maps, there is a need to create a roadmap, or story-
board of the experience so that the designers and creators can identify what elements
are essential to create a working prototype. Experience diagrams and storyboards are
the tools of choice. These diagrams (see Fig. 7 and 8) were chosen because as Walsh
states, “visual presentation of ideas helps respondents to identify themselves with the
use situation and enhance imagination [15].

4.5 Importance of a Prototype

Continuing with an agile co-design methodology, there is a need to build and showcase
a working prototype. Wensveen states in discussions about design research, “the
practice of prototyping, as a means of inquiry often receives the least attention as a
research contribution, it is often the case that a prototyping process has been vital for
the exploration and further development of research directions, or has provided a
conceptual background for the later stages of research” [16]. The effect on creating a
prototype for the stakeholders provided them with the ability to see what this tech-
nology is capable of and what type of stories they can afford to the public.

AR Prototype. The AR prototype places artifacts in the desired location at the Guard
site and connects the visitor to the history contained there. The artifacts include
information about discovery and purpose. The user’s ability to move around and see
the artifact in its native surroundings was tested. The project supports physical
movement through a location-based AR experience (see Fig. 9 and 10).

Fig. 7. Experience map Fig. 8. Ancient culture

Fig. 9. AR prototype iPad Fig. 10. AR prototype of pole
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VR Prototype. The VR prototype places the visitor in a remote location like a
museum but virtually transports them to the site (see Fig. 11 and 12). Annotation and
information is contained in each artifact and presented to the visitor. By acknowledging
individuals who learn best when encouraged to explore physical space, the project was
leveraged by introducing historical artifacts with immersive technologies. Embodiment
and movement are achieved using VR.

4.6 Considerations

• Appealing to a wide range of ages and backgrounds
• Networking will allow functionality and learning with a mass mindset
• Given the time and resources available, there could be limitations in visualizing all

the areas the domain experts would like to have.
• Weather
• Technology changes

5 Conclusion

Immersive designers should take note of designerly thinking and the ability to use the
design tools to enhance their design. Using personas, scenarios and prototypes are vital
tools throughout the design process. Moreover, weaving the subject matter experts and
stakeholders into the development process, even if they have limited experience with
extended reality systems, is needed to ensure the project is accurately representing a
cultural heritage site. A primary goal of this project is to raise awareness of this culture.
There is a need to allow the design of these immersive experiences the ability to build
more than just a walkthrough, but a place that can offer an enhanced culturally
immersed experience. This can only happen through collaboration and the sharing of
design choices.

Fig. 11. Village in VR - night Fig. 12. Village in VR - day
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Abstract. This research proposes to develop a design and application model for
interpretative media for ecomuseums and other exhibit facilities. With per-
spective of information design, we consider the form of an on-site interpretative
game to combine the benefits of field interpretation and game tasks. This
research takes Beitou area in northern Taiwan as the sample site of ecomuseum,
to develop the contents of the interpretative game. With different styles of
information design, including the order of task and interpretative text, and the
use of realistic or schematic image, a card-based on-site interpretative game is
designed and made. We conduct on-site user tests to understand the difference
and features of usability and satisfaction among combinations of different styles
of information design. Quantitative and qualitative data is collected to be ana-
lyzed. The guidelines for information design of on-site interpretative game are
concluded and proposed.

Keywords: Information design � Interpretation design � Game-based learning

1 Introduction

Ecomuseum is a kind of museum in concept. The concept is to utilize real sites or
objects of culture, history or nature as subjects for visiting, but not to collect them in
museum. Because the subjects are not located in controllable venues, how to process an
appropriate exhibit interpretation becomes an important issue. This research proposes
to develop a design and application model for interpretative media for ecomuseums and
other exhibit facilities.

With perspective of information design, we consider the form of an on-site inter-
pretative game to combine the benefits of field interpretation and game tasks. It could
be guided by an interpreter or operated by users themselves, to improve the visiting
experience. The interpretative tool should be compact to carry and can demonstrate the
functions of interpretative media well. It should have a concise form to provide basic
and important site information, as well as to match the needs and styles of tasks and the
context.

This research takes Beitou area in Taiwan as the sample site of ecomuseum, to
develop the contents of the interpretative game. This paper is the pilot study that tested
the paper prototypes on the real site with fewer participants. Guidelines are concluded
to make the final test model of the on-site interpretative game.
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2 Literature Review

2.1 Interpretation

Interpretation is a kind of educational activity. It is multiple methods and media of
demonstration and explanation for visitors to understand the themes and contents of
exhibits. Tilden [11] provided a definition of interpretation for dictionary purpose as
follows:

An educational activity which aims to reveal meanings and relationships through the use of
original objects, by firsthand experience, and by illustrative media, rather than simply to
communicate factual information (p. 33).

Beck and Cable [2] took interpretation as a procedure of transmitting information
and inspiration for us, to promote the understanding, appreciation, and protection to
cultural and natural heritage. We can see that interpretation is a method of education,
with direct experience and explanative information, to inspire the understanding and
insights of visitors to the themes and contents of exhibits, and to actively promote the
protection of the cultural and natural environment. It is also the purpose of this
research.

The effect of direct experience on learning has been richly discussed in literature,
mainly due to the benefits of multiple sensory stimulation and connection. Experiential
learning (or experience-based learning) is a way of learning through experience,
especially learning by reflection in operation.

Kolb [6] proposed the experiential learning theory that defines experience learning
as the process of knowledge generation through the conversion of experience. Kolb’s
experiential learning model (ELM) is divided into four stages, from individual concrete
experience, reflective observation, abstract conceptualization, and finally to verification
of the concept (active experimentation). Knowledge is obtained by summing up
experience from actual situations, and promoted from verification and application. This
is originally a natural way to obtain usable knowledge from experience, but it is more
efficient for us to directly utilize the experience gathered by our predecessors, with
means such as reading. Now we lose the ability to learn directly from experience, and
also lose the learning effect of multiple senses. Kolb is to retrieve this original learning
method.

Tilden [11] believes the two concepts that the interpreter must think about. One is
that the statement must go beyond the facts to inspire more important meanings behind
the facts. The other is that the explanation should make full use of human curiosity to
enrich and enhance human intelligence and mind. This means that interpretation can
use people’s instinct of curiosity for novelty, to provide multiple experiential envi-
ronments, just like puzzles to be solved, to trigger learning motivation, and to open up
potentially important meanings.

The interpretative media is the medium that conveys the content of the message.
Broadly speaking, it also covers the means and methods of using the media to elicit the
reaction of the recipient, including the methods, facilities and tools of communication.
Sharpe [10] divides the interpretative media into two categories: staff interpretation and
non-staff interpretation. 1. Personal or attended service: the use of personnel to explain
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directly to tourists. 2. Non-personal or attended service: using a variety of facilities to
explain the subject matter, without personnel explanation. This research conducted test
with a means of non-personal service.

2.2 Information Design

The name information design is derived from the field of graphic design, and is also
traditionally called information graphics. It is a method of explaining facts and
numerical concepts by combining graphics and text. In the development of human
civilization, it is natural to use graphics and text to convey ideas at the same time. After
the development of many pioneers in modern times, it has gradually become an
integrated design professional field. Information design is defined by the International
Institute for Information Design (IIID) [5]: is “the defining, planning, and shaping of
the contents of a message and the environments in which it is presented, with the
intention to satisfy the information needs of the intended recipients.”

Information architecture refers to a set of methods for describing the structure of an
information system, including how information is organized, how information is
navigated, and vocabulary and term selection [1]. Morville and Rosenfeld [7] believe
that the information structure can be divided into four parts: organization system,
labeling system, navigation system, and search system.

Information graphics is a comprehensive graphic and text to explain the facts and
numerical concepts. There are many different views on the scope and classification of
information graphics. Wildbur and Burke [13] divide information graphics into three
categories according to their usage: 1. Organized presentation of facts or data; 2.
Methods to understand the situation or process; 3. Design of control systems.

2.3 Game-Based Learning

Game-based learning (GBL) is a learning method that uses games to achieve specific
learning purposes. It includes games through various media, such as computers, video
games, paper cards, board games, etc. The game-based learning using digital media is
called digital game-based learning (DGBL). In recent years, there are researches on the
effectiveness of digital game-based learning. Although many results have proved to be
beneficial to learning, the disputes continue [3, 8, 12].

The most questioned question about the strategy of attracting visitors in museum
exhibition with entertainment is: Regardless of whether the visitors pay attention to and
understands the theme information, the entertainment effect can still be achieved. It is
difficult to determine whether the visitors have learned something. Screven [9] pro-
posed two modes of participation: passive participation and interactive participation.
Passive participation usually only plays the role of the initiator. The visitors can see the
dynamic demonstration, but has no power of choice. This kind of participation is one-
way only, and the system has the same response to all feedback. While interactive
participation does not only provide visitors a chance to make a decision. The focus is to
encourage visitors to find the answer from the exhibit to achieve the best cognitive
learning effect before visitors make a decision. Interactive participation is closer to the
ideal way of participation in education and entertainment.
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About digital games on real site, Hwang, Tsai and Yang [4] discussed the location-
based mobile learning environment on the topic of context-aware ubiquitous learning
environment. They suggested the learning environment should be environment-aware,
that is, the state of the learner or environment can be detected before the system can
perform learning activities. And the learning environment should provide personalized
support or prompts at appropriate paths, locations, and times that based on the learner’s
personal, environmental factors and learning process.

3 Method

This research takes Beitou area in northern Taiwan as the sample site of eco-museum,
to develop the contents of the interpretative game. In Beitou, many cultural and historic
spots are very worth visiting. We select some important spots to form an appropriate
visiting path. With different styles of information design, including the order of task
and interpretative text, and the use of realistic or schematic image, a card-based on-site
interpretative game is designed and made. Every card matches a specific spot with its
task description, interpretative text and image (see Fig. 1).

In this pilot study, paper prototypes were tested in three stages by eight participants.
Paper prototypes were made with three design factors: (1) order of task and text,
(2) realistic or schematic image, and (3) with or without background color under lower
texts. A hand-drawing map and puzzle booklet like elementary school homework were
also designed as parts of the game (see Fig. 2). Each group of two participants took one
prototype with a combination of the factors and started to arrange a suitable route for all
spots on the cards. They had to follow the task directions on the cards to complete the
tasks on the spots and also try to solve the number puzzle on the booklet. After a group
of participants finished their tasks and solved the puzzle, a group interview was con-
ducted to understand the problems and satisfaction that participants met. After each test
stage, the prototype was modified to make new version.

We will conduct on-site user tests to understand the difference and features of
usability and satisfaction among combinations of different styles of information design.
Quantitative and qualitative data is collected to be analyzed.

(a) (b)

Fig. 1. Game cards: (a) with realistic photos; (b) with hand drawing.
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4 Results and Discussion

This pilot study collects qualitative data in three group interviews. The results show
three categories of reflections and insights about the game design: (1) process and
puzzle design: the game integration and puzzle solving, (2) information and visual
design: the order of objects and visual styles, and (3) task design: how the experience
can be gather.

Stage 1. Two participants. (1) Process and puzzle design: Users can understand how
the game progresses from documents and cards. The puzzle solving is processed on the
booklet, so it should provide obvious hints and directions.

(2) Information and visual design: “Title, introduction, image, task” is the most
acceptable visual order of information presented. Users think that tasks are more
important than introduction. You need to know what the mission is before you start to
explore. The task texts should be emphasized. The yellow background can highlight the
task texts. The images that utilize hand-drawing style got better satisfaction. User can
explorer the spots with hints in the drawing images. The routes on the map can provide
the function of positioning to locate personal position.

(3) Task design: The task on the card can make users want to go inside the train
station to find the answer. It is good to get experience of problem solving. The tasks
should have clear instructions and have obvious correspondence with the spots (Fig. 3).

Fig. 2. Game map

Fig. 3. On-site test in Thermal Valley, Beitou.
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Stage 2. One participant. (1) Process and puzzle design: Relevance and priority of
tasks and puzzle solving is important. If there is no relevance, it is easy to guide users
focus on the puzzle solving and ignore the experiential tasks. The time without limi-
tation is good for users to get more experience in the site. The free exploration is
encouraged. Users also like the manner that users can freely arrange their routes to go
through the spots shown on the cards. But they like a clear method to finish the tasks,
such as blank squares to fill the answers.

(2) Information and visual design: The mapping between cards and the map is well
for wayfinding. The landmarks on the map should be showed on the correct related
positions so that they can be referred easily.

(3) Task design: The task should be designed with answer searching or rich field
experience to prevent users to skip the tasks. Users could start drawing after deep
observation: such as the task that starts observation on Thermal Valley and try to draw
witch image from the scene. Finally, the clear and important knowledge can be
understood, such as the story that Beitou waterway system was completed in 1911.

Stage 3. Four participants. (1) Process and puzzle design: Users will also observe
things that are not card tasks. The path they have taken is that we have not traveled
before. There are two groups that will compete and have more fun. A group is suitable
for 2–3 people to cooperate through barriers.

(2) Information and visual design: The arrangement of tasks above and introduction
below will be misunderstood that the instruction below is the answer. Observation
skills can be trained, and card clues can assist in correspondence. The map does not
need to be drawn with too much details, and this map is just good. And real photos
used in the cards are less fun. It makes the card designed more like a sightseeing
manual.

(3) Task design: They also pay attention to the information along the road to see if
they can find the answer for the tasks. They like the interactive way on site, such taking
pictures in the Little Bath and finding a green-building book in the library.

The tested cards can be used as a self-guided interpretation tool. It can fulfill the
most principles by Tilden [11]. It can provide experiential connection between users
and knowledge. The interpretation function works better than mere information by
tasks that can stimulate people’s imagination.

5 Conclusion

The guidelines for information design of on-site interpretative game are concluded and
proposed.

(1) The simple on-site game can provide similar functions of a person’s interpretation.
The tasks are good to get experience of problem solving. The tasks should have
clear instructions and have obvious correspondence with the spots.

(2) In the game context, “Title, introduction, image, task” is the most acceptable visual
order of information presented. Users think that tasks are more important than
introduction. The task texts should be emphasized.

Information Design of an On-Site Interpretative Game 357



(3) The images that utilize hand-drawing style got better satisfaction. User can explorer
the spots with hints in the drawing images. Real photos used in the cards are more
formal and less fun.

(4) Relevance and priority of tasks and puzzle solving is important. If there is no
relevance, it is easy to guide users focus on the puzzle solving and ignore the
experiential tasks.

(5) The free exploration is encouraged. The time without limitation is good for users to
get more experience in the site.

(6) The mapping between cards and the map is important for wayfinding. The land-
marks on the map should be showed on the correct related positions so that they
can be referred easily.

This pilot study shows that without a real person’s interpretation, this game can
play a similar role to interact with visitors and bring rich experience on the real site.
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003, from the Ministry of Science and Technology, Taiwan.
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Abstract. The objective of the project focuses on the use of Augmented
Reality and free software applied to a playful, puzzle-like game that serves as
didactic support in the teaching and diffusion of archaeological patrimony in
museums.
For the study case, we choose The Pumapungo Museum and The Archaeo-

logical Park located in the city of Cuenca, Ecuador, which have an important
archaeological and patrimony reserve and are also located on one of the most
important Inkas settlements in the country. According to its statistics, around
164,000 thousand tourists visit it annually, and 14.64% of them are children;
therefore, based on these data, the defined audience of users for the study were
primary school children between 6 and 8 years of age.
As a pedagogical methodology, the learning theories in education were used,

by Seymour Papert (Constructivism) and John Dewey (Learning by doing),
tools that have improved the learning process through exploration and experi-
ence. Likewise, we worked with formal and non-formal learning schemes that
allow improving the interaction of children with the museum environments,
reinforcing the knowledge from the guided visits.
The results show that the use of Augmented Reality in the learning process

arouses the interest and curiosity of children in a given topic because it allows
them to get involved in real time in historical contexts and therefore learn about
the material and intangible heritage or patrimony of their country.
The research and development of the project was carried out in 2015, so the

technological and bibliographic references correspond to that date.

Keywords: Augmented Reality � Free software � Pedagogy �
Constructionism � Learning by doing � Game � Museum

1 Introduction

Augmented Reality as technology has allowed the development of multiple applica-
tions in cultural, scientific or educational fields, showing the versatility that it offers not
only on computers but also on mobile devices; In the time of the study, examples such
as from the School of Computing and Information Systems, University of Tasmania,
where several work is carried out to reduce the problems of students for the study of
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Anatomy with the use of haptic Augmented Reality, with results expressed by their
authors as “promising” (Yeom 2011); An investigation was carried out In Bogotá,
Colombia about the use of Augmented Reality to enhance the main points of tourist
interest through a website (Cuervo et al. 2011); According to (Fabregat 2012) the
Adaptive Hypermedia Systems and The Augmented Reality can be coupled for the
benefit of students when teaching, through the use of e-learning platforms, as a tool in
adaptive environments; In more specific cases and related to this project, studies have
also been carried out where “… the possibilities that Augmented Reality offers in
museum environments have been observed, taking into account its pedagogical nature,
since the simplicity of the applications makes them adapt to a wide spectrum of
public…” (Ruiz Torres 2011, p. 223).

Based on the mentioned cases, we can say that Augmented Reality has proven to be
an optimal resource to be applied as a didactic and pedagogical tool, which is in
accordance with the public policies of the Network of National Museums of the
Ministry of Culture of Ecuador, that promotes the valuation, preservation of Ecuado-
rian cultural patrimony so that museums could be “a powerful tool for content trans-
mission and non-formal pedagogical complementarity” (Celi et al. 2010, p. 3), besides
contributing to the main objective of this project, which is to demonstrate that the
didactic experience of visitors to the Pumapungo Archaeological Park can be rein-
forced and improved, through the use of a game based on Augmented Reality and free
software; technologies that allow the creation of highly useful applications, at a lower
cost and with the scope of being able to mix multimedia elements such as video, sound
and 3D.

2 Materials and Methods

2.1 Theoretical Framework

To conceive the application design in Reality, we relied on the following concepts:

Teaching in Museums. It proposes formal and non-formal learning that contributes to
teaching methodologies within these spaces of historical collectivity. If we rely on the
concepts of formal education, museums would fulfil a similar objective of a library “…
from the perspective of formal education, we should go to the museum and do what is
not possible to perform in school or look for answers to previously raised questions”
(Santacana 1998). It is then when processes must be organized to follow before, during
and after the visit to a museum, where dialogue and coordination with educational
entities is a fundamental part of it.

As a consequence of formality, we can talk, then, of non-formal learning, where the
museum’s visitor himself is the person who must interact directly with the object or
space intentionally prepared for the visit, culturally stimulating their knowledge and
potential questions or answers, generating a self-interest of knowledge as a user.
Although its name is called “non-formal” (Papert 1981) this does not mean that this
type of learning is completely removed from the processes; in other words, the
experimentation on the object is potentiated and the subject becomes part of the pre-
viously designed process.
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Seymourt Papert - Constructivism. His theoretical approach is based on the fact that
computers would be a useful tool to improve the development of children’s creativity
and learning, as well as the possibility that, in the future, these machines would be a
personal object of each student.

As a result of his theory about computers in education, he developed a programming
language called “LOGO” (Turtle Language), a tool with which children, in this case,
and machines, can communicate in an easy and attractive language, becoming the
developers of their own learning universe, but also working together with the educator;
that is, children understanding that the educator is also a student and that everyone,
including the teacher, learns from their mistakes, “Sharing the problem and the
experience of solving it allows the child to learn from the adult, not “doing what the
teacher says “but” doing what the teacher does”” (Papert 1981, p. 137).

John Dewey - Learning by Doing. His theory is based on the fact that children
develop precise skills to solve problems established by themselves, through exploration
and investigation within a space; that is, learning from their experience, seeking to
generate inquiry and interest in them, stimulating a more creative response for future
situations that occur in their learning.

In “Experience and Education” Dewey conceives a theory of experience, this way
configuring a “corpus of certainties” and prescriptions that the school should promote:

– The student as the center of educational action.
– Learning by doing.
– The school as the place

Didactic or Playful Games, What Benefits Do They Have for Pedagogy in Chil-
dren. In children the word “game” is directly related to fun, and in pedagogy with
learning and how it can stimulate in them. If it is not their main activity, games are
presented as a stimulant to children so that they develop different cognitive, concen-
tration or social interaction skills. Playing can be seen as a distracting action, but also as
an effective guide applied to make a child understand reality. Through this, people,
especially the little ones, experience learning as a way to make them grow in the
educational environment. Regardless of their age, playing becomes part of the recre-
ational activities that will accompany their knowledge.

Children grow up playing therefore, a very important part of their development has to do with
games, since it stimulates the growth of their intelligence and creativity; didactic games help
children to think more, to be able to reason better and to have a greater capacity for analysis and
synthesis. (Educational toys: Invite to learn)

Augmented Reality and Free Software. Augmented Reality is basically the mixture
of virtual information of any kind: images, text, 3D figures or video, with physical
information, on the same scene and in real time, it aims to expand the reality that we
perceive with our senses, enrich a real physical object, with any type of digital
information, using technological devices and of course a computer system (Fig. 1).

In the development of work in Augmented Reality, the use of specialized software
and libraries is very important, on the internet you can find some applications that were
based on the concepts of free software and open source code and are available to users,
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since this allows the exchange of knowledge, updates, improvements and contributions
to increase the benefits that each of them can offer.

Richard M. Stallman, founder of the Free Software Foundation, a non-profit orga-
nization dedicated to promoting the use and development of free software, defined the
four freedoms or principles of free software as:

1. The freedom to run the program for whatever purpose.
2. The freedom to modify the program to adjust it to your needs. (For effective

freedom in practice, you must have access to the source code, because without it the
task of incorporating changes into a program is extremely difficult.)

3. The freedom to redistribute copies, either for free, or in exchange for paying a price.
4. La libertad de distribuir versiones modificadas del programa, de tal forma que la

comunidad pueda aprovechar las mejoras introducidas. (Stallman 2004, pág. 19)

The project was developed with tools such as: Blender for 3D modeling, ARToolKit
Marker Generator Online for creating markers, OpenCollada plugin for handling 3D
files and Adobe Flash Builder (software with license) with free source code for game
programming.

2.2 Methodology

Taking into account the aforementioned concepts, the design process of the Augmented
Reality application was developed under the following work scheme:

– Evaluation of the different spaces and elements of the park to determine what the
main archaeological attractions are that will form part of the prototype of the game.

– Research on the Inca settlement in Pumapungo, current city of Basin.
– Research on the types of free software with which you can program the game.
– Creation of a storyboard for the narrative of the game.
– Design of the different elements of the game.
– Prototyping and testing.

Fig. 1. Scheme of the necessary components for an Augmented Reality system
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3 Game Design

The game in Augmented Reality is called “Pumapungo World”, and its objective is to
hypothetically teach how the Inca site could have been in Pumapungo, using graphical
elements of this culture taking as a reference the illustrations of the indigenous
chronicler Felipe Guamán Poma de Ayala.

The Pumapungo World is made up of the main architectural spaces (scenarios) that
the Incas built on the site (The Kancha, The Barracks o Kallankas, The Aqlla Wasi, The
QuriKancha, Canal-Bathrooms-Lagoon and Outer Palace) and the context that revolves
around it so that children can idealize What this wonderful settlement could have
looked like (Table 1).

The game starts from the conception of a thematic puzzle made up of four chips and
a support base, each one incorporates a marker (element that activates Augmented

Table 1. Scheme of relationship between architectural spaces and other elements of the Puzzle.

Ground Living area Character Environment Video

Represents
the space
where the
settlement
Inca was

It represents the
main
constructions or
vestiges found
on the site

It shows
who used
the houses
or buildings

It exemplifies a
context of the
agricultural work
of the Inca people

It is narrative
type and
complements the
3D information
presented

Stage stand The Kancha Inca people Open space, place
of gathering of the
people

Video related to
the topic

Stage stand The Barracks o
Kallankas

Soldiers Rooms for the
armies of the
empire

Video related to
the topic

Stage stand Aqlla Wasi Aqllas and
Mamaconas

Species of convent
inhabited by
women
consecrated to the
sun

Video related to
the topic

Stage stand The Qurikancha Priests Greater temple and
astronomical
observatory,
symbolizes
religious power

Video related to
the topic

Stage stand Canal -
Bathrooms -
Lagoon

Inca
Emperor

Space dedicated to
the God Tiksi
Wiraqucha

Video related to
the topic

Stage stand Outer Palace Inca
Royalty

Architectural
construction

Video related to
the topic
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Reality) with topics related to archaeological spaces of the Pumapungo Park (Fig. 2
and Table 2).

         Puzzle Base       Assembled Puzzle              Assembly Structure

Fig. 2. Puzzle tabs with their own Augmented Reality markers

Table 2. Chart of 3D graphics and markers using the Aqlla Wasi scenario as an example.

oediV/cihparGD3tnemelErekraM

Logo introduction to the 
Pumapungo World 

Terrain / Stage Support 

Character 

Aqlla Wasi 

Environment 

Video 
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For the development of the application, programming tests were carried out, first
with Flash Builder version 4.6, plus libraries and free use codes based on multimarkers
and video loading for Augmented Reality which were created with the ARToolKit
Marker Generator Online tool. The modeling and animation of 3D elements were made
with 3D Studio Max software. A second test was performed with AR Media software;
its plugin was used to 3D Studio Max and marker generation with AR Media marker
Generator, this software allows the assembly of the elements of the application in the
same 3D program while creating an executable file for its operation (Fig. 3).

4 Results

The evaluation of the prototype was done with 20 children from a rural school in the
city because they have less contact with computers and new technologies for their
scarce economic resources; by observing usage and behavior, the strengths and
weaknesses of the proposed model were determined.

The puzzle was perhaps the most involved element. The majority of opinion from
the children is that more tiles should be included in order to see more 3D animations, in
some cases the apparent complexity of the puzzle due to the shape of the puzzle did not
allow them to assemble it easily; This led to unintended individual activity becoming a
group activity because of other children’s interest in helping to solve the puzzle. The
level of interaction of the children with the game was high since the size of the tiles
allowed them to correctly manipulate and observe each of the elements.

The use of Augmented Reality in the field of education allows children to become
more involved in learning about a specific subject. By showing a different perspective
of an intangible reality, we managed to awaken curiosity in children, first, about the
operation of the application and, second, about the theme presented. It must be
emphasized that the motor and cognitive development is different in each child, so in
some cases the instructions on how the puzzle works should be personalized.

This technology can provide the user with new experiences in non-immersive
environments, since its easy use makes it totally attractive, especially for children who,
in general, are more and more accustomed to the technological advances that stimulate
their minds.

The proposed application can be adapted and modified, according to the needs of
the Park and in its first stage was limited to an emblematic area previously analyzed by

Fig. 3. Evaluation tests of the app
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the park managers. The use of technologies based on free software allows the real-
ization of applications of great utility and at a lower cost. The application that gave the
best result when doing the tests prior to the final evaluation was 3D Studio Max plus
the AR Media plugin.
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Abstract. Products are of commemorative significance when associated with
regional culture, whose differences in design themes and cultural attributes cause
consumers to have different perceptions of regional culture. In view of this, this
paper took the regional culture of Nanjing as an example to study the consumer
cognition of two types of products in five attributes including cultural and
historic natures, cultural story-based natures, local characteristics, cultural
connotations, and cultural art, with cultural and creative products designed for
architecture and IP roles as the research objects. The research findings show
1. Consumers had different cognitions towards design attributes of regional
cultural and creative products of Nanjing, which have different design themes.
2. Consumers had different cognitions towards design attributes of regional
cultural and creative products of Nanjing on different design levels. 3. Cognition
of design attributes of regional cultural and creative products of Nanjing was
influenced by design themes and design levels. The research can provide a
reference for the design of regional cultural and creative products, help
designers master consumer demands better and prevent design deviations.

Keywords: Consumer cognition � Regional culture � Cultural and creative
products

1 Introduction

Culture and design influence each other. Through abstractive and refined application of
cultural information of different themes (such as architecture, clothing and language) in
cultural and creative products, the regional culture has been continued and propa-
gandized, which can help consumers understand natures and connotations of regional
culture. According to classification of three levels of cultural products by Wu, Tyan-Yu
et al. [1], we can classify regional cultural and creative products into symbolic design
with direct transplantation of cultural elements, functional design highlighting product
practicality and metaphor design highlighting cultural connotations. As for the same
regional culture, due to different design themes and skills of designers, consumers will
have different cognitions towards cultural and creative products with different design
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themes. Therefore, whether a design is successful depends on whether the product can
effectively convey natures and connotations of regional culture to consumers. Hence, it
is quite necessary to design cultural products which have local characteristics and
satisfy consumer cognitions. Therefore, the paper aims to, from the perspective of
consumer cognition, explores design strategies of regional cultural and creative prod-
ucts and help designers effectively grant products with unique cultural features during
design of cultural and creative products, so as to establish associations with local
culture in consumers’ cognition.

2 Relevant Studies

2.1 Design and Development of Regional Cultural and Creative Products

Regional culture refers to a unique type of culture given regional marks, which is
formed through the integration of culture with surroundings in a certain regional
environment. Based on regional traditional culture, it absorbs essences of external
culture and features inheritance, growth and inclusiveness [2]. As believed by the
UNESCO, cultural products carry economic and cultural natures and become a carrier
of cultural features, values and significances through use and preservation of cultural
heritage [3]. As proposed by Lin Rongtai (2007), cultural and creative products can be
designed through scene application and storytelling. The design comprises four steps,
namely investigation (set a scenario), interaction (tell a story), development (write a
script) and implementation (design a product). In addition, designers shall assess fea-
tures, significances and adaptability of products and perfect the design according to
assessment results [4]. Yi Jun et al. (2018) aiming at design and development of
cultural and creative products proposed construction of a service platform including
sub-platform for integration of design resource of regional culture, design assistant sub-
platform, and rapid prototyping manufacture sub-platform. This platform involves all
processes of product design and development, wherein each module is mutually
independent and realizes mutual cooperation and influences, acquisition paths of cul-
tural resources are simplified, and design efficiency is increased [5].

2.2 Consumer Cognition

As believed by Zhi Jinyi (2007), consumers’ cognition responses towards products to a
certain extent involve the selection of visual perception and are directly associated with
consumers’ former visual experience, memory and image arising [6]. Consumers’
cognition of products is influenced by product factors and consumer factors. The
information generated from product design, including functions, forms, textures, colors
and styles will bring consumers with aesthetic experience. Social and cultural envi-
ronment, educational level, age, job, gender, customs and other factors of consumers
will influence their cognition and experience of products. During the design of cultural
and creative products, designers will according to the cognition of the regional cultural
object use the design knowledge mastered to conduct the design. If the designed
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product has proper content and information on regional culture, correct cognition
responses of consumers will arise, so accurate cognition matching can be acquired [7].

Therefore, in the research, cultural targets of architecture and IP roles are used as
the design themes. In addition, cultural and creative products designed based on these
two themes were selected for the research from three design levels such as symbol-
ization, functionality and metaphor. In this way, consumers’ cognition and preferences
for cultural and creative products are judged, and design references can be provided for
designers in the design of regional cultural and creative products.

3 Experimental Design

The research is divided into two stages. Firstly, preliminary survey: Literature research
was conducted in the first stage. 30 testing samples were extracted from Jiangsu Travel
Commodity Website and Qinhuai Gift Taobao Official Flagship Store. Their design
levels and themes were researched and classified. Through collection of comments of
five experts in the design field, six representative products were screened as experi-
mental samples. In the second stage, questionnaire survey was conducted on cognition
preferences of 131 tests. Survey results were analyzed by SPSS statistical software.
ANOVA analysis of design themes (IP roles, architecture) � design levels (symbol-
ization, functionality, and metaphor) was conducted, so consumers’ cognitions and
preferences towards regional cultural and creative products of Nanjing were explored.

Hypothesis 1: Consumers have the same cognition towards design attributes of
regional cultural and creative products of Nanjing with different design themes.

Hypothesis 2: Consumers have the same cognition towards design attributes of
regional cultural and creative products of Nanjing with different design levels.

Hypothesis 3: Design themes and design levels cannot influence the design attri-
butes of regional cultural and creative products of Nanjing at the same time.

3.1 Tests

Main consumers of regional cultural and creative products are basically young people
[8–10]. Thus, in the research, young people of 18–40 years old (34.09% for males, and
65.91% for females) were taken as the research objects. In total, 131 valid question-
naires were collected for statistical analysis.

3.2 Samples of Cultural and Creative Products

As one of the Chinese cities with deepest cultural deposits, its culture integrates ele-
ments in North and South, features inclusiveness and embodies uniqueness. There are
abundant cultural and creative products with Nanjing culture as the research target. In
the paper, samples of cultural and creative products were extracted from Jiangsu Travel
Commodity Website and Qinhuai Gift Taobao Official Flagship Store. According to the
sales ranking, 30 testing samples were selected and classified according to design levels
and design themes. Then, five experts in the design field of cultural and creative
products were invited to choose 6 representative products as experimental samples.
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3.3 Items of Attributes of Cultural and Creative Products

Survey questionnaires were sorted through a literature review. In total, five dimensions
of cognition towards cultural and creative products were obtained, which include
Cultural historical nature, Cultural story-based nature, Local characteristic, Cultural
connotation, Cultural artistic nature.

3.4 Implementation of Experiment

Based on the reference review and preliminary survey, 6 products and 5 dimensions
were collected from samples. For purposes of the research, scores of 1–5 points were
marked for preferences of 6 cultural and creative products and cognition of 21 design
attributes in the questionnaire. 5 points refer to the highest intensity of attribute
recognition, and 1 point refers to the lowest intensity of attribute recognition. Then,
scores were graded for preferences of product samples, wherein 1 refers to “dislike the
most” and 5 refers to “like the most”.

4 Results and Discussion

4.1 Cultural Historical Nature and Cultural Artistic Nature

1. Design levels of cultural and creative products had significant influences on con-
sumers from the perspective of cultural historical natures (F (2, 260) = 125.09,
p < .001). It is shown through Scheffe method: consumers’ cognition towards the
levels of symbolization and functionality was significantly stronger than that of the
metaphor level, while there was no significant difference between cognitions on the
levels of functionality and symbolization. In other words, as for consumers’ cog-
nition of cultural historical natures in cultural and creative products, the design level
of metaphor is the least perceivable one for consumers in comparison with design
levels such as functionality and symbolization (see Table 1).

2. Design themes and design levels had significant interactions in consumers’ cog-
nition of cultural historical natures, wherein F (2, 260) = 3.539, p = 0.03. Further
simple main effects were checked. Results are as follows: as for levels such as
symbolization, functionality and metaphor, design themes had significantly simple
main effects (F (1, 390) = 8.38, p = 0.004; F (1,390) = 5.94, p = 0.015; F
(1,390) = 33.50, p < 0.001). Consumers’ cognition of architecture-themed cultural
and creative products on three levels (M = 4.03, SD = 0.64; M = 4.01, SD = 0.65;
M = 3.43, SD = 0.84) was stronger than that of IP role cultural and creative
products on the same level (M = 3.84, SD = 0.69; M = 3.85, SD = 0.72;
M = 3.05, SD = 0.87).

In addition, as for cultural artistic natures, consumers’ cognition of attributes of
cultural and creative products was similar with that of cultural historical natures; the
design level has significant effects on consumers’ cognition of cultural artistic natures
(F (2, 260) = 15.667, p < .001), while the metaphor level of design is the least per-
ceivable aspect for consumers (see Table 1). However, as for cultural artistic natures,
there was no significant interaction between design themes and design levels.
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4.2 Cultural Story-Based Natures and Cultural Connotation

According to research results, consumers had similar cognitions towards cultural story-
based natures and cultural connotations of cultural and creative products, which are
mainly manifested in the following aspects:

1. Design levels of cultural and creative products had significant effects on consumers’
cognitions towards attributes of cultural story-based natures and cultural connota-
tions (F (2, 260) = 70.113, p < .001; F (2, 260) = 48.841, p < .001). As shown
through Scheffe method, as for consumers’ cognitions towards cultural story-based
natures and cultural connotations in cultural and creative products, the functionality
was most easily perceived by consumers, with design on the symbolization level
ranking the second place; in comparison with design levels of functionality and
symbolization, the metaphor design level was least perceivable by consumers.

2. Design themes and design levels of cultural and creative products had significant
interactions as for consumers’ cognition on cultural story-based natures and cultural
connotations (F (2, 260) = 30.407, p < 0.001; F (2, 260) = 11.222, p < 0.001).
Further simple main effect testing was conducted, as follows:
(1) As for the symbolization level, design themes has significant simple main

effects (F (1, 390) = 5.43, p = 0.020; F (1, 390) = 58.98, p < 0.001); but dif-
ferently, consumers’ cognition towards cultural story-based natures of cultural
and creative products of architecture (M = 3.12, SD = 0.95) was weaker than
that of IP roles (M = 3.26, SD = 0.82); the results was opposite for cognition of
cultural connotations, namely the cognition for architecture (M = 4.02, SD =
0.62) was stronger than IP roles (M = 3.58, SD = 0.80). As for the func-
tionality level, design themes also had significant simple main effects (F
(1,390) = 61.22, p < 0.001; F (1,390) = 4.39, p = 0.037). Consumers’ cogni-
tion towards attributes of cultural and creative products of IP roles (M = 3.31,
SD = 0.76; M = 3.97, SD = 0.66) was weaker than that of architecture
(M = 3.78, SD = 0.71; M = 4.09, SD = 0.66). As for the metaphor level,
design themes had no significant simple main effects from the level of cultural
story-based natures (F (1,390) = 2.24, p = 0.135). However, as for cultural
connotations, design themes had significant simple main effects on the meta-
phor level. Cognition of architecture (M = 3.64, SD = 0.79) was stronger than
that of IP roles (M = 3.51, SD = 0.74)).

(2) As for cultural and creative products of IP roles, the design level had significant
simple main effects (F (2, 520) = 21.90, p < 0.001; F (2, 520) = 33.26,
p < 0.001). As for cognition of cultural story-based natures, the symbolization
level was weaker (M = 3.26, SD = 0.82) than that of the functionality level
(M = 3.31, SD = 0.76). However, as for cognition of cultural connotations, the
symbolization level (M = 3.58, SD = 0.80) was stronger than the functionality
level (M = 3.97, SD = 0.66). As for architecture products, the design levels had
significant simple main effects (F(2,520) = 87.61, p < 0.001; F(2,520) = 31.74,
p < 0.001), while the functionality (M = 3.78, SD = 0.71; M = 4.09, SD =
0.66) was stronger than symbolization (M = 3.12, SD = 0.95; M = 4.02,
SD = 0.62).
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4.3 Local Characteristics

1. Design levels had significant effects on consumers’ cognition of local characteristics
(F (2, 260) = 66.764, p < .001). As shown in Scheffe method, consumers’ cogni-
tions towards the functionality level (M = 3.82, SD = .74) and the symbolization
level (M = 3.65, SD = .73) were significantly stronger than that of the metaphor
level (M = 3.28, SD = .89) (p < 0.001). Meanwhile, symbolization was signifi-
cantly stronger than functionality. In other words, as for consumers’ cognition of
local characteristics in cultural and creative products, functionality was most easily
cognized by consumers, with the symbolization-level design ranking the second
place; in comparison with design levels of functionality and symbolization, the
metaphor design level was the least perceivable for consumers.

2. Design themes and design levels had significant interactions as for consumers’
cognition of local characteristics (F (2, 260) = 15.115, p < 0.001). As found in
further simple main effect testing that: as for levels of symbolization, functionality
and metaphor, design themes had significant simple main effects (F (1, 390) = 3.94,
p = 0.020; F(1,390) = 67.97, p < 0.001; F(1,390) = 16.99, p < 0.001); cognition
of architecture (M = 3.71, SD = 0.66; M = 4.09, SD = 0.62; M = 3.41, SD =
0.82) was stronger than that of IP roles (M = 3.58, SD = 0.80; M = 3.55, SD =
0.76; M = 3.14, SD = 0.94).

As for IP roles, design levels had significant simple main effects (F (2,
520) = 31.79, p < 0.001); cognition of the symbolization level (M = 3.58, SD = 0.80)
was stronger than that of the functionality level (M = 3.55, SD = 0.76). As for
architecture products, the design levels also had significant simple main effects (F
(2,520) = 61.10, p < 0.001); cognition of functionality (M = 4.09, SD = 0.62) was
stronger than that of symbolization (M = 3.71, SD = 0.66).

Table 1. Scheffe’s post hoc test and Interaction Analysis of Design Attribute Cognition

Items Scheffe’s post hoc test Interaction

Cultural
historical nature

Symbolization (M = 3.94, SD = .67) > metaphor
(M = 3.24, SD = .87) (p < 0.001));
Functionality (M = 3.93, SD = .69) > metaphor
(p < 0.001)

p = 0.03

Local artistic
nature

Functionality (M = 3.98, SD = .69) > metaphor
(M = 3.77, SD = .74) (p < 0.01));
Symbolization (M = 3.95, SD = .69) > metaphor
(p < 0.01)

p = .239

Cultural story-
based nature

Functionality (M = 3.55, SD = .77) > symbolization
(M = 3.19, SD = .89) > metaphor (M = 2.98, SD = .88)

p < 0.001

Cultural
connotation

Functionality (M = 4.03, SD = .66) > symbolization
(M = 3.80, SD = .75) > metaphor (M = 3.58, SD = .77)

p < 0.001

Local
characteristic

Symbolization (M = 3.65, SD = .73) > functionality
(M = 3.82, SD = .74) > metaphor (M = 3.28, SD = .89)

p < 0.001
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5 Conclusion

With the regional culture of Nanjing as the example, the paper studies cultural and
creative products based on design themes of architecture and IP mages so as to explore
consumers’ cognition towards five attributes including cultural historical nature, cul-
tural story-based nature, local characteristics, cultural connotation and cultural artistic
nature of two products. Results show:

1. Consumers’ cognitions were different towards design attributes of regional cultural
and creative products with different design themes. As for historical nature/artistic
nature/connotation and local characteristics of cultural and creative products, con-
sumers’ cognition towards cultural and creative products of architecture was
stronger than that of IP roles; however, as for cultural story-based natures, con-
sumers’ cognition towards cultural and creative products of architecture was weaker
than that of IP roles. The cause may be that cultural and creative products of
architecture mainly have concrete forms which can relatively directly convey
attributes of design themes. As for cultural story-based natures, shaping and man-
ifestation of IP roles can more easily cause consumers’ emotional resonance, so as
to help them understand story contents conveyed by cultural and creative products.

2. Consumers’ cognitions are different towards design attributes of regional cultural
and creative products of Nanjing based on different design levels. Research findings
show that as for cognition of five attributes of two types of products, consumers’
cognitions of design attributes on levels of functionality and symbolization were
stronger than those of the metaphor level. In other words, attributes of cultural and
creative products implied on the metaphor level were least perceivable by
consumers.

3. Design themes and levels could influence the cognition of design attributes of
regional cultural and creative products of Nanjing at the same time. Except for
cultural artistic natures, as for historic nature/connotation/story-based nature and
local characteristics of cultural and creative products, design themes and levels of
cultural and creative products had interactions. Thus, through the rational combi-
nation of design themes and design levels, consumers can better cognize regional
attributes of cultural and creative products.

The research can provide a reference for the design of regional cultural and creative
products, help designers better know about consumers’ cognition and prevent the
occurrence of design deviations.
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Abstract. This paper will examine the interactive sound sculpture The
Soundomat, constructed with the aim of making an engaging experience while
challenging our perception of music.
The concept of music will be discussed through people’s reaction, to an

installation which is based on musique concrète. Furthermore, it will analyze
and investigate where the project originated from, through methods of idea
development, designing, coding and conceptualization. It will illustrate and
describe what inspired the work, and the reasoning behind the choices that were
made. The installation is playful in its design, and It has the intention to stir
imagination, curiosity and provoke playfulness, while looking intriguing with its
vibrant color scheme and ‘turntable’ element. Additionally, we will discuss and
analyze the interaction between The Soundomat and the participants, through
interviews, observations and the feedback received. It observes that people had
two different ways of interaction. Either they picked the soundblocks based on
the materials and the sounds they expected from them, or they worked in a more
systematic manor and only added one soundblock at a time. There was no clear
indicator, why some used one method over the other. Even though some of the
participants were not aware of the concept musique concrète, they described the
soundscape from The Soundomat in a way that corresponds with the definition
of musique concrète. Lastly it will be analyzed, whether the project fulfills its
intent, as well as its future work and improvements.

Keywords: Sound � Machine � Musique concréte � Design � Interaction �
Creativity � Curiosity

1 Introduction

“Sound installations, for better or for worse, get us listening to the world” (Rogill
1989). Sound installations often use sounds from our everyday life, these sounds are
usually not noticed, either they are ignored, or our brain filters it out as noise. Many of
the sounds seem recognizable but are easily discarded as the noise of the world. What if
we listened? This question has led us to the problem formulation:

“How does people react and interact, either alone or together, with an installation that
encourages and inspires the users, to experiment with different materials to create a soundscape
from their own creativity and curiosity, and thereby challenges the users perception of music?”

© Springer Nature Switzerland AG 2020
C. Stephanidis et al. (Eds.): HCII 2020, CCIS 1294, pp. 375–381, 2020.
https://doi.org/10.1007/978-3-030-60703-6_48

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_48&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60703-6_48


We wanted to facilitate this investigation and exploration in an intriguing way that
stirred the user’s imagination, curiosity and provoked playfulness. To this purpose, we
developed The Soundomat.

The Soundomat is an engaging sound installation that aims to explore the relation
between sound, noise and music, based on the theory and concept of musique concrète
introduced by Pierre Schaeffer in 1948. As he describes in an interview: “Musique
concrète is music made of raw sounds: thunderstorms, steam-engines, waterfalls, steel
foundries… The sounds are not produced by traditional acoustic musical instruments.
They are captured on tape (originally, before tape, on disk) and manipulated to form
sound-structures” (Hodgkinson 1987).

The Soundomat aims to experiment and investigate raw sounds, it allows the
participants to investigate the properties, textures and sounds through ‘soundblocks’.
Soundblocks consists of raw materials, which are placed on Velcro strips around the
artefact, they can then be placed on the turntable. Contact microphones pick up and
enhance the sound of the different materials. Users are encouraged to create their own
composition and soundscape, and through this process listen to the world anew.

During the exhibition at Aalborg University we gathered data, through interviews
and observations, about the user’s experience, their creative approach, and their per-
ception of sound and Music. This will be analysed and discussed.

2 Method and Design

In this section we will account for the design process and discuss our choices in term of
the design we chose to make an artefact as clear to understand and as user-friendly as
possible. The process started with the idea of having a pickup bar with contact
microphones, which would allow the participants to experiment with sound and music.

To expand on this idea and to find a systematic order to the ideas and the process
we chose to work with mind mapping and concept mapping. Through both mapping-
concepts it helped to expand our creative design thinking further and get even more
ideas written down for discussion. Nick Pride puts it this way: “Drawing out everything
that’s in your mind gets rid of the ideas that you’ve used before that clutter your brain.
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Get these down, know that they’re out of your mind, then you can turn the page and get
on to the new.” (Pride, as cited in Ingeldew 2016). The team took the advice into
consideration and worked with a-no-fear-process towards each other– it was crucial for
the idea – and design process that all team members never left an idea unsaid and that
everybody came over their fear of embarrassment: “Get over this fear of humiliation
and always voice your wildest ideas” (Ingeldew 2016) - and so, we did.

We used an iterative design process, developing ideas before starting over with new
concepts. While this design method was not planned, it did allow us to improve the
important elements of the design through the multiple iterations. One aspect of the
design which changed over time and in the end was dropped was the space around the
pickup bar. We started of wanting to create a room and closing off the space by having
it be a dome with the pickup bar built into it. Trough iterations this chanced to a half
dome and a roof overhanging the turntable to still create a room and encompass the
participant. In the end the roof was removed from the design altogether. This way the
artifact could include more people both working together but also making it possible
for them to observe and share the experience. By making the artifact including for the
participants around it we discovered when the participants worked individually
everybody else became spectators. The artifact became a stage for everybody to
become an artist.

A key aspect of the artifact was to have it be intuitive and be user-friendly. To
achieve this, we wanted to guide the user’s eyes by using bright colors, to indicate
where and how to interact with the artefact. The use of velcro helped make it clear to
participants that the soundsblock were movable and where they should be moved to.

To draw the participant eyes to the rotating plate it was made in a different material
than the rest of the artifact. We placed LED lights beneath the plate which would
change colors slowly, this combined with the rotating plate made it the only moving
part of the artifact. We also made the walls of the exterior structure narrow towards the
top to again help guide the user’s eyes up.

It was important for the artefact to be as inviting and eye-catching as possible. The
bright colors, that were used to make the artefact intuitive, were not only useful for
usability but is was also an excellent choice to make the artefact very eye-catching and
intriguing.

Through an iterative design process and especially design thinking as a method we
were able to create an artifact which challenged the participants perception sounds and
music by facilitating an engaging and user-friendly experience. At the exhibition the
team discovered that the participants of all ages and different musical backgrounds
found it intuitive and entertaining.
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3 Analysis of Interaction

To collect data from the participants of The Soundomat we used the general interview
guide approach; This gave us the possibility to interact with the participants in a relaxed
though formal manner. As part of our data collection we talked with dozens of people
at an exhibition and further interviewed 12 people. Additionally, we coupled this with
observations of the participants interaction with the artifact.

We observed two main approaches to creating a soundscape. The first approach
depended on the participants worked in a systematic fashion and here by placing the
soundblocks on the artifact one at the time to gain knowledge about the individual
sound of every soundblock or rotating it to find the most satisfying sound. One par-
ticipant using this method stated as followed: “I am curious about which different
sounds the materials could make but when you put all the soundblocks together, you
have no idea, how it will sound”

The team discovered when the participants chose a soundblock, they got an
expectation of which sound they also wanted to add to the soundscape. Somehow the
participants who worked in a systematic manor also planned how the soundscape
should sound through expectations to the soundblocks. When they chose a soundblock
that lived up to their expectations, they then sought to discover a new sound which then
led the way to a new plan and new expectations to the soundscape.

The other approach relied on people’s expectations of the materials on the
soundblocks. We observed multiple participants touching or tapping the soundblocks
before placing them. Before testing whether this method would match with the sound
produced. They would place several soundblocks before hearing the sound it makes,
with a clear expectation of how it would sound. This despite none of them having
experience with contact microphones. One user who mistook a soundblock with plastic
for glass described their expectation as follows:

“Glass appealed to me, because I assumed it would have a high-pitched sound. I also listed to
the leather which reminded me of a bass. So, I tried to choose sounds, based on where they
might fit in the timbre.”

The participants who used this method would often be surprised by the finished
soundscape as it would not match their expectations. This forced them to experiment
further, often still using their expectation to the material but now in tandem with their
new knowledge of how the materials sounds through contact microphones. However,
they would still change several soundblocks at a time making it difficult to distinguish
the different sounds, this did not seem to hinder the participants from creating a
soundscape they were satisfied with.

We see that participants using either method worked using their expectations but in
very different ways. Perhaps this shows how people cannot help but use expectations as
a tool for learning even when faced with an artifact which works in such a way, they
have no prior experience with. There was no clear distinction between participants with
high or low level of musical experience and which method they used when interacting
with The Soundomat. It would be interesting to see if participants with experience
making musique concrète would interact differently, but we were unable to arrange
this.
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“When ask whether or not they would classify the soundscapes as music the participants never
gave a clear answer. They would start pondering the definition of music, arguing with them-
selves back and forth before concluding that it was music. Some gave the reasoning that
because there was a rhythm it must be music. While another argued that the fact it was
intentionally created made it music. A lot of participant stated while they did not necessarily
enjoy it, they would classify it as music. It was clear that experimenting with The Soundomat
made them question and reevaluate what they would normaly define as music.”

Musique concrète has a clear process of creation. It helps define which music that is
concrete and which music that is defined as regular music (According to Pierre
Schaeffer). The participants that worked with The Soundomat worked in a way that
corresponds with the process of creation dictated by Pierre Schaffer.

The participants who contributed to the interview were asked if they had heard of
the concept ‘musique concrète’, of which they all answered ‘no’. Further in the con-
versation the participants mentioned musical genres as ‘stomp’ and ‘beatboxing’ –

these modern musical genres are good examples of what musique concrète is, even
though the participants who mentioned it knew of musique concrète. Additionally, the
participants compared The Soundomat to ‘stomp’ and ‘beatboxing’. The interesting
part in this assertion is that the participants did not know of musique concrète, but they
managed to mention genres that is known as subgenres to musique concrète right after
they interacted with The Soundomat. It that case we can derive a comparison of the
participants between musique concrète and the The Soundomat, despite not knowing
the concept.

At the exhibition we were able to observe participants interaction both working in
groups and alone. Some felt frustrated working in groups, they felt it kept them from
freely experimenting. While others felt working together made the experience better,
these people would often stay longer to observe other people’s soundscapes even after
the people they had collaborated with had left. It was not possible based on our
observations and interviews to come up with any hypothesis to why people felt dif-
ferently.
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4 Conclusion

We conclude that we succeeded in creating an installation that made its users think
about their understanding of music by allowing them to make their own soundscape by
experimenting with different materials and their creativity. They did this either by
reflecting on their expectations to the sounds of different materials or by experimenting
with limited expectations and working only by pure curiosity. Many of the participants
were surprised by the sounds coming from the soundblocks, but this only contributed
with more curiosity and experimentation.

Some of the participants chose to work by systematically placing a single or few
soundblocks at the time and then adjusting each of them to get the exact rhythm they
wanted. Others chose the soundblocks more randomly without putting a lot of thought
into the process.

Most of the participants would describe their soundscapes as music, though often
only after some contemplation and afterthoughts. They wondered about the definition
of music and were often thinking about different definitions before they would con-
clude that they would describe their soundscapes as music.

The Soundomat both challenges and facilitates the creation of musique concrète.
The installation has inspired and encouraged the participants to use creativity to dis-
cover sonic properties of different materials and experiment with these to challenge and
question their perception of what they would define as music.
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Abstract. On the background of innovative concepts for the creation of cultural
virtual spaces, the article discusses the fiction of form and meaning of traditional
culture within virtual worlds. It argues that current digital forms in virtual worlds
obscure and separate their cultural context. Moreover, commercially motivated
design masks the separation of form and meaning, and the growing realism of
virtual reality facilitated by technology is imperceptibly contributing to the
intensification of this separation. This has a negative impact on the communi-
cation of traditional cultural values within virtual worlds. That is one of the
problems between traditional culture, human, machine and virtual environment
in modern society. Therefore, by speculating about the relationship and char-
acteristics of the virtual form and the real meaning of digital culture, by means
of the design of virtual narrative environments, citing the traditional cultural
form and meaning as props, analyzing the relationship between designers and
audiences, grounding our observations on design experiments and measure-
ments of data, we can explore the new design ideas of virtual form and meaning
of traditional cultural in the virtual environment.

Keywords: Digital traditional culture � Form � Meaning � Virtual reality �
Virtual narrative environments

1 Introduction

Benjamin has already regarded the new technology as the principle and form of gen-
erating new meanings in the book “The Little History of Photography”. “We can also
get hints from the descriptions of the excitement that surrounded the introduction of
stereoscopic mirrors in the 19th century” [1]. For the first time, the world was faithfully
reproduced in another medium, and the image in the other medium was also controlled
by the person who created them. Redesigning, disguising, tampering, and purposeful
editing of meaning has become convenient and simple. These artistic meaning makers
no longer have to depict the world of divine greatness with reverence, just like oper-
ating new inventions. Like the machine, the digital art is used to manipulate the form,
and the artistic image is used to charm the eyes of the human being.
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Product Combined with Augmented Reality” (No.: C19100, Shanghai University). Education
Research Project, Shanghai Municipal Education Commission, 2019.
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2 The Form and Meaning of Digital Culture

The reason why digital culture has a great impact on human life is that the human brain
has the most complicated way of thinking. The digital culture only constantly satisfies
and reflects the human thinking through more and more realistic avatars. And the most
direct chemical effect on thinking is the visual form. Therefore, rather than saying that
digital culture is affecting human life, it is better to say that it is constantly satisfying
human thinking by using virtual visualizations. Is caffeine-free coffee a coffee? The
coffee without caffeine masks the absence of caffeine (the real meaning) in the virtual
form of coffee, and the caffeine separated by the technique obtains a false existence by
means of the virtual form. It is not difficult to find that the marketing has realized this
kind of discipline, that is the separation of form and meaning, and given satisfaction,
and look forward to meeting the spiritual needs of customers.

3 Speculative Design of the Form and Meaning of Traditional
Culture Fiction

As far as the virtual designer of traditional culture is concerned, speculate the problem
of the digital expression of traditional cultural form and meaning is that it is fictitious
and depends on the imagination of the designer. The aforementioned advertisement is a
typical representative of the relationship between virtual form and meaning. The author
uses the analogy analysis method to speculate on the fictional design of traditional
culture. One of the methods is to pay attention to the props [2] of the virtual form in the
advertisement (visual elements). According to the intimation of the props, the audience
can understand and imagine the virtual world to which the fictional object belongs in
accordance with their own ideas. Props must definitely support advertising appeals,
with the characteristics of recognizability, readability, experience and synesthesia, but
it destroys the possibility of the audience to create surprises and challenges from
advertising, and the passive audience can only rely on the designer’s imagination to get
the meaning (this meaning is not necessarily true). In fact, rather than the audience
wants to be the person in the advertisement or get the product in the advertisement, it is
more concerned with whether the product can really achieve the expected effect of the
advertisement. It is difficult for designers to achieve this. Advertising can only provide
the concept of virtual form, but the audience wants more to get the result of real
meaning. Traditional culture has a specific form and meaning, which is different from
general business and consumer culture and has clear social attributes. Therefore, “I
don’t want to create, but I want to quote…More importantly, learn as much as possible
about contemporary imagery that has long been ingrained in human consciousness” [3].
This is the main difference between the advertising props and the fiction of the tradi-
tional cultural virtual design.
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4 The Design of Virtual Narrative Environments

In the virtual world of traditional culture, the designer’s role is to create a virtual
environment (environmental narrative story designer). The so-called environmental
narrative is to design a story purposefully, or to make a certain story possible, just like a
literary story intended to spread ideas and information, and the story is not like
everyday life [4–7]. By citing the elements of traditional cultural forms and images, the
designer designs story props that can trigger the audience’s imaginative feedback. With
the explicit (the form that interacts directly with the audience: images, words, objects,
and face-to-face conversations, etc.) and implicit (comprehension of meaning in the
virtual environment narrative experience: shape, scale, color, light, sound, material and
human behavior, etc.) communication of the narrative environment, so that the audi-
ence can generate their own ideas and build a world shaped by their own ideals, values
and beliefs, and form the cultural memory. “After the end of the creation, the designer
loses control of the meaning in the virtual form” [8], and the person who enters the
virtual environment enjoys the satisfaction of the virtual form for his fictional needs.
Meanwhile also experience the meaning in the subconscious. When designers start to
adopt the reference strategy, it may make the audience’s understanding of the virtual
object more difficult. It is necessary to encourage the audience to participate more
actively in the design and change the state of passively accepting information. Spatial
narrative can promote learning and interactive communication, support business, form
community and cultural memory, develop and establish specific values in power
relations and knowledge order [9–12]. Therefore, this virtual narrative environment of
citing traditional culture is an effective place for new discourse practice and cultural
innovation.

5 People in Virtual Reality Environment

In the virtual world, the accurate expression of traditional cultural form and meaning
depends on the communication and feedback of people (including designers and
audiences) in the virtual environment, and the audience needs to be involved in the
design process, through “participate in design” [13], “active design” [14] and “Flexible
System Design” [15, 16] to achieve the meaning communication and education process
(social embodiment). “The designer is both a producer and a maintainer, and also a
professional participant. It needs to remain open, willing to be weak, exposed to the
public, accepting itself as a participant, not a leader in the design process” [17]. The
audience should act as a producer and feedback participant. The traditional culture cited
by the designer exists as a virtual prop, which also makes the experience more vivid,
energetic and intense. As described by Professor Ezo Mancini, “the resilience system
characterized by diversity, redundancy, feedback and continuous experimentation
makes the vitality of the public space more visible and tangible” [18].
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6 Empirical Analysis

The author’s work “Shan Hai Jing: Shen You” (2017.12, Fig. 1) exhibited at the Liu
Haisu Art Museum in Shanghai, “China Creation World Myth - Internet Art Exhibi-
tion”, cites some of the stories of the traditional Chinese culture “Shan Hai Jing” and
the image of the fish, using AR technology, the fictional design is presented in a surreal
way, allowing the audience to follow the fish in the exhibition hall with electronic
mobile device, to be able to participate in the greatest extent and to give feedback. The
project does not contain any position or assertion of the designer, but only shows the
audience some possibility. Because of the individual, each person will see or feel
different virtual worlds, and the audience decides whether to agree.

The project design team conducted on-site audience sampling data survey and
measurement analysis on the effect of the work, and effectively investigated the number
of visitors is 921. First, to study whether individual characteristics will affect the
audience preferences, including gender, age, occupation, education, the level of
understanding of AR technology, etc. through descriptive statistical analysis (Table 1).
The ratio of male to female is quite similar. The sample selection is more suitable to
ensure the objectivity of the research results. According to data analysis of the audience
in Shanghai, the audience is mainly concentrated in the 18 to 40 age group, followed by
the 41 to 65 years old audience. Academic qualifications are mainly concentrated in
junior college, undergraduate and below, accounting for more than 90%. Students, state
agencies, enterprises, research and education units are the main groups, followed by
manufacturing and transportation industries, and art workers account for the least. The
proportion of people with a low level of understanding of AR technology is only a
quarter. As far as China’s current situation is concerned, people generally have a high
degree of interest in the digital display form of traditional culture. The influence of age,
education, occupation and other factors is low, but the familiarity with AR technology
is not high, indicating that the rate of the education of related knowledge is low. Thus,
the introduction of appropriate education and training related technologies in the above
industry applications, will improve the efficiency of the work. At the same time, the

Fig. 1. Shan Hai Jing: Shen You
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public is also looking forward to the virtual form of traditional culture, and it is
expected to increase their social experience and cultural quality.

Second, the individual psychological factors are the motivation for the formation of
viewers’ preferences. The author measures the three dimensions of emotion, cognition
and intention of the work, and confirms these factors through reliability analysis and
factor analysis. Among them, emotional factors include satisfaction, positive and
negative effects of the work, and feedback on the use of equipment (Table 2). The
survey results show that the audience is more satisfied with the work, the proportion of
positive affecting factors is balanced (M2—M6), the M3 and M4 indexes are higher,
and M2 and M5 are second. This shows that this work has a positive impact on the
audience with the design of virtual narrative environment story, guiding the audience to
participate in interactive communication, feedback and so on.

Cognitive factors include popularity, evaluation, and image cognition. For cogni-
tive factors analysis, the author selected the more popular virtual design works on the

Table 1. Statistics of individual characteristics of the audience.

Audience basic information Proportion Audience basic information Proportion

Gender Male 453 Occupation Student 31.16%
Female 468 State Agencies,

Enterprises,
Research and
Education
Units

24.1%

Age Under 18 17.15% Private
Enterprise

8.36%

18–40 38.98% Digital
Information
Related
Professional
Technical and
Service

12.7%

41–65 27.58% Manufacturing
and
Transportation

16.07%

Above 65 16.29% Artistic or
Designer

3.69%

Education High school or
Below

40.07% Others 3.91%

College and
Undergraduate

53.2% Familiarity
with AR

Know well 25.2%

Master Degree
or Above

6.73% Do not know
much

63.95%

Hardly Know 10.86%
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market, such as IKEA “Home Guide”, Tokyo “Sunshine Aquarium App”, AR real
scene selection color “Yocli”, Pokemon “Pokemon Go”, Dinosaur APP “AR Dino-
pank”, AR scale tool “Aug Measure”, the audience satisfied with IKEA “home guide”
satisfaction accounted for 47.38%, this work accounted for 43.73%, ranked second. In
terms of image recognition, we have listed virtual works of digital traditional culture on
the market. The results of various age groups show that a small number of

Table 2. Descriptive analysis of the individual emotional factors of the audience.

Measurement
dimension

Measurement
item

Audience basic information Proportion Serial
no.

Emotion
factor

Satisfaction 35.32% very satisfied; 43.48%
satisfied; 16.69% general;
2.68% not satisfied; 1.83%
extremely dissatisfied

M1

Positive
Effect

The content design is novel and
interesting, helping to
understand traditional culture
and stimulate the fun of
learning new knowledge

39.97% M2

Can generate more interaction
with others (friends, strangers,
family, etc.)

50.43% M3

Open up the horizon and be
attracted by the application of
new technologies

52.5% M4

More interesting than traditional
forms of presentation

41.78% M5

Protect exhibits better and avoid
damage

30.09% M6

Negative
Effect

Lack of aesthetics of the exhibit
itself

38.61% M7

Just a new technology show,
content design is not attractive
enough

40.68% M8

There are too many people in
the pavilion, the order of the
visit is chaotic, affecting the
experience

37.15% M9

Equipment
Use

The exhibition equipment is
easy to operate and convenient

22.78% M10

Dissatisfied with the way that
user needs to carry electronic
mobile devices

49.7% M11

Long-term use will be slightly
dizzy

38.37% M12
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understandable indexes are high, and most of them are understandable. Among them,
more than 63% of the audience under the age of 18 and over 65 believe that only a
small number of people understand the meaning of the work.

88.31% of the audience expressed their willingness to participate in the experience,
participate in content design, provide design related materials, feedback and other
intent. They most interested in the AR application of the virtual restoration of the real
face of the exhibit, the resurrection of the exhibit and interaction with it, and the AR
navigation in the hall. Most of the audience expressed satisfaction and expectation for
this kind of cultural education display and communication form of AR exhibition hall
or AR classroom. Especially the group over 65 years old think that digital classroom is
very helpful to understand traditional culture or learning knowledge.

Finally, the author interviewed dozens of experts and scholars in the art design
profession. It is understood that most traditional culture and art workers believe that the
current artistic aspects of most virtual works are quite different from the original works.
Most of them are only the display of new technologies, lack the design of connotation
and depth of cultural communication, and even the misunderstanding of the audience,
which remains to be seen. Therefore, the development of traditional culture needs to be
strengthened in the virtual narrative, highlighting the attraction of culture.

7 Conclusion

The currently existing cultural virtual design works on the market are mainly con-
centrated in specific places such as museums, exhibition halls, tourist attractions, etc.
The design content is still set at the designer’s unilateral information transfer level, and
the audience’s design engagement and feedback rate are low. The author seems that the
cultivation of innovative thinking about narrative virtual environment and the citing
imagination of traditional cultural fictional design is the primary problem at present,
and it is necessary to pay attention to the social nature of fictional culture. “Although
design speculation has always existed (such as auto show, future vision, high fashion
show, etc.)” [19]. In the face of domestic cultural inheritance and development issues,
designers should not only create a virtual environment. At the same time of commercial
design, they should face more social goals and exert more social imagination to satisfy
the public and not only consumers’ demands. You can try to solve both problems at the
same time [20].
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Abstract. This article describes a practice based artistic investiga-
tion which produced a participatory installation consisting of sculptural
objects informed by sound vibration patterns. The installation, called
the “Chladni Wall”, brings together Chladni bricks. These are based on
analogue 2D Chladni patterns made with granular material scattered on
a plate and activated by sound vibrations. One or more Chladni patterns
are transformed into 3D sculptures. Four areas where Chladni pattern
informed 3D objects could be applied further are identified. Namely, for
(1) educational curricula which integrate teaching acoustics, 3D mod-
elling and digital fabrication, (2) for designing objects with special acous-
tic properties, (3) as help in voice training and with speech impediments
and finally (4) for providing sonic experiences to the hearing impaired.

Keywords: Computational design · Digital fabrication · Visualization
of sound · Form-finding · Chladni patterns

1 Introduction

1.1 Context: Visualisation of Sound Waves Through History

One significant characteristic of sound is its transitoriness, hence there have been
several visualization attempts in the past. These visualizations are connected to
the research of sound waves that has a longer history. The first beginnings can
be dated back to the Renaissance. Leonardo mentioned in his notebooks that
“when a table is struck in different places the dust that is upon it is reduced
to various shapes of mounds and tiny hillocks.” [1] Afterwards Galileo Galilei
described marks related to sound vibrations in “Dialogues Concerning Two New
Sciences” (1632):
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“As I was scraping a brass plate with a sharp iron chisel in order to remove
some spots from it and was running the chisel rather rapidly over it, I once
or twice, during many strokes, heard the plate emit a rather strong and
clear whistling sound: on looking at the plate more carefully, I noticed a
long row of fine streaks parallel and equidistant from one another.” [2]

The English scientist Robert Hooke (1635–1703) observed nodal patterns in
association with the vibrations of a glass plate with flour caused by a violin bow
on July 8, 1680 [3]. In Germany, Ernst Chladni (1756–1827) repeated and devel-
oped Hooke’s experiment further. He scattered sand over a thin metal plate and
by striking a violin bow against the plate noticed the sand grain accumulating in
certain areas. He perfected his method and was able to create different patterns
published in “Entdeckungen über die Theorie des Klanges [Discoveries in the
theory of sound] (1827) [4] for the first time and later in his famous book “Die
Akustik [Acoustics]” (1802) [5]. He tried to develop mathematical formulas and
his public demonstrations of the experiment became very popular. The patterns
were admired by contemporaries such as Johann Wolfgang von Goethe [6].

Physicists such as Michael Faraday and Lord Rayleigh developed Chladni’s
results further in the 19th and early 20th centuries [7]. In addition, singers such
as Margaret Watts-Hughes and vocal therapists such as Holbrook Curtis began
to experiment with them [8,9]. Hans Jenny published a widely received book
on his experiments inspired by Chladni patterns [10] and introduced the term
‘Cymatics’ to describe the study of visible sound vibration.

Most artistic explorations of Chladni patterns and cymatics today are con-
ducted, unsurprisingly, by sound artists and musicians, and come in the form of
projections or holograms. The work of musician and sound artist Nigel Stanford
‘CYMATICS: Science Vs. Music’ is notable in showing sound vibration patterns
in various mediums [11]. The number of other artistic applications and research
experiments where sound is visualized through real objects derived from sound
informed 3D models is smaller. These projects tend to take advantage of tech-
nological advances in computational design and digital fabrication and they fit
within a strand of art and technology which explores (or simply exposes) scien-
tific phenomena.

German researchers Skrodzki et al. describe a method for the digital produc-
tion of 3D models based on the mathematical equations of Chladni patterns and
present several rendered images [12]. Architects V. Yücel and İ. Yıldan describe
a software application which visualizes Chladni patterns based on mathematical
functions. The application allows users to create their patterns by playing with
parameters such as frequency and amplitude and to export images. Derived from
one image, a fabrication method using CNC milling is presented. The authors
suggest that this strain of research can have possible applications in sectors such
as architecture, product design, or interior design [13]. In ‘Spatial Cymatics’, L.
M. Tseng and J. H. Hou further investigate the physical production of Chladni
pattern informed 3D objects. The authors describe a setup they design to create
Chladni patterns using sounds controlled through a script. These patterns are
then digitised and four algorithms are compared to process the images. Finally,
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they present a 3D printed piece based on processing images of Chladni patterns
[14]. Dutch designer Ricky van Broekhoven used Chladni patterns to informs
the shape of the “Soundshape Speaker” which was exhibited during the Dutch
Design Week 2013 [15].

There are aspects that are still under-explored in the current state of the art
of Chladni pattern informed production of physical artefacts. Effective 3D mod-
elling methods that are fabrication-ready need more investigation. Only a few
workflows for going to patterns to 3D models have been reported. Experiences of
artists and designers working across design spaces (sound, 3D modelling, fabri-
cation) are yet to be analyzed [16]. Participatory works that involve audiences in
developing sculptural pieces from sound vibration patterns can be investigated
in more detail.

The Chladni Wall was used as a medium for art-based action research [17] on
making invisible sounds tangible through an artifact. More specifically, by think-
ing through making, and in a participatory setup, it was asked: what possible
applications can come from the process of taking a sensory-somatic experience
(of creating a Chladni pattern) to a technologically mediated representation (an
index, or symbol) of it. From sound to pattern to virtual 3D shape and after-
ward to fabricated sculpture. A preliminary analysis and reflections upon areas
of possible applications are presented in this paper.

2 Method

In this section, the workflow of producing the Chladni Wall is described. 16
participants were involved and 17 bricks sculptural Chladni bricks were created.
This process was framed as a two-week workshop with Art and Technology
students and as part of a course meant at introducing 3D modelling and digital
fabrication. During this workshop, the artistic potential of working with 2D
Chladni patterns was enlarged by taking advantage of current 3D modeling and
fabrication technologies.

In order to understand where sound-informed fabricated shapes can find their
applications, this process of art-based action research was observed and reflected
upon. Additionally, participants completed a survey after the completion of the
artefact. Two main aspects were interrogated in detail:

1. knowledge about sound, the physicality of sound, and relationship to own
voice

2. their feelings during the creative exploration.

2.1 Workflow of Producing the Chladni Wall

The shape of the Chladni Wall was pre-designed and divided into bricks. Each
of the 16 participants was asked to create one or more bricks. The requirements
were to use 2D Chladni patterns to inform the 3D design of the brick, to use
laser cutting for production, to use the same wood material, and to maintain
the outside shell of each brick so that the wall can be assembled and exhibited.
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A simple setup made up from a vibration generator triggering a small rectan-
gular metal plate and connected to a microphone was introduced to participants.
Scattering salt or sugar on the rectangular plate and playing sounds into the
microphone allowed participants to visualize sounds through Chladni patterns.
Higher frequencies would create more complex patterns, while lower frequencies
would result in simpler ones. The steps in the production process were:

1. to create Chladni patterns using the setup.
2. to digitize these patters
3. to place the patterns in a 3D modelling software
4. to create a 3d model informed by the patterns - here participants had full

explorative freedom
5. to place this 3d model inside the 3d model of the pre-assigned brick and to

merge these two
6. to slice the object for fabrication using laser cutting
7. to fabricate the layers and glue them together to form a Chladni brick
8. to assemble the Chladni bricks in a wall.

3 Results

This section presents the final result of the Chladni wall together with a prelim-
inary analysis of how participants explored the different design spaces - namely
that of producing sounds, that of creating 2D patterns through sound vibration,
the 3D environment and the fabricated objects.

The layered wooden bricks were informed by 1, 2 or 3 Chladni patterns and
most of the pieces had symmetry on one or more axes (see Fig. 1). In general, the
visual grammars are organic and the initial patterns are vaguely recognizable.

3.1 Producing Sounds and Relationship with Own Voices

There were no binding instructions on how to use the analogue Chladni setup for
the participants. Most of them preferred to create sounds using instruments such
as frequency generation phone apps or sound or music pieces played from their
laptops. Engaging with their own voices would have been interesting to observe,
but most seemed too shy to do so. The survey questions which investigated
how they feel about their own voices showed that the majority have a negative
attitude to this (10 out of 16). 5 Participants declare that they “cannot stand
their own voice.” and 4 feel they do not control their voice in daily life. One
reports having no consciousness of the voice “I am not listening to my own
voice”.

Only one-third of participants have a very good/positive attitude towards
their own voice: one says they have the feeling that their own voice has ‘magical
powers’ and two report they enjoy hearing their own voice.
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Fig. 1. The production process, a selection of Chladni bricks, and the assembled
Chladni Wall
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3.2 Preliminary Reflections on the Process of Producing Chladni
Pattern-Inspired Objects for Digital Fabrication

When asked to talk about their experiences of making sounds, Chladni pat-
terns, 3D models, and sculptural objects, 12 participants reported having a deep
attachment to the brick and their 3D models. Interesting remarks were made
about the sizes of the design spaces which were explored: 4 participants reported
that the Chladni patterns were not “unique enough” or that “frequencies can-
not be owned”. By contrast, the 3D models and the fabricated objects were
considered as “their own works”. This can be because there is a limited number
of significantly different Chladni patterns which can be created on a plate of a
certain size, as opposed to a considerably larger array of 3D models to explore.
The physical shape was seen as a visual “memory” of the ephemeral sounds. In
general, the project was also seen as a good learning example for 3D modelling.

4 Discussion and Conclusion

This paper presented a participatory sculptural artifact which brought together
sound experimentation, 3D modelling, and digital fabrication. By thinking
through making and reflecting along the creative process [17], possible appli-
cations of Chladni pattern informed geometries are identified. In general, 3D
Chladni patterns still have under-explored potential for application in various
fields.

The most obvious application is to use them in educational setups which
introduce 3D modelling and digital fabrication together with sound exploration.
This can be done at different levels. The use of 3D Chladni visualisations as an
educational tool for teaching acoustics to school children is generally accepted
and apps available for free have been developed for it [20]. Merging the teaching
of acoustics with that of 3D modelling and digital fabrication can be a way to
enhance classroom engagement with science but also allow creative freedom. A
possible next step to such explorations is the development of objects with special
acoustic properties, given that Chladni patterns are used to inform the design
of string musical instruments.

Given the relatively large number of participants who have negative feel-
ings about their own voices, using Chladni patterns to encourage vocal somatic
experimentation can also prove interesting. This method could then also be used
as practice training for speech impediments. Cymatic visualisations have been
used as a therapeutic tool that improves sensory impaired patients such as peo-
ple with autism, but so far, only 2D Chladni images have been tested in this
field [18,19].

3D models derived from Chladni patterns could find applications for speech
development of the hearing impaired as a supplement to conventional computer-
based training methods for instance after cochlear implantation. A workshop
similar to the one used to produce the Chladni Wall installation would be also
relevant for initiatives such as ‘CymaSpace’ in Portland who focus on offering
cymatic experiences, especially for the deaf and hearing-impaired [21].
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Abstract. Following the rapid development of high-technology industries,
digital applications have been applied in various technologies, bringing people a
whole new daily living experience. Interactive technology has led to break-
through innovations. Application of augmented reality (AR), in addition to
people’s approaches to interact with the physical world, has changed industry
owners’ methods in designing products. This reveals the criticality of designing
products with AR technology and new forms of interactions. This study
investigated the current status regarding the cultural and creative products in
consumer markets and the effectiveness of incorporating AR technology into
cultural and creative product design courses. Data were analyzed to clarify said
effectiveness and confirm the feasibility of AR technology in cultural and cre-
ative product design. A survey was performed on the cultural and creative
products in the National Palace Museum located in Taipei and those designed by
university students majoring in design to explore the effect of AR technology
employed in cultural and creative product design on consumers’ review of and
purchase intentions for the products. The following conclusion was reached:
(1) The scale constructed to evaluate the cultural and creative products designed
using AR technology was feasible. (2) AR technology positively affected par-
ticipants’ review of and purchase intentions for cultural and creative products.
(3) The products created by students according to the teaching method employed
exhibited business value of high interactivity. Future cultural and creative
product design courses can employ AR technology in their principles and
practices in training innovative talents that satisfy the market demand. The
design principles developed thereof can also serve as a reference for industry
owners in designing cultural and creative products.

Keywords: Cultural and creative product design � Augmented reality (AR) �
Evaluation � Purchase intention
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1 Introduction

With evolutions in society and technology, developments in interactive and experi-
ential technology have enhanced teaching and learning; people are increasingly
learning in a virtual rather than physical space. Experiential technology emphasizes
interactivity in thee connections and communications hat users have with a product or
service; such technology stimulates all our senses and makes user participation more
fun and meaningful. Digital technology is capable of disseminating large quantities of
information; is versatile, being capable of applications in a variety of fields; is time-
sensitive and interactive; is capable of furnishing immersive visual stimuli; and is
capable of being applied in different forms. Excellent interactive design is key to
retaining users of this technology and providing them with an immersive experience.

2 Literature Review

2.1 Cultural and Creative Products in the Age of Interactive Experience

Interactive developments have made contact more sensory, intimate, and integrated.
Therefore, the application of interactive digital technology has become an inevitable
trend in design and creation. Cultural and creative product designs integrate art, culture,
and science. Such designs convey various ideas and facilitate cultural contexts in
products not related to their functions and in doing so, redefine lifestyles. Therefore,
products must feature technological and aesthetic innovation to induce an emotional
experience in customers, thus facilitating customer retention [1]. To make homoge-
neous cultural and creative products more competitive in the market, in addition to
making them more functional and aesthetically pleasing, the delivery and construction
of consumer knowledge must also be improved. Such improvement in knowledge helps
users better learn about and interact with these products; users can also better appreciate
the intangible meanings embedded in the products and better identify with them,
similar to how a museum’s visitors feel toward the exhibits.

2.2 Applying Augmented Reality (AR) and Related Models in Cultural
and Creative Products

Aauma, AR affords users a deeper interaction with the real world and the opportunity to
gain experiences that cannot be otherwise acquired; AR brings users closer to their
everyday environment and improves their use experience [2]. Therefore, cultural and
creative product designers should consider the user’s physical sensations and psy-
chological state. The integration of AR into cultural and creative product designs
enables users to improve data acquisition methods, visualize data, and optimize product
performance using real-time data; in doing so, users can better interact with and control
the product [3–6].
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2.3 Effect of AR Integration in Cultural and Creative Products
on Consumer Preferences and Purchase Intention

Witmer, Jerome and Singer organized the factors influencing sense of presence into
four dimensions: involvement, sensory realism, adaptation/immersion, and interface
quality. Involvement refers to how natural interactions and experiences are in a virtual
environment; an user who becomes involved has a firm control of their activities within
the environment and is focused on their experience in the environment [7]. With the
recent emergence of digital technology and consumer awareness, the development of
new products must involve encouraging consumer purchases through the stimulation of
the consumer’s senses [8, 9].

3 Research Methods

3.1 Participant Selection and Testing

This study selected 10 samples, five of which were commercial works and the other
five were student works; the student works were assignments in a cultural and creative
product design course taught by the researcher. The commercial works were those on
sale in the shop of the National Palace Museum. A commercial work was chosen if it
satisfied all of the following conditions: (1) it is a bestselling product during the
research period, (2) its design is based on a collection in the museum, and (3) it is an
article for daily use. As for student works, a work was chosen if it satisfied all of the
following conditions: (1) it is an exceptional works incorporating AR technology,
(2) its design is based on one or more collections in the National Palace Museum, and
(3) it serves an everyday function (Fig. 1).

3.2 Research Instruments

The dimensions and evaluation in the questionnaire’s scale measured the sensory,
emotional, cognitive, behavioral, and relational aspects of experiential cultural and
creative product designs as well as consumer purchase intention and preference. The

A. Qingming Shanghetu 

Music Bell 

B. Cultural Relics Puzzle 

Game -AR

C. Revolving Vase-         

Tea maker 

D. Dragon Scale Binding-

Children Book-AR

E. Wine Bottle Stopper- 

The Emperor Qianlong of Qing Dynasty

F. Table Corner Anti-colli-

sion-Jade Man and Bear -AR

G. Blue Dragon Sauce 

Dish -Chopsticks Holder 

H. Fashion Raincoat-  

Diwang Daotong Wannian Tu -AR

I. Silk Scarf -Autum Scene at the 

riverside of Fuchun River

J. Perfume -Painted Ena-

mel Snuff Bottle -AR

Fig. 1. Research object
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questionnaire comprised seven dimensions, encompassing 21 items. To verify the
feasibility of the questionnaire, a confirmatory factor analysis (CFA) was performed
after the survey was complete.

3.3 Experiment Design

Creative values are determined by how consumers feel toward products. Before con-
sumers actually use or view a specific product, they cannot accurately determine the
creative values the product affords them. Therefore, experiential marketing must
emphasize creating various modes of experience for consumers. In the present study, a
total of 127 participants, 42 of whom were male and 85 were female, were selected
through purposive sampling. Most of the participants were tourists with a basic
understanding of the given historical culture and relics, and tourists are the primary
consumers in the cultural and creative product market. The participants were shown the
sampled creative works, namely the products sold in the National Palace Museum Shop
and students’ works created with AR technology.

4 Research Results and Discussion

4.1 Confirmatory Factor Analysis

The standardized factor loadings (SFLs) for the sensory, emotional, cognitive,
behavioral, and relational dimensions of cultural and creative products were 0.39–0.94,
0.50–0.75, 0.56–0.69, 0.82–0.90, and 0.42–0.62, respectively; the SFL for purchase
intention was 0.70–0.91. The estimated SFLs of all the items were >0.6, indicating that
the scale satisfied the requisite standards. Furthermore, the convergent reliability and
average variance extracted (AVE) of the scale were 0.56–0.85. This indicated that the
research model had acceptable internal consistency. According to the diagonal values,
the square roots of the AVEs of the dimensions ranged between 0.55 and 0.86, larger
than the correlation coefficient of each dimension and constituting � 75% of the
overall comparative values. Therefore, the discriminant validity of the research model
was satisfactory (Tables 1 and 2).

4.2 Structural Model Analysis and Research Hypothesis Verification

Nearly all the indices in the model attained or were close to the level of acceptance,
indicating a satisfactory fit between the structural model and the theoretical framework
with the empirical data (Table 3).

According to the model path analysis results, the factors related to cultural and
creative product designs were critical; experiential design, consumer preferences, and
consumer purchase intention mutually influenced each other. As revealed in the
structural equation model, the pleasure factors under the experiential design dimension
significantly influenced consumer preferences, but none of the hypotheses related to the
other factors were supported. Accordingly, all the factors pertinent to emotional designs
should be integrated to increase purchase intention and make consumer preferences
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Table 1. Table of CFA results for the research model

Variable M SD SK KU SFL(t) SMC EV CR AVE

Experiential
Design of
Cultural and
Creative
Product

S. Sense 5.69 0.80 0.48
S1 This product
is fashionable

5.62 1.01 −0.29 −0.57 0.39
(11.37)

0.11 0.91

S2 This product
has good style
and proportions

5.84 0.89 −0.46 −0.19 0.70
(26.12)

0.21 0.62

S3 The colors
are consistent
with the overall
style of the
product

5.63 0.79 −0.00 −0.21 0.40
(13.50)

0.15 0.53

S4 This product
features
outstanding
details in
design

5.70 0.91 −0.24 −0.63 0.84
(34.61)

0.71 0.25

S5 This product
is interactive

5.68 0.95 −0.23 −0.74 0.94
(39.74)

0.88 0.11

Mardia 7.29 P
(P + 2) = 5 � 7 = 35F. Feel5.710.690.43F1 This product brings me a sense of
happiness5.780.94−0.34−0.740.50 (15.99)0.250.65F2 This product takes me to a story
context5.620.98−0.41−0.370.75 (21.26)0.560.42F3 This product is fun5.730.87−0.44
−0.170.70 (20.40)0.490.05Mardia0.06P(P + 2) = 3 � 5 = 15T. Think5.900.700.37T1 This
product is practical5.930.79−0.450.050.69 (21.55)0.470.33T2 This product is novel6.030.79
−0.690.740.56 (17.64)0.310.43T3 This product is original and innovative5.940.76
−0.470.480.56 (17.51)0.310.40T4 This product has a strong association with a cultural
relic5.710.97−0.24−0.810.60 (19.02)0.360.60Mardia3.23P(P + 2) = 4 � 6 = 24A.
Act5.880.850.74A1 I intend to share this product5.880.91−0.38−0.550.90 (22.83)0.000.17A2 I
intend to learn more about the cultural relic and its history5.880.85−0.32−0.240.82 (22.83)
0.000.23Mardia3.00P(P + 2) = 2 � 4 = 8R. Relate5.780.560.30R1 This product is
unique5.770.82−0.20−0.530.62 (27.93)0.390.42R2 This product enables me to discover fun in
life5.870.83−0.29−0.400.42 (20.52)0..840.11R3 This product teaches me about cultural
values5.710.85−0.34−0.140.58 (19.37)0.340.48Mardia3.24P(P + 2) = 3 � 5 = 15Purchase
IntensionPI. Purchase Intension5.690.830.62PI1 I intend to purchase this product5.770.90
−0.13−0.800.70 (26.12)0.490.42PI2 I intend to buy similar products that I find
appealing5.610.82−0.03−0.440.91 (35.26)0.830.12PI3 I intend to buy this product ifs someone
else recommends it to me5.690.79−0.08−0.070.74 (28.03)0.550.28Mardia6.596P
(P + 2) = 3 � 5 = 15Product PreferencePR1 I like this product5.780.77−0.00−0.52Note 1:
*a = 0.05, indicating the level of statistical significance.
Note 2: M = mean; SD = standard deviation; SK = skewness; KU = kurtosis; SFL =
standardized factor loading; SMC = square multiple correlation; EV = error variance;
CR = convergent reliability; AVE = average variance extracted.
Note 3: p = the number of observed variables.
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more favorable toward the product. Factors relating to manufacturing, marketing, and
cost were excluded in this study. According to the afore mentioned results, due to a
well-planned teaching model for design, the AR-integrated products created by the
students exhibited considerable potential for commercialization; compared with the
commercial works in the museum shop, the works integrated with AR made the par-
ticipants’ preferences and purchase intention more favorable (Table 4).

Table 2. Table of CFA results for the research model

Code Facets Amount Correlation coefficient
S. F. T. A. R. PI.

S. Sense 5 0.69
F. Feel 3 0.57** 0.66
T. Think 4 0.68** 0.68** 0.61
A. Act 2 0.41** 0.64** 0.60** 0.86
R. Relate 3 0.52** 0.58** 0.60** 0.50** 0.55
PI. Purchase Intension 3 0.40** 0.52** 0.52** 0.53** 0.66** 0.79

Note 1: The variable mean indicates the aggregate mean of all the items.
Note 2: The diagonal value indicates the square root of the AVE of the latent
variable, which should be larger than the nondiagonal value.
Note 3: *a = 0.05 indicates a significant correlation between the variables.

Table 3. SEM-analysis results

SFL C.R. P Hypothetical
test

Purchase Intension ← Experiential Design of
Cultural and Creative Product

0.33 16.75 *** Effective

Product Preference ← Experiential Design of
Cultural and Creative Product

0.55 23.41 *** Effective

Purchase Intension ← Sense −0.06 −3.37 *** Effective
Product Preference ← Sense 0.08 3.17 0.00 Invalid
Purchase Intension ← Feel 0.03 1.75 0.08 Invalid
Product Preference ← Feel 0.07 2.92 0.00 Invalid
Purchase Intension ← Think 0.08 4.99 *** Effective
Product Preference ← Think −0.04 −1.60 0.11 Invalid
Purchase Intension ← Act 0.15 8.20 *** Effective
Product Preference ← Act 0.17 7.03 *** Effective
Purchase Intension ← Relate 0.28 13.93 *** Effective
Product Preference ← Relate 0.47 19.54 *** Effective
Purchase Intension ← Product Preference 0.57 27.54 *** Effective

Note: *p < 0.05, **p < 0.01, ***p < 0.001
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5 Conclusion

The results of this study provide a reference for the implementation of AR in cultural
and creative products. The results were as follows.

• Data analyses confirmed that the structural equation modeling fit of the scale was
satisfactory, indicating the feasibility of the scale. The structure of the instrument
was based on interactive experience; it was designed to investigate the effect of AR
integration in cultural and creative products, providing a reference for product
design education and value-added product design in the relevant industries.

• As revealed in the structural equation model analysis, the integration of AR tech-
nology in cultural and creative products significantly affected the participants’
purchase intention; the dimensions for experiential design, customer preference, and
purchase intentions mutually influenced each other. As for experiential design, act
and relate factors clearly and directly influenced preferences; the other three factors
were also necessary for experiential design’s influence even though they directly
influenced either consumers’ preference or consumer purchase intention. These
factors also affected preferences in a joint manner. In designing cultural and creative
products, interactivity, story contexts, strong association with cultural relics, the
enhancement of knowledge on the relics in question and their history, and the

Table 4. Regression weights

The commercial works from the
shop

Student-made AR-integrated works

SFL C.R. P Hypothetical
test

SFL C.R. P Hypothetical
test

Purchase
Intension ← Experiential
Design of Cultural and
Creative Product

0.16 4.91 *** Effective 0.26 9.87 *** Effective

Product
Preference ← Experiential
Design of Cultural and
Creative Product

0.29 7.53 *** Effective 0.53 15.53 *** Effective

Purchase Intension ← Sense −0.15 −5.36 *** Effective 0.09 3.85 *** Effective
Product Preference ← Sense 0.06 1.54 0.12 Invalid 0.09 2.66 0.01 Invalid

Purchase Intension ← Feel −0.06 −2.08 0.04 Invalid 0.09 3.87 *** Effective
Product Preference ← Feel 0.05 1.38 0.17 Invalid 0.04 1.12 0.26 Invalid
Purchase Intension ← Think 0.11 3.80 *** Effective −0.11 −4.57 *** Effective

Product Preference ← Think −0.13 −3.68 *** Effective 0.07 2.08 0.04 Invalid
Purchase Intension ← Act 0.14 4.71 *** Effective 0.16 6.82 *** Effective
Product Preference ← Act 0.16 4.43 *** Effective 0.07 2.08 0.04 Invalid

Purchase Intension ← Relate 0.25 8.13 *** Effective 0.22 8.18 *** Effective
Product Preference ← Relate 0.33 9.02 *** Effective 0.50 14.60 *** Effective

Purchase Intension ← Product
Preference

0.54 17.25 *** Effective 0.62 22.75 *** Effective

Note: *p < 0.05, **p < 0.01, ***p < 0.001
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delivery of cultural value should be considered. Moreover, preference was con-
firmed to substantially mediate the relationship between experiential design and
purchase intention; applying AR technology in cultural and creative products
influenced the participants’ preferences for the products, thereby heightening their
purchase intention.

• This study explored the differences between the commercial works from the shop of
the National Palace Museum and the student-designed AR-integrated works with
respect to consumer preferences and purchase intention. The results revealed that
the AR-integrated works exhibited strong potential for commercialization, even
exhibiting higher commercial values than did the commercial works.

This study clarifies the focal points of AR integration in cultural and creative
products for future studies. Studies and educational practices have revealed that the
design thinking and design methods employed in students’ technological innovations
have challenged the conventional production procedures employed in various indus-
tries. Institutions should first, train designers who fulfill contemporary market demands,
and second, enable the capacity for high-quality and culturally rich product design in
the relevant industries. In doing so, the experience economy and the visibility and
competitiveness of cultural and creative industries can be enhanced.

References

1. Yan, H.Y.: A study on framework development and emotional design factors affecting
consumers’ preferences for cultural and creative products. J. Des. 23(4), 21–44 (2018)

2. Azuma, R.T.: A survey of augmented reality. Presence Teleoperators Virtual Environ. 6(4),
355–385 (1997)

3. Burdea, G.C., Coiffet, P.: Virtual Reality Technology. Wiley, Hoboken (2003)
4. Kikuo, A.H., Tomotsugu, A.: Augmented instructions-a fusion of augmented reality and

printed learning materials. In: Fifth IEEE International Conference on Advanced Learning
Technologies (ICALT05), pp. 213–215 (2005)

5. Kung, C.H.: The Application of Augmented Reality for Product Concept Promotion.
Graduate School of Art and Design, National Taipei University of Education (2017)

6. Hsu, K.F.: Expand reality application business opportunities and industry trends. J. Autom.
Intell. Robot. 27, 24–29 (2018)

7. Witmer, B.G., Jerome, C.J., Singer, M.J.: The factor structure of the presence questionnaire.
Presence Teleoperators Virtual Environ. 14(3), 298–312 (2005)

8. Tsai, Y.C.: The Study and Design of Augmented Reality technology used in the digital
interactive advertising display. Graduate School of Design, National Taiwan Normal
University (2012)

9. Tsai, M.T.: Exploring the Applicability of Augmented Reality in Brand Communication: A
Case Study of AR-Assisted IKEA 2013 Catalogue. Graduate School of Public Relations and
Advertising, Shih Hsin University (2013)

A Study on Framework Development and Augmented Reality Technological Factors 405



Digital Signage for a Guided Tour
at the Science Museum

Miki Namatame1(&), Meguru Ohishi1, Masami Kitamura1,
Chie Sonoyama2, and Seiji Iwasaki2

1 Tsukuba University of Technology, Ibaraki 3058520, Japan
miki@a.tsukuba-tech.ac.jp

2 National Museum of Nature and Science, Tokyo 1108718, Japan

Abstract. In our previous survey (February 2018, Japan), 70 people with
hearing loss indicated the lack of necessary information at museums. The d/Deaf
or hard-of-hearing visitors at museums want sign language interpreters. There-
fore, we organized guided tours with a curator explaining in sign language on
the B1 floor [Evolution of Life -Exploring the Mysteries of Dinosaur Evolution-
] at the National Museum of Nature and Science in Tokyo, Japan. The guided
tours showed that many jargons did not have corresponding signs in the sign
language, which made seeing some exhibitions difficult. We had to support with
written text to convey these jargons. We prepared a portable digital signboard.
A tablet PC attached to a portable stand displayed technical terms and jargons in
Japanese. The curator was able to navigate the exhibition floor easily while
carrying the signboard. As the digital signboard was self-supporting, the curator
could use both the hands freely. It was effortless, involved low technology
(hence, inexpensive), and very convenient to use at museums. This practice
paper will report the design method to support technical terms in written
Japanese. While displaying in writing, we recommend the following: 1. Use
easy Japanese; 2. Proper nouns must be written; 3. Add Kana for difficult Kanji;
4. Display structured information; 5. Align text to the exhibition layout. These
methods will be useful not only for the d/Deaf or hard-of-hearing but also for the
hearing. We aimed at improving information accessibility of the museum based
on “universal design” and “design for all.”

Keywords: Design method � Written content � d/Deaf guide

1 Introduction

We surveyed 70 d/Deaf or hard-of-hearing people from June 30, 2017 to February 21,
2018, in Japan. The results indicated the lack of necessary information or knowledge at
museums. Therefore, we provided guided tours with a sign language interpreter at the
National Museum of Nature and Science in Tokyo, Japan, on April 29, 2019 [1]. The
experimental guided tours showed that communication at the science museum for the
d/Deaf is facilitated by sign language. However, it is difficult to convey technical terms
and jargons in sign language.
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2 Research Questions

In our experimental guided tours at the museum by a d/Deaf curator who explained the
exhibition using sign language, we had to provide support by showing many technical
terms and jargons in writing. The research questions for this paper were:

1. Which display device is most useful on a guided tour for a d/Deaf curator?
2. How can we provide support to convey these jargons in writing?

3 Design Method

In this research, we used the methodology of inclusive design principle. The team
consisted of five members: a d/Deaf trainee, two museum staff, a sign language
interpreter, and a designer. Two museum tour workshops and three design workshops
were conducted. At the beginning of the workshop, the trainee chose his favorite
theme. He picked up “Evolution of Life -Exploring the Mysteries of Dinosaur Evo-
lution-.” The first workshop was a guided tour for the d/Deaf trainee by the museum
staff to the permanent exhibition at the museum with a sign language interpreter and
KAHAKU Navigator (Ka-ha-ku navi) Audio Guide on a tablet [2] (Fig. 1). The tour
was planned for about 45 min. After the tour, the trainee wrote about his guided tour
scenario and got it checked by the museum staff. The three design workshops focused
on the following: 1. Consideration of device; 2. Design to convey meanings of jargons
in writing; and 3. Modification of design to convey meanings of technical terms in
writing. The final workshop was a guided tour for the museum staff by the d/Deaf
trainee with the sign language interpreter.

4 Outcome of Inclusive Design

4.1 Which Display Device Is Most Useful?

In order to find the answer to this question, we prepared three display devices. Table 1
shows the merits and demerits of these devices. The most crucial point was that both

Fig. 1. Snapshot of the guided tour for the d/Deaf trainee
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the hands of the trainee had to be free as he had to explain the exhibitions in sign
language. The first device was designed to hang on the neck and was made of paper. It
was not heavy but presented only limited information. The second device was a tablet
PC that was also hung on the neck, but the trainee commented on experiencing some
difficulties; the sign language was hiding the displayed information and the device
caused a neck strain. The third one was a tablet PC fitted on a portable stand, which
freed the hands of the trainee. This display style was very comfortable for the guide
who used sign language, but it had to be ensured that the set-up was not causing
inconvenience to the other visitors in the crowded museum.

4.2 How to Write and Communicate Jargons?

Moreover, representation of scientific jargons in writing was considered. The com-
munication problems on the dinosaur evolution floor were: 1. As the name of the
dinosaur was not known, the sign interpreter showed it in writing, but reading manual
alphabets was challenging; 2. The jargons were not familiar sounds. Even if visitors
understood the content of the explanation, they could not understand the meaning.
Even if jargons were indicated in written Kanji, visitors could not read it. 3. Content of

Table 1. Merits and demerits of the display devices

Trial 1 Trial 2 Trial 3 
Title Hang on the 

neck made of paper) 
Hang on the neck 

(Tablet PC) 
Portable stand 
(Tablet PC) 

Display 
Style 

Merits Both hands can be 
used freely 
Not heavy to hang 
on the neck 

Both hands can be 
used freely 
Presented unlimited 
information 

Both hands can be 
used freely 
Presented unlimited 
information 
Sign language does 
not hide the display 

De- 
Merits 

Presented limited 
information 
Sign language hides 
the display 
Cannot be used on 
dark floors 

Heavy to hang on 
the neck 
Sign language hides 
the display 
Too bright on dark 
floors 

Get in the way of 
other visitors 
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the guided tour was linear, but the exhibition at the museum was not, because evolution
had a process of differentiation. The guide needed to explain and clarify this evolu-
tionary process to promote audience understanding. 4. The exhibition of dinosaurs was
huge, and there was some distance between the exhibits and audience on this floor.
A small scheme was, therefore, required to associate a layout on display with the real
space of the museum. In order to solve these problems, the following methods in
writing were adopted (Table 2).

Table 2. Representation in writing and the guide’s scripts

1.Katakana wrote the dinosaur's name. 
"This is a skeletal model of Bambirap-
tor, a companion of Theropoda." 

2. Jargons wrote in Kanji with Kana. 
"The Mesozoic is subdivided into three 
major periods: the Triassic, Jurassic, and 
Cretaceous." 

3. Represent a construction of evolution. 
"Dinosaurs can be divided into two 
groups of Saurischia and Ornithischia; 
shall we look at Saurischia first?" 

4. Correspondence between physical 
space and layout on display
"We can see that the dinosaur on the left 
is Herrerasaurus, and the dinosaur on the 
right is Prestosuchus." 
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5 Conclusions

In this practice paper, we discussed the design method to support jargons using written
Japanese. We considered the most useful display device for a guided tour by a d/Deaf
curator at the museum. We proposed to attach a tablet PC to a compact stand. The
guide moved with it while explaining the points. Both hands of the guide were com-
pletely free, and the sign language did not hide the display of the device.

While displaying jargons in writing, we recommend the following: 1. Use easy
Japanese; 2. Proper nouns must be written; 3. Add Kana for difficult Kanji; 4. Display
structured information; 5. Align text to the exhibition layout. These methods will be
useful not only for the d/Deaf or hard-of-hearing but also for the hearing. We aimed at
improving the museum’s information accessibility based on “universal design” and
“design for all.”

Figure 2 is a snapshot from the final guided tour workshop at the museum for the
museum staff by the d/Deaf trainee with a display attached stand. The digital signage
proposed by inclusive design was beneficial for both the audience and guide. This
guided tour was successful. In the future, we will evaluate the digital signage dis-
playing jargons and guided tours in the science museum.
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acknowledge the grant from JSPS KAKENHI (#18H01046).
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Abstract. Continued oscillation between digital environments and physical
realities has created a demand for hyper-interactive community spaces. Because
the overall cost of prototyping extended reality (XR) experiences can require
large initial investments of time and money, current art spaces could be used for
prototyping digital environments with physical spaces. Integrating an art gallery
with digital sensors, cameras, and projectors could allow for rapid prototyping
of XR development, solving rudimentary problems found with spatial naviga-
tion, sensory exposure, and psychological ramifications in a more cost efficient
manner.
Not only do these SmArt Spaces provide pivotal community engagement

centers, they act as cultural hubs transcending divisions based on location.
Connecting multiple spaces with virtual, and mixed reality experiences embrace
concepts of the omni-connected environments in the near future. Integrating the
primal functions of both art and an art gallery in the form of experience engages
those willing to enter the space and provides an excellent opportunity for XR
prototyping case studies. These spaces would naturally develop as community
research centers and allow for a centralization of cultural experience and
organization.
This writing aims to establish a baseline of artistic explorations relating to the

interconnectivity of all humans through technology. Combining culture, loca-
tion, and communication this seminal work attempts to better define underlying
truths to how humans experience while providing a synthesis of physical and
digital elements in order to create future SmArt Spaces

Keywords: Experience design � Mixed reality � Art and design

1 Introduction

This research explores controlled spatial designs, such as art galleries, showing how
people navigate space and different interactive components in a physical environment,
to better design digital Extended Reality (XR) environments. The results of this
research provides a potential framework for future interactive community collectives of
digitally charged art galleries world-wide. Experience is one of the foundations to
human existence and should be used as a vehicle to better explain where we come from
as well as represent where we are currently.

Experience design goes well beyond technology and it is pertinent to question the
assets we currently have in our communities, ripe for adaptation to social equalizing
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design philosophies. The primary goal of this research is to connect different envi-
ronments that define cultural norms seen in artistic expressions throughout the world.
These art spaces can act as technology safe havens where anyone has access to super
computing power and connect with anyone in similar SmArt Spaces. Because divisions
of technology there is a rising gap beyond just having the technology but, between
those embracing all computing power possible versus the majority of computing being
done from a phone or mobile device. These are elements beyond the scope of this
research but are considered as a reason and purpose for community based technology
infused engagement points.

1.1 History and Future Needs

On the most basic level a work of art shares an idea, art galleries share collections of
ideas, different towns or cities have different collections of galleries, regions and
beyond all establish definitive and measurable inferences of how we all see the world
differently, not only because of our independence, but the environments that influence
us. “The number of basic colors depends largely on who you ask: a neurophysiologist,
a psychologist, a painter, a philosopher, a photographer, a painter, a stage designer and
a computer graphics expert will all have different answers” [1]. If all perspectives are
original then it becomes critical to allow the viewer of art influence the art they are
seeing. With recent advances in XR interfaces possibilities of interconnected com-
munication and shared experiences can reach a new level for all humanity.

1.2 Simple and Scalable

Producing a low-cost interactive space from art galleries opens communities, both
urban and rural, to an unattainable operating system. Everyday art viewers, local
makers, artists, researchers, and community endeavors would all benefit from a space
that reacted to their presence and reminded of the global perspective. As these spaces
develop beyond simple art installations, they will evolve to collect measurable data that
can influence or change environments in a different part of the world.

Embracing the artistic exploration of experience design removes the limits sciences
places on exploration and engages not only raw human interaction but the cultural,
emotional, and openness imagination allows for. By releasing specific constructs
researchers and designers are able to infer solutions that were previous not visible.

Viewers entering an art gallery space could change what they are looking at. Based
on the collapsing powers of experience all art is perceived as a unique documentation
of a point in space and time, while in truth, art is not real until experienced. Acting as a
founding principle to experience itself, it becomes critical to analyze and dissect
experience through relative terms and if possible, through the quantifiable structures of
bigdata and artificial intelligence processing.

One art show experience connecting several art galleries throughout the world
could be used as a metric to compare data produced by viewers in the space on an
infinite level of complexity. The purpose comes back to the average community
member being able to interact with a specific environment either controlled by or
controlling how they interact in the space. This concept investigates physical
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environments, through virtual reality art galleries, to provide a constantly changing art
experience. As a result this produces qualitative data charged with psychologic
undertones based in spatial design.

2 Background

The Intelligent Interior Design Framework (IIDF) Developed by Professor Holly
Sowles [2] defines three domains, Smart Geometry, Information Modeling and
Ambient Intelligence. Smart Geometry uses parametric or algorithms to create designs.
Information Modeling uses integrated software to create kinetic deployable designs.
Finally, Ambient Intelligence uses sensors that are activated through interaction and
interfaces to provide non-obtrusive assistance. The vision for these SmArt Spaces
utilizes all three of the IIDF domains [2].

2.1 Experience Design

Experience design is the relationship we have with the world. We do not usually notice
when an experience is well designed but we certainly notice when one is poorly
designed. Often experience design is talked about in the realm of websites or appli-
cations, however experience design is all around us and covers many aspects of our
lives. How we move through spaces or interact with our environment is often influ-
enced by the design of that experience.

2.2 Environmental vs Digital Environments

As we engage with developing 5G technologies, the Web 3.0 or the Spatial Web, can
start to come online.

“The term “spatial” in the Spatial Web references how our future interfaces enable a web that
extends beyond the screen to integrate and embed spatial content and interactions, facilitated by
distributed computing, decentralized data, ubiquitous intelligence and ambient, persistent, edge
computing [3]”.

The Spatial Web will enable an extended reality to permeate our physical reality
and allow a blending of the physical and digital environments. When this happens our
physical environments, or hardware will be activated by dimensions of information
seen as the software overlay. Data blends the two worlds seamlessly and the results
leave us wondering where the significance of experience resides.

2.3 Navigating Space or Space Navigating You

We navigate through space on a daily basis but do not consider how we are choosing to
navigate or if we are really making decisions of how we navigate. The cartesian mind
would infer we can move in relative terms to previous known positions. Descartes
cogito, ergo sum, or I think therefore I am, leaves us with significance placed on
experience in order to determine our own realities.
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Intentionally designed environments create a flow of movement through the space
that guides our experience in the space. Even when making decisions about how we
navigate, the way an environment is designed sets up the experience we will have in the
space. Signage and wayfinding can direct us through a space but strategically placed
interior elements and the use of ambient intelligence can drive an experience that
seamlessly moves us through a space in an intentional way.

3 Evidence

The primary form of evidence for this research begins with an experience designed art
installation in the January 2020 at the Conley Art Gallery at California State University,
Fresno. The purpose of the show provides the viewer with five experience driven art
installations that challenges how we look at art on a wall in an art gallery. Attention to
how we see rather than what we are looking at is worth questioning as all elements and
events will be recorded and reviewable in the future altering our perceptions of time.
The work has artistic merit with each work independently, but the whole experience of
the space and who you share the space with matters just as much if not more. This is the
first art space manipulation by the SIXhalf Artist Collective in order to develop SmArt
Spaces as a community engagement point. The two contributing artists Robert Hagen
and Glenn Terpstra produced the environment as a way to begin the discussion of what
people expect from art galleries both locally and globally.

3.1 Perspectrum: A Human Eye Versus the Word [4]

Perspectrum is an artistic installation that places the viewer in a variety of environments
intended to make them think twice about how and what they perceive as art in a gallery.
Breaking the stereotype of framed work on a wall, this exhibit capitalizes on sensory
experience to provide a new lens to understand the world around us. How we conduct
ourselves in a community space has certain connotations and expectations that can be
shifted when the anticipated environment is rewired or flipped upside down. This
action encourages the same reflection on our current cancel culture and post-truth
society.

Though the work presented is deeply rooted in intelligent interiors research, the
installations take advantage of the chaos and influence new technologies have on our
current and future lives. Simultaneously each piece subtly questions what you had
previously been looking at, due to a change of perspective. Micro/macro relations,
moments of time, and the collapse of a superposition creates an environment worthy of
slowing down, reflecting, and realizing the power held with perception.

Showing installations and paintings in changing light drives a core theme of the
exhibit, to encourage a shift in perspective, in order to better understand innate per-
ceptions. By creating works that alter how we look at, hear or experience an idea,
points to the significance of uniqueness and individuality. Each of us have a history of
values and culture influencing our perceptions–realizing the wide range of perspectives
is critical if we are to navigate the development of Artificial Intelligence and should be
thought of as a spectrum over ones and zeros.
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3.2 Word Wall and a Full Range of Emotion

Being directed to the left upon entering the exhibit a viewer is faced with choice from
the beginning, follow the flow or go right, ignoring signage and entering through the
exit. Comprised of 19 triangle panels with screen printed words on them, this work is
arranged by students at California State University, Fresno through a workshop held in
the Conley gallery. Three teams of students collaborated to produce design proposals
for the space and defended their experience designs to the group as a whole.

The arrangement of the first six triangles represent stability and structure while the
second arrangement of six triangles indicate stability is not guaranteed. Ultimately
chaos consumes attempts of order as triangles randomly scattered through the space.
This arrangement looks at the constant flux between order and chaos through physical
arrangement of panels, constant lighting changes, and the directed experience by fol-
lowing the flow of the space.

Each of these panels produce a unique collection of words, six colors have been
chosen to represent six essential emotions, (Happy-Pink, Disgust-Green, Sadness-
Violet, Anger-Yellow, Fear-Blue, Orange-Surprise). The words chosen to print are
synonyms of these six core words. When light matching the colors used for each
emotion causes them to fade away and reveals alternative emotions. The interplay of
words and emotions begins to question how different lighting can alter emotion and
even influence experience.

Once passing the installation, a reveal to the entirety of the galley gives the viewer a
choice of navigation rather than a suggested path as experienced with the initial
entrance. To the left is a sound installation intended to shift how we think of sound.
This data driven work is comprised of recordings from Fresno, California sounds based
on current environment conditions. the walls are white boxes with color changing
circles and a five panel print installation. Centrally located is an interactive living
installation with a motion responsive coffee table, and to the right is a wall of lenses
looking through the wall of light from the first installation. At this point the viewer
must reflect on which space to enter and react to the idea that others could have been
watching their experience previously.

3.3 Small Worlds

The collection of paintings has been encased in white boxes mounted to the wall, small
holes cut into the face of these boxes allows changing light to take the form of floating
circles. When viewed from a distance it is hard to not compare the different worlds,
though the details of these worlds can not be determined. When moving closer to any
one world changes fixation from the series as a whole to an individual cluster of circles
in one world. This transition forces the decision of what hole to look through that tends
to lead to looking through an additional hole for comparison.

The purity of curiosity drives a constant change to what is being viewed and in is
the collapse of a superposition established prior to looking through one hole. This
choice creates a singularity of perspective, observing a world that is still changing due
to the light within the box. It is hard to put a limit to which hole is looked through, but
if this was the case, using technology could provide more information than is
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observable with the naked eye. Placing a smartphone camera to one of these holes
could reveal the entirety of any painting with a wide-angle lens. Taking a photo of one
of these tinyworlds would flatten the observable reality and represent a moment of time
for that world. Sharing this world on social media is an entirely different mechanism all
together and is a launching point for new interpretations and experience beyond gallery
spaces.

Technology is seen as a great equalizer and seeing in these boxes can be enhanced
through the use of a digital advantage. According to principles of universal design, this
work would fail greatly due to limitations of access. This is intentional as a means to
reflect on what is not accessible to all requires mechanisms of equalizations in how we
interact with our environments. Making all things accessible helps all to access them.

The paintings within these boxes have several layers of color that shift how the
world is viewed and imply the quantum nature of the world around us. Because the
worlds are in constant flux the color theory of the painting results in different layers
coming forward and going backward, activating an otherwise stagnant environment.
The layers of paint and the chaotic nature of application reflect on the post impres-
sionists, but through the lens of an RGB LED world of light over natural light. Lighting
has the ability to adjust experience and can greatly impact how one interprets that
experience. It is critical to reflect on the impact exposure to unnatural lights from our
devices and screens both physically and psychologically.

3.4 Listening

Audio visual artist Robert Hagen continues with describing the next environment
altering installation,

Listening is a dynamic composition and musical space that draws upon live data streams
retrieved from Fresno itself and programming methods to create an ever-changing music.
Lacking motivic, melodic, or harmonic structure, Listening is driven purely by Fresno as a
community, a city, and the layers of data that comprise it. The sound of Listening is always
unique from day to day and moment to moment - each moment unrepeatable.

Here you can listen to Fresno, the nearby seismic activity, the humidity, the quality of the air,
the direction of the wind, the sounds of the San Joaquin River. Listening invites the listener to
meditate in a space which reflects its exterior. The outside is brought in, creating an ambient
intelligence that asks the listener to listen wholly and look inwards [4].

The sound field is constantly generating new waves of auditory exploration and
provides a space that alters how you can use your ears for new ways of interpretation.
The deep blue and violet fabric walls dampen external sounds and allow the listener to
not be distracted by visuals but rather focus on the sound field produced by eight
hanging speakers and two subwoofers. A rich neon violet rope light illuminates the end
of the room, activating the fabrics and mimicking the rhythm of the San Joaquin River,
where the installation sounds originate from. Fluctuations of the various source samples
depend on actual input data from nature surrounding Fresno, California.

This experience produces new ways to interpret this data and paints an auditory
picture of how these sounds come together. If the weather outside the gallery is
uncomfortable the sounds in the installation reflect this discomfort. If there were to be
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an earthquake the seismic readings as an input to the installation would force an audio
output reflecting this extreme intensity with loud rumbling.

3.5 Living

Creating an environment where a viewer can fantasize about the future technology is
possible with motion sensing cameras that change the content of your physical expe-
rience. Hagen continues to explain,

Living envisions the coffee table book of an unknown future - one that is perhaps human, or
perhaps enhanced by AI, sentient computing, or other advanced robotics. In a broken
modernity where devices and tech serve as walls between people, Living presents an interactive
and intelligent screen which encourages people to gather together. Gesture and space are
intuitive and expansive in rooms that have awareness of their designers and guests.

Sustainable and intelligent design can improve and enhance daily life without being novel in
the extreme. Smart furniture may reinvent the former centerpieces of a home such as the dining
table and television but Living also questions the necessity of the coffee table book and other
excesses of materialism. [4].

3.6 Levelalls

This series of 5 prints comes from an 8” � 10” painting and shows how scale, med-
ium, and reproduction changes interpretation. The subject matter shows the last
scramble for resources experienced by the Levelalls who inhabit earth in the future.
Waste left behind by humans, has till this point, proved to be a valuable energy supply
and is now running out. The mass chaos that occurs symbolize the over-saturation of
content we experience today. Tones of magenta plague the environment and tie the
space and time back to our current attention seeking culture.

Using magenta is crucial to the exhibit as a whole because of the short circuiting
that happens in our brains in order to see this color. Red, Blue, and Green cones in our
eyes produce a good range of hue for us to understand our environments but, on an
electromagnetic level, the frequency for a magenta color struggles to exist within our
visible spectrum. This is a lie our brains fabricate to suggest a circular connection of the
colors we experience but has a greater impact with the creation of RGB LEDs.
Breaking this painting up into five distinct prints isolates the content of the whole and
allows for deconstruction of an otherwise overwhelming environment.

3.7 Results

The designed space of the Perspectrum exhibit provides several real-world case
examples worthy of exploring further, such as how people view work or generating a
heatmap of viewer movements. Determining universal design principals can help
ensure accessibility to all experiences equally, or at a minimum help determine where
some sticking points arise in spatial design or designed environments. When we think
of art spaces, they tend to be made of art on a wall or podium, when in reality the
spaces tend to be designed to manage movement of the viewer between these points.
Considering how one engages with an element is just as significant as the element itself
and why this research will continue to determine how people interact with space.
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4 Connections

How we see the world and navigate daily challenges is mostly done without thinking.
When a gallery space is predictable it becomes formulaic, leading to an inefficient
mechanism for an artist to share their work. We are inundated with visual stimulus
from the moment we wake to sleep and do not consider what this does to our actions
and way of life. Moving screens closer and closer to our eyes will lead to the point of
transition, where the content is within us and we no longer share what we are looking
at.

4.1 Theory to Model

Beyond this dark interpretation, it is significant to research how we move through
physical environments and question how people would interact with a space they can
control. Ideally there is a dualism of an art exhibit where physically movable elements
of various sizes act as markers within the space and can be arranged by all who visit the
space. By moving these elements in the physical space, a virtual gallery of the space
would change as a result. This may not seem significant, but the process begins to show
threads of a double blind study. Giving people permission to move art frees the con-
structs of a gallery space and since it is in the name of art, more liberty and subliminal
intuitions come to the surface. An art space as a data collecting interactive hub of
digital program development would save time and money for XR by moving prototype
development to an improved starting point based on the highly authentic data driven
results.

4.2 Conclusions

The ending of this research is the beginning of a new chapter, the results are still being
processed and will continue to evolve over time. The ultimate take away is that people
strive for community discussion and forgotten art galleries could solve an endless array
of problems for a multitude of situations. Considering the great things an artist makes
on a miniscule budget, give artists access to good tech and the digital synthesis of
neighborhoods will naturally follow.
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Abstract. We present the design concept Lokahi : a soft, interactive,
wearable device which aims to promote a pleasant, intimate closeness
sensation between two people. Its shape is designed to encourage hug-
ging, while the embedded electronics –through pulsating coloured lights–
lets the users to visualise their own heartbeats, so that they are aware of
each other’s current affective state. Lights hues mix according to the syn-
chronisation of the two heartbeats, possibly producing a single hue: such
shared visual feedback can potentially be used in relaxing and meditative
exercises, where two people try to synch their own heartbeats.

Keywords: Bio-feedback · Intimacy · Design · Well-being

1 Introduction

We were designed to be emphatic, to emotionally connect with each others. Shar-
ing an affection for other individuals is a feature deeply grounded in our human
nature, and makes us feel like part of a group [22]. Social interaction is conse-
quently a very crucial feature of our species: through emotions, Man interprets
and understands the circumstances and the interactions with his own kind [11].
Emotional competencies are then critical for our behavior, as they convey infor-
mation about people’s thoughts and intentions and coordinate social encounters
[13]. From the viewpoint of a product designer, such issues can be very important
when conceiving an idea. In particular, designing a product for engaging social
interactions, and at the same time furnishing emotional experiences to users,
is a really challenging task. Indeed, the affective information is still not much
considered in the design perspective [17], while it is clear that experience-based
interaction involving emotions is becoming a more and more important issue,
especially in Human-Computer Interaction (HCI) field [2]. New technologies can
be exploited in this regard: for example, sensors for detection of physiological
parameters (e.g. Heart Rate Variability or Electrodermal Activity) started to be
embedded in smart clothes, like t-shirts or wristbands, mainly for use in sport
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Fig. 1. On left, the front view of Lokahi ; on right, the device used during a hug: the
two pockets host two sensors detecting the heartbeats of the partners, displayed by the
blue and red pulsating lights (respectively for first and second partner). (Color figure
online)

activities or health monitoring [16]. Interestingly, such devices provide data that
can also be used to detect the affective states of the user [21]: communicating
emotions through wearable technology can potentially introduce new approaches
to social interaction, and enhance the human body’s role in mediating the com-
munication. Designers could take an advantage of such technologies and conceive
new ways of physical interactions and experiences between “smart” products and
their users [10].

Although the advances in technology can provide new means for enhancing
social communication, we should not forget that humans are beings that relate to
external world through senses. The current work mostly focuses on the sensation
of intimacy and social connectedness, relying on the senses of touch and sight.
About the first, we mainly look at the importance of a fundamental human
gesture: an intimate hug. Through hugging, people have a close physical contact
characterised by a rich haptic feedback. Touch not only functions for identifying
an object but also plays a major role in social interaction [21]. From the very
first stage of the human beings touch sense exists to experience and express
emotions [15]. Psychological studies show that touching has an important affect
in emotional development for both infants and adults too [4]. Since touch is
an intimate way of communication and emotional expression, it is crucial in
interpersonal relationships [20]. Therefore, it can work as a therapeutic tool
making people experience positive and calm feeling which reduces anxiety [8].

In this paper we present Lokahi, an interactive, wearable body pillow designed
to enhance the feeling of closeness between two partners (see Fig. 1). Its shape
is meant to encourage an intimate hug, during which embedded coloured lights
pulsate at the rhythm of users’ heartbeat. We propose that such combined haptic
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and visual feedback can potentially create a deep emotional connection in people,
facilitating relaxing and soothing sensations. We call this positive experience co-
feeling, which means experiencing to feel together.

In the next 3 sections we firstly overview related works on technologies pro-
moting social connectedness, then we describe the current Lokahi prototype, and
finally we discuss and suggest potential scenarios for the use of the device.

2 Related Works

The research on perceived social connectedness by means of technological appli-
cations is a relatively new field of study. The proposed ideas are often based
on the detection and sharing of important physiological signals. For example in
[14] the authors developed imPulse, a device which senses the user’s heartbeat
and translates it into a pleasant pulsating light and a vibration; if a second user
is present with his own device, the two units get wirelessly connected and the
visual and haptic feedback are shared, so that the partners are aware about the
internal status of each other. Authors propose the use of imPulse for medita-
tive moments between people at distance. A similar idea was investigated in
[19], where authors observed the effect of Heart Rate (HR) feedback on social
perception: in this study couples of participants wearing an heartbeat chest
belt shared the HR information of each other -through visual or aural feedback
from a connected laptop- reporting pleasant feelings of connectedness, especially
when there was a physical distance between them. The explicit synchronisation
between users of emotionally relevant informations was observed in the social
game SinKin [23]: here two facing players were equipped with sensors measur-
ing brain, heart and electrodermal activities, while a cam detected their facial
expressions. All this data, available to users on a display, were then combined
into a single, general measure of emotional syncronisation between players. As
reported by authors, people found very amusing and engaging the activity and
-interestingly- called it as Friendship Game.

Although emotion-based bio-signals are clearly very important in such type of
studies, feelings of togetherness can be conveyed even through simpler sensory
feedback, as shown in the design concept The Hug, meant to keep alive the
social relationships of elderly people [5]: this is an interactive pillow, the shape
of which encourages the gesture of hugging. When a user embraces and pets
it, the information is wirelessly transmitted to a twin device in the hands of a
second, far user. The receiver pillow starts then to vibrate softly and to slowly
warm up, creating a pleasant perception of emotional closeness between users
across distance.

With respect to the previous concepts, Lokahi aims to enhance the intimate
interaction between two people who are actually in physical contact, combining
the haptic feedback inherent to hugging, and a visual feedback (pulsating lights)
reflecting the users heartbeats and their synchronisation.



424 B. Özcan and V. Sperati

3 Design of the First Prototype

The design of Lokahi for user experience impacts what kind of feelings become
shareable, how they can be shared and how others can respond to these shared
experiences. Persuasive design of the product influences positive behaviors such
as encouraging two people to hug each other. This positive touch can relieve
negative effect and evoke pleasure [6]. Another design affordance of the product
to promote pleasurable touch is having soft, furry material: Harlow states in
his experimental studies with monkeys that soft, fluffy things provide a sense of
security and comfort [9].

Fig. 2. On left: in a room with dim light, the pulse of lights on Lokahi are clearly
visible to both users; on right, Lokahi can also be used as a separate object, and placed
in the middle of a couple.

Lokahi is a kind of soft, interactive and wearable body pillow, which lets two
users visualise their own heartbeat –through synchronised pulsating lights– and
promotes an intimate hug between users (see Fig. 2, left). They can see, hear,
touch and talk during a hug, so they become human interfaces to interact with
each other. As an interdisciplinary project combining design, engineering, and
psychology, it is expected to experiment positive effects of physical closeness
through touch (intended as hugging) and heartbeat visualisation. Two pulsat-
ing lights, embedded in transparent silicone shapes displaced on the sides of the
device, display blue and red colors, respectively for the first and second users.
The pace of pulse mirrors the users heartbeats. During a hug (or similar per-
sonal circumstance, as staying on the same bed, see Fig. 2, right), if the same
heartbeats rhythm is detected by the pillow, the two colors mix into a unique
magenta shade1. Sharing this intimate experience can potentially provide calm-
ing, trusting, affection effect between two users.

3.1 Hardware Specifications

The device is based on the principle of photoplethysmography (PPG), a non-
invasive technique to measure the blood volume variations in tissues using a light
1 See supplementary video material at link https://vimeo.com/427703690.

https://vimeo.com/427703690
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source and a detector. Since the change in blood volume is synchronous to the
heartbeat, this method can be used to detect the heart rate. Two PPG sensors
(or pulse oximeters) are embedded within two Lokahi pouches, where users can
put their index fingertip. Power is supplied by a rechargeable 3.7V LiPo battery.
Lights are implemented with a single addressable LED strip composed by 10
LEDs (5 per each sensor); lights are diffused through a silicone shape. A custom
PCB hosts an ATmega328 chip and the electronic circuit (adapted from [7]).
Each PPG sensor is implemented assembling a standard red LED (as a light
emitter) and a standard IR detector (as a signal detector) in a thimble-like
structure, where the user’s index fingertip can be hosted.

3.2 Signals Filtering

Given the hardware features, each pulse oximeter reports a raw, continuous PPG
value x close to 8002 when a heartbeat is detected, and close to 0 otherwise,
producing then a cyclic square wave. We then transformed x in a binary value
y through a step function:

y=

{
1, if x > 750
0, otherwise

(1)

Filtering y through a Leaky integrator function with temporal parameter
τ = 4 [1] we obtained a signal u:

ut = ut−1 +
1
τ

(−ut−1 + yt) (2)

Equation 2 produces a smooth value in [0, 1] which gently increases when
y = 1 and gradually leaks a small amount when y = 0 (see Fig. 3). Given that
Lokahi presents two pulse oximeters, we have two signals denoted as ua and ub

respectively for the user a and the user b.

3.3 Synchronisation Computation

In order to compute a signal s reflecting a synchronisation between data ua

and ub, we first computed the mean squared error (MSE) between two vectors
containing the last L = 100 values of ua and ub. Since sensors are updated each
20 ms, the vectors contain data for two seconds3 MSE will be close to 0 if the
two heartbeats data are equal, and positive otherwise, with greater and greater
value as the signals increase their difference. We normalised the obtained value
in [0, 1], fixing an arbitrary maximum threshold α = 0.4 observed when the two
signals are reasonably different4. Formally s is then computing with the following
equation:

2 Analog inputs on ATmega328 range in [0, 1023].
3 The current value of L was set to 100 due to memory limits of the chip.
4 This was done generating random noise on both sensors.
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Fig. 3. Signals visualisation (screenshot from Arduino serial plotter): red and blue
lines represent the heartbeats of two wearers (after filtering), i.e. ua and ub; green line
represents the sync value. In this example, noisy signals were deliberately generated by
a single user (who played the role of both partners) simply moving the fingers within
the sensors; around step 9200 fingers were then correctly arranged and heartbeats were
revealed. As shown, the sync signal properly computes the matching between ua and
ub values. (Color figure online)

s = 1 −
(

1
L

L∑
n=1

(ua
n − ub

n)2
)
· 1
α

(3)

Given the Eq. 3 the variable s will be close to 1 when users heartbeats will be
equal (i.e synchronised), and will reach 0 when signals are reasonably different.
In order to have a synchronisation value with a smooth temporal development,
we computed a moving average of s in the last L steps, obtaining smov. Variables
smov, ua and ub were then used to select the hue and intensity of the two light
effectors5, for user a and user b, namely colour ua and colour ub:

colour ua =

⎧⎪⎨
⎪⎩

red = ua

green = 0
blue = smov · ub

colour ub =

⎧⎪⎨
⎪⎩

red = smov · ua

green = 0
blue = ub

(4)

Fig. 4. Red and blue lights pulse respectively with heartbeats of users a and b. The two
lights turn to magenta hue when heartbeat synchronisation between users is detected,
otherwise individual colors are maintained. (Color figure online)

5 LEDs hue is based on three values in [0, 1] respectively for red, green and blue.
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Equation 4 make the two effectors light up respectively in red and blue hue,
according to the heartbeats signals. However, according to the synchronisation
signal intensity, blue and red can be mixed to produce a magenta colour (see
Fig. 4).

4 Conclusion and Future Work

We presented Lokahi, the wearable body pillow designed to provide an intimate,
emotional experience of closeness between two people. Its simple shape with
two pockets and soft material which is pleasant to touch encourage positive
behaviors such as hugging or lying down to calming together. Through embed-
ded electronics, Lokahi displays to the users their heartbeats, through pulsating
coloured lights which are synchronised with their heart rates. Furthermore, the
device computes the level of synchronisation between users signals and mixes
the lights shades accordingly. We hypothesize that these visual feedback –along
with the haptic feedback due to hugging– can potentially create a close, interac-
tive loop between users, resulting in a shared experience characterized by inti-
macy and deep connection (“Lokahi” means harmony and balance in Hawaiian
language). We call this positive experience as co-feeling which means experienc-
ing to feel together. The logic behind our supposition is that such feedback are
directly in touch with a (philosophically) meaningful, essential process of life
itself: the beats of one’s own heart. In the next research step, we plan to experi-
ment Lokahi on pairs of people, with two main purposes. First, we want to test
our design hypothesis and see –through an evaluation of emotional involvement
of participants– if Lokahi helps to develop a better social interaction between
people (with possible potential benefits on the treatment of neurodevelopmental
conditions involving social impairments like Autism Spectrum Disorders [3]). As
a second purpose, we want to see to what extent users manage to synchronise
their heartbeats, during meditation exercises. This last point is particularly rel-
evant for scientific research on biofeedback: it is well known in fact that heart
rate can be voluntarily influenced if the right feedback is furnished and that such
awareness can have positive effects on well-being [12,18].

Acknowledgments. This paper was funded by Regione Lazio, project +me: moti-
vating children with autism spectrum disorders to communicate and socially interact
through interactive soft wearable devices (Progetto di Gruppo di Ricerca finanziato ai
sensi della L.R. Lazio 13/08).
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tional intelligence and social interaction. Pers. Soc. Psychol. Bull. 30(8), 1018–1034
(2004)

14. Lotan, G., Croft, C.: imPulse. In: CHI 2007 extended abstracts on Human factors
in computing systems - CHI 2007, p. 1983 (2007)

15. Montagu, A.: Touching: The Human Significance of the Skin. William Morrow
Paperbacks, 3 edn. (1986)

16. Nag, A., Mukhopadhyay, S.C.: Wearable electronics sensors: current status and
future opportunities. In: Mukhopadhyay, S.C. (ed.) Wearable Electronics Sensors.
SSMI, vol. 15, pp. 1–35. Springer, Cham (2015). https://doi.org/10.1007/978-3-
319-18191-2 1

17. Overbeeke, K., Djajadiningrat, T., Hummels, C., Wensvveen, S., Frens, J.: Let’s
Make Things Engaging. In: Blythe, M.A., Overbeeke, K., Monk, A.F., Wright,
P.C. (eds.) Funology: from Usability to Enjoyment, chap. 1, pp. 7–17. Springer,
Dordrecht (2005)

18. Schoenberg, P.L.A., David, A.S.: Biofeedback for psychiatric disorders: a system-
atic review. Appl. Psychophysiol. Biofeedback 39(2), 109–135 (2014)

19. Slovak, P., Janssen, J., Fitzpatrick, G.: Understanding heart rate sharing: towards
unpacking physiosocial space. In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems (CHI 2012), New York, NY, USA, pp. 859–868.
ACM (2012)

20. Thayer, S.: History and strategies of research on social touch. J. Nonverbal Behav.
10(1), 12–28 (1986)

https://doi.org/10.1007/1-4020-2967-5
https://doi.org/10.1007/1-4020-2967-5
https://bit.ly/2At0V5v
https://doi.org/10.1007/978-3-319-18191-2_1
https://doi.org/10.1007/978-3-319-18191-2_1


Lokahi: The Wearable Body Pillow 429
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Abstract. This manuscript discusses an acrophobia treatment procedure using
virtual reality of VR technology and conducts a pilot experiment on feasibility.
The core of our treatment produce is a exposure therapy with a strong shock. In
our treatment produce, patients wear a head-mounted display or HMD and they
are left on the top of a mountain in a virtual space. They are given five minutes
to find a way down the mountain and only a way down is to jump off. There are
some artifacts for them to do that by themselves. A strong stimulation is given to
the patients at the moment of jumping. The experiment results show that our
treatment procedure demonstrates the potential for alleviating acrophobia and a
stronger stimulation is acceptable for alleviating acrophobia.

Keywords: Pilot experiment � Shock treatment � Exposure therapy � Virtual
reality � Acrophobia

1 Introduction

About the treatment of acrophobia, now the common treatment for acrophobia is
exposure therapy, the core of which is to make patients repeatedly face the scene and
things they are afraid of and stimulate them constantly so that they adapt to the
stimulation. Finally, they feel numb and insensitive to the things they are afraid of. So
the reality treatment requires professional guidance and facilities [1]. Our treatment is
performed with virtual reality technology and lets subjects experience the feeling of
falling from the height instead of just walking and watching in a virtual space. The core
idea of our treatment is strong stimulation. The preliminary experiment result [2] shows
that adding some powerful stimulation of fear may have a certain positive effect in
treating acrophobia and the aim of this manuscript is to evaluate it. In our treatment
procedure, subjects are allowed to move freely on a very high mountain with a lot of
open space as watching waterfalls and lightning, listening to howling of the wind and
thunder. This surrounding noise could distract the subjects from suffering from fear of
height so that they could have little burden of jumping off the mountain top. It results in
making them feel smug and find confidence in chance of alleviating acrophobia.
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2 Related Work

If people adopt a method of virtual reality technology for acrophobia treatment, the
treatment just completes in a closed room without any professional guidance and
facilities but the effect of the treatment is not obvious [3]. However, most VR treatment
techniques are limited to specific mobile routes and specific treatment methods such as
taking sightseeing elevators, flying in the sky and so on. Their stimulation to patients is
smooth without any fluctuation [4]. In addition, there are many different ways to move
in a VR space for acrophobia treatment such as use of whole-body movement, use of
hand controllers, or moving along the established route without any operating proce-
dures and the survey [5] found that use of whole-body movement made patients feel
more involved while it did them feel dizziness about VR, having them only operate
with the controller. In our VR environment, patients will receive stimuli with strong
fluctuations and the way to move is diversified. The hand controller is combined with
use of the whole-body movement.

3 Experiment

3.1 Our VR System

Our system runs on a Windows10 desktop powered by UNITY 3D and an HTC-Vive
system, which provides subjects with an immersive VR environment. Figure 1 shows
the HMD view from the virtual world. From left to right is a panoramic view of the
virtual world, the subject’s view from the edge of the mountain, and the view after
landing. The VR space is set in a natural environment of 10 km2, among which the
highest peak is set at about 80 m. The subject stands at the top in the beginning and
he/she is asked to find the way down the mountain in 5 min. The subject finally finds
that there is no way down the mountain except for jumping down the mountain in a
tight time, during which the subject is greatly shocked. If subjects choose to use the
controller, they will use the HTC handle to operate: the round button on the slide
handle to move in the direction.

3.2 Procedure

Eighteen patients with severe acrophobia are chosen as subjects through the acrophobia
questionnaire introduced in [6]. They are divided into two groups of A and B. The
group A performs our treatment procedure and it takes about three minutes once a week

Fig. 1. HMD view from the virtual world
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for four weeks. The group B performs a simple reality treatment procedure about three
minutes once a week for four weeks as well. The subjects in the group B just simply
look down from the top of an eight-story building over the window frame.

All the subjects from the two groups are asked to take the acrophobia test and the
acrophobia questionnaire to assess the level of acrophobia before and after the given
four-week treatment procedure. For the test, the subjects are asked to look down from a
high-rise building and their biological data is obtained for assessment. When people are
nervous and afraid, their heart rate will increase and their ECG rhythm will become
irregular [7]. The change of heart rate (beat per minute or BPM) and the balance
(LF/HF) of low frequency (LF) to high frequency (HF), which is represented by
Eq. (1), are used to estimate the level of acrophobia:

LF=HF ¼
R 0:15HZ
0:04HZ f kð Þdk
R 0:40HZ
0:15HZ f kð Þdk

; ð1Þ

where f kð Þ is the power spectrum at the given frequency k for the obtained RRI.

3.3 Acrophobia Questionnaire [6]

The questionnaire is designed to determine whether the subjects have acrophobia and
its level of acrophobia. At the beginning, this questionnaire will ask some simple
questions, such as do you feel afraid if you stand tall in your life, do your heart rate
increase, etc. These questions are used to screen the subjects for acrophobia, and the
next stage of the problem is to identify their level of acrophobia. There are 13 levels
and the most severe is 13. People with severe acrophobia will have a level of nine or
more.

4 Result

Table 1 is the comparison results between the two groups of A and B. Figure 2 and
Fig. 3 show the mean change in BPM and mean change in the balance before and after
the treatment in group A and B. The results show that there is little change in BPM
before and after treatment in two groups and there is no significant difference on it. As
regards the balance, there is significant change for group A before and after treatment
t 8ð Þ ¼ 4:750 at p\:05½ � and the group B does not show any significance.
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According to scores from the acrophobia questionnaire, the result is shown in
Fig. 4. From the figures, although there is a slight difference before and after treatment
for both the groups. Both the group A t 8ð Þ ¼ 3:833 at p\:01½ � and B t 8ð Þ ¼ 2:896½
at p\:05� have a significant difference.

Table 1. Experiment results

Items Group A Group B

Mean of changes in BPM −2.2 −1.9
LF/HF before treatment 2.95 ± 0.93 2.95 ± 0.97
LF/HF after treatment 2.10 ± 1.26 2.61 ± 0.65
Mean of change in LF/HF −0.98 −0.2

Fig. 2. Mean change in BPM

* * : p<.05 

Fig. 3. Mean change in balance
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5 Evaluation

In this experiment, subjects were greatly stimulated in the process of falling. To show
that, Fig. 5 is one of the subject’s BPM during the treatment. The horizontal axis is the
elapsed time from top to bottom in 25 mm/s and the vertical one is voltage in
10 mm/mV. From the figure, at first the subject’s heart rate was steady, as he toured the
virtual world, and then as time pressed his heart rate began to increase. The second
page is the heart rate of the experimenter during the descent, which varies greatly due
to the involuntary avoidance and the BPM accelerated sharply in the process of falling,
meaning that stimulation was properly given to subjects. In addition, some patients
showed a sign of sudden instability at the moment of landing on the ground in the
virtual world. This is because they were fully immersed in the sensation.

The acrophobia questionnaire results before and after the experiment, it was
obvious that our treatment made the subjects choose a grade of two lower points on
average, indicating that their acrophobia symptoms had some alleviation.

** : p<.01 
* : p<.05 

Fig. 4. Questionnaire scores from group A and B

Fig. 5. An electrocardiogram taken by a subject in group a during the experiment
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According to the results from the acrophobia test and the feedbacks from the
questionnaire, this experiment can indeed have alleviation to the fear of heights but not
sure it has the effect of completely cured acrophobia because of the limitation of
experimental periods as well as professional technology. To make sure the definite
therapeutic effect, it a further experiment is needed with some extra experimental
period, for example, to join the guidance of professional doctors, etc.

6 Conclusion

This manuscript discussed the acrophobia treatment using VR technology and con-
ducted a pilot experiment on feasibility. The results showed that our treatment
demonstrated the potential for alleviating acrophobia and a stronger stimulation was
acceptable for alleviating acrophobia.
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Abstract. Traditional activity trackers use acceleration sensors to trace when
individuals are walking, running, or standing still. The programming in these
devices then determines the number of steps, walking or running distance, floors
climbed, and calories associated with the physical activity throughout the day.
Other than counting steps, there is little interaction to motivate an increase in
pace or to provide feedback into how vigorous the activities are, besides heart
rate sensors. The same number of steps walked represent different calories
burned at different speeds. Thus, more energetic exercises provide enhanced
physical activity. This work describes a wearable tracking device for enhanced
monitoring of physical activity. An accelerometer was used to measure the
acceleration level at the wrist location and compared against a threshold to
illuminate a series of LEDs based on the number of lights turned on and color
emitted. This wearable prototype provides visual feedback to let the user know
how energetic the activity level is.

Keywords: Monitoring � Physical activity � Accelerometer

1 Introduction

Wearable electronics can enhance the functions of traditional activity tracking devices.
Fitness wearables are one of the technologies used to monitor physical activity. Many
of them use three-axis accelerometers to determine the intensity of a motion that is
communicated wirelessly to smartphones for continuous monitoring. Numerous
smartphone applications provide additional data analysis capabilities, from the number
of steps or distance walked, to graphical representations of the level of activities
performed (stairs climbed, calories). Since most of them are wrist-worn, they might be
affected by gesturing, among other unintentional motions. In addition, activity trackers
may overestimate the step count [1]. Most trackers count the number of steps and
provide means to estimate the distance walked. However, calories are burnt at different
rates based on speed and body mass [2]. Thus, providing feedback about how energetic
the physical activity might help to estimate the calories burn per minute in addition to
calories per distance traveled.
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Wearables can also be used to measure the activity level for health care applications
as well. According to a UN report [3], by 2050, near 22% of the US population will be
over the age of 65. This number will climb to almost 30% in Europe while Japan will
be nearly 40%. Due to the increase in longevity and decrease in bird rates [4], health
care will be in higher demand. Thus, physical activity monitoring might be used as well
for health monitoring and to increase higher levels of physical activity exposure.

This work proposes enhanced monitoring of the physical activity by using multiple
sensors (three-axis accelerometers) at various body locations (near the joints) for a
more accurate representation of the physical activity tracking. The enhanced moni-
toring can be either provided by visual feedback of LED changing colors (representing
low, medium, and high-intensity activities) or by smartphone integration with appli-
cations for additional enhanced trackin. Upper limbs and lower limbs can be tracked
separately for different levels of monitoring. Thus, we propose using experimental
acceleration results from activity tracking of individuals walking at varying speeds as a
threshold for activating the LED lights. This provides immediate visual feedback of the
exercise intensity to the wearer.

2 Methodology

A database set is analyzed first to perform data comparison against a threshold to
provide feedback. Then, the acceleration measurement is compared against this limit
for the body location. A different set of colored LED lights can indicate a low, medium,
or high-intensity level to provide visual clues of how energetic a motion is. For this
purpose, a portable prototype was designed to activate the corresponding LED color
based on the acceleration level to be worn at the wrist.

2.1 Body Acceleration

Body acceleration data for walking and running is required to have a baseline to
determine patterns for these two activities. A study were ten individuals were evaluated
for walking (5 women, 5 men, age 29.4 ± 5.8, weight 62.9 ± 12.8 kg, height
1.68 ± 0.1 m) and other ten when running (5 women, 5 men, age 28.7 ± 7.0, weight
63.2 ± 12.4 kg, height 1.69 ± 0.1 m) on a treadmill was used as a reference [5]. Nine
body locations were selected (ankle, knee, hip, wrist, elbow, shoulder joint, chest, side
of the head, and back of the head), as shown in Fig. 1(a). Acceleration was measured
using multiple sensors (3-Axis ±3G ADXL335, 3-Axis ±6G MMA7260Q, and 2-Axis
±18G ADXL321 accelerometers). Treadmill walking speeds varied from 1.0–4.0 mph
(0.45–1.79 m/s) and running ranged from 2.0–5.0 mph (0.89–2.24 m/s).

The results can be used to characterize walking and running activities by the step
frequency, as shown in Fig. 1(b). Walking was shown to have step frequencies ranging
from 1.2 to 2.2 Hz while running showed a step frequency near 2.5 Hz. Furthermore,
walking speeds can be used to distinguish between younger pedestrian (walking speeds
higher than 1.3 m/s) and older pedestrians (walking speeds lower than 1.3 m/s) [6].
Figure 2 shows the summary of the results of the localized acceleration results at
different body locations from each acceleration axis.

Technology-Enhanced Monitoring of Physical Activity 437



2.2 Measurement Processing

A portable platform was developed using off-the-shelf components. An ATmega328P
single-chip microcontroller was used with a commercial development board (Arduino

Fig. 1. Body acceleration measurement locations and the relationship between step frequency
from walking and running [3]. Error bars represent one standard deviation distribution.

Fig. 2. Average acceleration results from walking (grey-colored lines) and running (bold-
colored lines) for the 3-axes measured. (Color figure online)
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Nano) for data acquisition, analysis, and control of the LEDs. A breakout board
containing the MPU-6050 was used for acceleration data acquisition. This IC contains
a 3-axis gyro and 3-axis programable accelerometer (±2 g, ±4 g, ±8 g, and ±16 g).
Programming for the MPU-6050 followed the datasheet for I2C communication and
acceleration selection. The resultant acceleration from Fig. 3 (combining the mea-
surements of the forward, lateral, and vertical axes) was used to determine a threshold,
as shown in Table 1. For instance, establishing the resultant acceleration at the wrist
location while walking at 1.3 m/s was used as a threshold for a worn wrist device.
A strip of eight RGB LEDs (Adafruit NeoPixel Stick) was used to provide a visual cue
of the level of the acceleration (based on light intensity and color change). Figure 3
shows the prototype developed. Arduino programming makes it possible to map the
acceleration thresholds for each individual location to the maximum scale of the LED
strip. Thus, the same wearable device can be used in multiple locations with little
modification other than selecting the body location with full. These kinds of devices are
microcontrollers that can be paired with smartphone applications for real-time moni-
toring and data recording using Bluetooth connectivity for simplifying this task for the
final user.

The sensor measures acceleration simultaneously on 3-axes, and since the sensor
should be oriented along the major plane of motion, then a normalized acceleration
value should be used to account for alignment differences. The resultant of the indi-
vidual acceleration component in each axis are combined into one acceleration that is
representative of the body location without requiring alignment with the cartesian
planes. Equation (1) shows the normalized acceleration formula used. Calibration was
performed along each individual axis aligned with the vertical under rest until a 1 g
(9.8 m/s2) was obtained. Once the resultant acceleration was calculated from Eq. (1),
the sensor outputs 1 g of acceleration irrespectively of its orientation of the sensor
under rest. Then, additional programming was developed to map acceleration levels to
light intensity and the number, and color, of the LEDs, turned on.

Anormalized ¼ A2
x�axis þA2

y�axis þA2
z�axis

� �1=2
ð1Þ

Fig. 3. The wearable prototype. Left, components and custom shield. Right, assembled unit.
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3 Results and Discussion

A test was performed on a treadmill machine while walking to determine the visual-
ization of the acceleration based on the threshold data set. This preliminary investi-
gation was carried on the wrist for the prototype shown in Fig. 3. An external battery
bank was used to power the device. This makes the wearer aware of the displayed
energy level during regular activities. This can entice users to implement more ener-
getic activities. For instance, by analyzing step-frequency (walking <2.2 Hz, running
>2.4 Hz), the microcontroller can be programmed to select the intensity level auto-
matically, providing a fluid transition with no input from the user. The initial prototype
was designed as a proof-of-concept. Future devices require a smaller form factor with
an integrated battery and wireless connectivity to an smartphone for enhanced tracking
and history of the activities to determine physical activity patterns.

4 Conclusion

This paper presents a method to provide visual cues of physical exercise intensity based
on the acceleration threshold from a dataset for walking and running. A dataset from
nine body locations was used to determine threshold limits based on walking speed.
Color-changing LEDs were used to represent if the activity level was found to be
lower, equal, or higher than the database. This can be used for fitness feedback tracking
or for health monitoring for the aging population. Continuous monitoring can be
practical to determine patterns of physical activity to the wearer. At the same time, the
light indicator can be used to entice the wearer to develop motions with higher energy
expenditure for enhanced fitness or targeted physical conditioning due to the immediate
feedback.

This study provides a dataset for other researchers in this field. App development
for multiple body monitoring locations can increase the functionality of fitness devices.

Table 1. Acceleration thresholds from treadmill walking (0.4–1.8 m/s) and running (0.9–
2.2 m/s).

Body
Location

Walking acceleration threshold
(g)

Running acceleration threshold
(g)

Ankle 2–4 4–7
Knee 0.9–3 2–4
Hip 0.3–2 1–3
Chest 0.3–1 1–3
Wrist 0.2–0.6 1–2
Elbow 0.2–0.6 1–2
Shoulder 0.2–0.6 1–3
Side of head 0.3–0.9 1–2
Back of head 0.3–0.9 1–2
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Future work might consist of establishing additional models for other types of exercises
or body motion activities with smartphone tracking and/or control.

References

1. Hernandez, A., Ajisafe, T., Lee, B.C., Xie, J.: Commercial activity trackers overestimate step
count: implications for ambulatory activity monitoring. In: Stephanidis, C. (ed.) HCII 2019.
CCIS, vol. 1034, pp. 446–451. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-
23525-3_60

2. Hall, C., Figueroa, A., Fernhall, B., Kanaley, J.A.: Energy expenditure of walking and
running: comparison with prediction equations. Med. Sci. Sports Exerc. 36(12), 2128–2134
(2004)

3. United Nations: Department of Economic and Social Affairs, World Population Prospects
2019, Demographic Profiles, United Nations, New York, vol. 2 (2019)

4. Gavrilov, L.A., Heuveline, P.: Aging of population. In: Demeny, P., McNicoll, G. (eds.) The
Encyclopedia of Population, pp. 32–37. Macmillan Reference (2003)

5. Romero, E., Warrington, R., Neuman, M.: Powering biomedical devices with body motion.
In: 32nd International Conference of the IEEE EMBS, 31 August–4 September, Buenos
Aires, Argentina, pp. 3747–3750 (2010)

6. Knoblauch, R.L., Pietrucha, M.T., Nitzburg, M.: Field studies of pedestrian walking speed
and start-up time. Transp. Res. Rec. 1538, 27–38 (1996)

Technology-Enhanced Monitoring of Physical Activity 441

https://doi.org/10.1007/978-3-030-23525-3_60
https://doi.org/10.1007/978-3-030-23525-3_60


Smart Service Design Facilitate and Develop
the FCMC (Family-Centered Maternity Care)

Bo Gao(&) and Xinyue Dai(&)

Tongji University, 1239 Siping Road, Shanghai, People’s Republic of China
gaobo@tongji.edu.cn, adele_dai@outlook.com

Abstract. The demand for women who are in pregnancy transforms form
medical birth service to high-quality life gestation. The family-centered
approaches to maternity care present an important direction for fitting the
needs of pregnant women, the better pregnancy experience, and more emotional
care. In this paper, we explore design issues in developing a smart service
product system for pregnant women and her family. As a prototype, we have
developed a service to provide the family-centered maternity health care link
with a pregnant woman, her family, and maternity hospital. The prototype
includes an application provide telemedicine support, antenatal report visual-
ization, and maternity information sharing for the whole family. These features
are designed and implemented based on the principle of family-centered
maternity health care, which will highlight how to dissolve the boundary
between the medical system and pregnant women’s family, and how to increase
the emotional link between the puerpera and her family members. The contri-
bution of this paper is to research on maternity health service lies in a complete
set of smart service design processes based on FCMC mode and discussion on
the relationship on medicine, puerpera, and her family.

Keywords: Family-centered maternity care � Maternity health � Smart service
design

1 Introduction

In the advent of the twentieth century, with the introduction of modern maternity
professional care, the direction of maternity care transfer from family to the hospital,
pregnant women have to go to the hospital to have the antenatal examination and give
births. The iatrogenic form of care is dominated by physician-led antenatal care, which
is largely limited to biomedical health indicators and fertility. Also, because of the
unbalanced match of a large number of people and the relatively limited and uneven
medical resources, the quality of maternity care in hospital is not satisfactory. There are
problems such as excessive staff pressure, insufficient time for each visit, and incom-
plete provision of maternity care knowledge [1] While the service satisfaction of
nursing staff is not very high, and patients do not receive enough reputation and
attention [2], especially for pregnant women, who need more emotional and person-
alized care. For example, relevant medical services adapted to each pregnant woman’s
different gestational weeks. However, pregnant women’s emotional care is not the
focus of the hospital, except for a few expensive private care institutions, like some
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maternity hotel. But those maternity hotel is more about providing more professional
personalized nursing service, not totally focus on emotion.

Although the health of pregnant women was medically guaranteed in modern
obstetric hospital, the family’s status was excluded from the current nursing service
system. But it is going to see the change: returning the initiative to pregnant women is
becoming a trend. “Newborn belongs to the family, not to the caregivers or the hospital.
Because the family is the constant factor in the life of a new human being [3].” Future
care scenes will gradually shift to consumer-centric health/virtual homes and commu-
nities [4]. And the family scene must be the focus of the return of care services. The
value of home-based nursing services has been proven to bring benefits to the physical
and mental health of women, especially in China. That’s because delivery is not only the
birth of a new life but also the continuation of the family, which directly link the
traditional “family culture” of China. From a medical point of view, the FCMC model
reduces the difficulty rates, and improving obstetric quality has positive effects [5].

Based on family-centered maternity health care theory, this paper explores how a
smart service design system can enhance pregnant women’s experience by strength-
ening cooperation between hospitals and families, and improving pregnant women’s
sense of support from family members to get a better experience and sense of security.
Promote the birth of the “medical consortium”, which redefine the service diversion
between family and hospital, to provide a new one-stop smart family doctor health
management solution [6].

2 Family-Centered Maternity Care

There is a medical term for this type of home care that centered on pregnant women,
called FCMC (Family-centered maternity care). FCMC is a new model of obstetric care
since 1960. It means including the father in childbirth preparation classes and in the
birth itself. Over time, even as family members were welcomed in the birthing room,
technology played an increasingly significant role in the birth experience. The FCMC
model creates a lot of responses. There are already some FCMC mode practices in
western countries. For example, the Public Health Agency of Canada released its
national guidelines for family-centered care in 2000. In response to the Institute of
Medicine’s publication of “Crossing the Quality Chasm”, many professional organi-
zations have published statements on “family-centered care” or “patient-centered care.”
Of course, the FCMC model is more suitable for about 77% of low-risk pregnant
people and daily care, while the hospital’s tasks are more focused on difficult diseases,
which is also useful for minimizing unnecessary hospitalizations, interventions and
expenses [7].

In FCMC, active family intervention in pregnancy care can provide care to preg-
nant women both physically and emotionally, thus ensuring the health and safety of
pregnant women and fetuses. From a medical point of view, parental participation in
nursing has a higher rate of spontaneous delivery and lower rates of dystocia. For the
family, their participation during pregnancy can increase the sense of responsibility of
each family member in raising children to enhance self-confidence. The proactive
attitude of pregnant women and their families will help create a better healthy envi-
ronment for children in the future [8].
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3 Methodology

The research has been planned in 3 stages: a preliminary study, field research, proto-
typing and verification. The preliminary study consisted of the literature review on the
development and application of family-centered health care mode. The field research
collects user data and opinions from several maternity hospitals in Shanghai and the
pregnant women and their families. We went to three first-class hospitals, two gyne-
cology hospital, and one private hospital. Then we did the in-depth interview with eight
pregnant women, two family members, and three doctors. Service design kits help us
better understand every detail of the birth process, which is essential because pregnancy
is a long time. The prototype is to elaborate on possible scenarios and service, try to
build a new service process, and verify that the Settings of the contacts in the process
are reasonable, by designing and making the touchpoint of the service, and verifying
our concept in user interview and usability test.

Table 1. Items of interview guide (for pregnant women)

Items Investigation contents

General profile Age, family size, the number of pregnancy, Gestational age,
the relationship between family members

Experience in hospital The choice of the different hospital, the hospital facilities,
Antenatal examination items and process, the understanding
of examination report, the feeling in hospital

Personal behavior and feeling
during pregnancy

Lifestyle change during pregnancy, the emotional needs, the
daily activity of family members, the social connection
between puerpera group

Information collection The information content, where to get the healthcare
information, the knowledge level during pregnancy

Used product/service The used pregnancy product/service, the judgment of those
product/services

Table 2. Items of interview guide (for pregnant women’s family)

Items Investigation contents

General profile Age, knowledge of Puerpera’s pregnancy, housework sharing,
Experience in
hospital

Antenatal examination company situation

Life during
pregnancy

Lifestyle change during pregnancy, the communication situation
between puerpera and family members, current health care way from
family members

Opinion about
pregnancy

Preparation about pregnancy, anxious or pressure, opinion about
puerpera, the knowledge of taking care of puerpera, the knowledge
level during pregnancy

Used
product/service

The used pregnancy product/service, the judgement of those
product/service
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Table 3. Items of interview guide (for doctor/nurse)

Items Investigation contents

General profile Doctor’s qualifications, the working situation, the main work content,
hospital shift system, the reason to be the gynecologist/obstetrician

Diagnosis process Frequency of receiving pregnant women, contents of medical orders,
the way to convey the medical orders, the communication situation
between pregnant women and doctors/nurses, the common problem
when doing diagnosis

Antenatal
examination report

The content of the examination report, the important level of
Indicator in the report, the communication situation when explaining
the report

Table 4. User journey about pain points and needs during pregnancy

Stage Activity Pain point of puerpera User needs

Knowing
about
pregnant

Do a gynecological
examination to confirm the
pregnancy, then understand the
current pregnant situation

- Lack of full knowledge of the
impending pregnancy
- Unclear knowledge of
medications during
prepregnancy
- Physical discomfort caused by
early pregnancy reactions

Know about pregnant
itself

First times
antenatal
examination

Nurse build the puerpera profile
and inform the antenatal
examination process, then make
the appointment of the next
examination

- The queue time is too long
- Cannot find the right
examination room
- Doctors don’t have enough
time to explain the whole
process
- Poor communication between
doctors and pregnant women
leads to misunderstandings and
conflicts
- The husband is forbidden to
enter, and the second
transmission of the doctor’s
advice is not effective

- Understanding of the
procedure and location
of hospital pregnancy
test
- Planning the pregnancy
examination cycle in
advance

The middle
period of
pregnancy

Line up antenatal examination
for a long time, then get the
examination report and give it
to doctors. Pregnant women
should relay medical advice to
family members. Then they
usually use some pregnancy
APP to search for more
information

- The technical terms of the
examination report are hard to
understand
- Pregnant women sometimes do
not understand medical advice
- Ordinary pregnant women
cannot judge the information
professionalism of non-
professional channels

- Clear interpretation of
inspection data
- Families can better
participate in the
pregnancy care

(continued)
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Insight from Research. In our research of pregnancy care services, it has been found
that supply and demand mismatch between pregnant women and hospital, the user
journey shows the different problems during different gestation stages. The medical
institutions offer hospital-centered care, but pregnant women have a family-centered
expectation. The central contradiction between them is that the existing medical
resources are challenging to support the individualized needs of each pregnant
woman’s family.

By analyzing the research from the user interview, the most critical finding is that
the pregnant woman needs to have a family member’s companion, but the participants
are unsatisfied. It has caused by many complex reasons, such as space and time
limitation in the hospital, which prevent family members involving in the nursing
process. The neglect of family members in hospital pregnancy education makes them
unfamiliar with the relevant knowledge and has no perceived control. Also, the hospital
services don’t regard to the difficulties and anxiety that terminology can cause when
interpreting a pregnant woman’s condition, which affects how well pregnant women
and their families know about their health, which is partly associated with prenatal
anxiety [9].

4 Result: Service System and Interaction Design

It is important to design services and interactive design from “birth service” to “life
gestation”, starting from technology, maternal and family needs, and existing hospital
care resources. The FCMC service design can build a new type of pregnancy family-
centered care service with the help of smart technology to track and visualize puer-
peria’s data, with professional support from telemedicine doctors to give health care
suggestion and activate families member’s participatory by pregnant care education.

At the beginning, it is intention to solve the problem of giving a sense of control.
Through some research, the fear, anxiety, mental tension comes from lack of

Table 4. (continued)

Stage Activity Pain point of puerpera User needs

The late
period of
pregnancy

Do fetal heart monitoring at
home and in the hospital

- Lack of awareness of the
importance of fetal monitoring
- No professional knowledge of
fetal monitoring

- Learn about fetal
status in real time
- Mood changes during
the third trimester and
more emotional support
is needed

Delivery Prepare delivery items and be
admitted to the hospital on the
due date

- Health problems and anxiety
and depression caused by
inadequate knowledge of
nursing, parenting and
psychological preparation
- Lack of nursing awareness in
the family leads to nursing
ineptness and conflict of ideas

Adequate preparation
for delivery
Prenatal adequate
psychological
construction
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knowledge and experience in childbirth [10]. So by redesigning the communication
channel between pregnant woman, the hospital, and the family, the communication
barriers will be reduced, so that the mood of pregnant women could get better. Pregnant
women as the core of the service, and are also the people who have the greatest demand
for communication. Therefore, in this stage of research, we use an APP as a touch
point. The function of this interaction design is (a) pre-learning of antenatal exami-
nation and medical order record, (b) the visualization of antenatal examination report,
and (c) family information shared platform.

(a) Pre-learning of antenatal examination, hospital guidelines, and medical order
record. Mainly solve the communication problem between pregnant women and
the hospital. Pregnant women can click on the APP to view the time and place of
birth inspection and learn the contents of the birth inspection project in advance.
APP also provides the navigation route of the department in the hospital. And
quickly records the doctor’s order during the diagnosis.

(b) The visualization of the antenatal examination report. To upload the original
antenatal examination report, identify and interpret the text, and display the specific
explanation of this indicator and the reference of the numerical range visually.

(c) Family information shared platform. The APP has family ports to use by mom or
dad. The smart APP assistant automatically communicates the results of the
antenatal examination and the precautions of the gestational week to the family,
reminding the family to care for the pregnant woman correctly.

Fig. 1. Service touchpoint prototype: the updating the communication channel between
pregnant woman and the hospital in APP.
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5 Conclusion and Prospect

Through feedback from the prototype, a useful tool and service can help family
members participate in the maternal health care process together with the pregnant
women, can bring a better experience to pregnant women indeed. In our prototype
design, we tried to solve the problem of medical communication, broke the professional
barriers of medical terminology, and established a family information platform for
synchronizing maternal health information.

However, current research stage was just the first step. The future maternal health
care system could be smarter and integrated in the service system map in Fig. 4: a fully
developed personalized smart services supported by the Internet and big data, interact
and connect with the hospital (doctors, nurses) medical services in real-time, and
openly share data with pregnant women and their families to make them take the
initiative. The obstetricians and midwives with assessment from the artificial intelli-
gence diagnosis and treatment assistants provide localized nursing service support as
professional team support.

Fig. 2. Service touchpoint prototype: the visualization of prenatal examination report.

Fig. 3. Service touchpoint prototype: the family pregnancy information shared platform.
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Abstract. The ABLE Music platform is co-creation project in collaboration
with older adults with dementia and their caregivers, to provide unique pair or
group interactions and intergenerational play by transforming movement into art
experiences (digital painting and musical creation) in order to enhance wellness
(physical, mood, cognitive). The ABLE Music platform advances current
research on dementia that tends to, a) not be interactive, b) not exploit digital
tools, and c) doesn’t take advantage of the opportunity to engage families and
caregivers, reduce their stress, and restore identity, dignity and relationships.
These advancements are built on research that demonstrates the benefits of:
bright colour palettes’ ability to stimulate older adults with dementia, music and
painting experiences that reflect the memories and preferences of older adults,
and intergenerational gaming that will allow younger children and adults to
teach older adults digital gaming skills. Art combined with movement has a
synergistic effect – it has the power to enhance mood, physical health and
cognition. Reducing depression makes us less susceptible to cognitive &
memory impairment, due to depression ageing the brain. Arts-based and
Montessori-based approaches increase communication, episodic memory, and
relationships between People with Dementia (PwD) and their family members
and caregivers. Crip approaches to design can help researchers center PwD and
caregiver perspectives in treatment plans, in addition to rethinking how power
can influence the research process.

Keywords: Co-Design � Art based experience � Dementia

1 ABLE Music Platform Research Background

1.1 Co-Design with Older Adults and Care Networks

The ABLE Music platform (AMP) uses a method of co-creation with older adults with
varying degrees of dementia and their caregivers. Our team will work with pairs or
groups that include older adults in a series of interactions and intergenerational play in
order to develop the AMP. The AMP uses interactive software and hardware tech-
nology that has the ability to transform movements, gestures and voice into art
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experiences that include: digital painting, musical composition and gaming. The goal of
these interactions is to enhance the wellness of the participating older adults, which is
measured in terms of their physical, mood and cognitive well-being.

Our co-creation research method is a novel approach to collaborating on the design
of interactive multimedia interfaces with older adults that contrasts with recent research
that: lacks interactivity, does not engage critically with digital tools and does not
engage the families and caregivers of the older adult collaborators. These choices are
intended to maintain dignity, cultural identity and relationships between older adults
and their care networks.

1.2 The Dementia Epidemic and Caregiver Crisis

Dementia currently affects over 500,000 Canadians, primarily those over 65, and
mostly women. With 76,000 new diagnoses annually, numbers are projected to rise to
937,000 in 2 decades. Dementia creates a host of symptoms that often go untreated and
thus worsen. As longevity increases in Canadians, a staggering 7% percent of the
Canadian population over 65 lives with dementia, mostly women over 65, while
486,000 (or 6%) of Canadians aged 65 or above care for an individual with dementia.
Seniors with dementia experience high levels of immobility, pain & discomfort, iso-
lation, and depression. This produces boredom, confusion, agitation, wandering and
sometimes, aggressive behaviour, requiring persistent care that is rarely available
(Canada Public Health Service 2020).

Levels of exhaustion and stress - Half of People with Dementia (PwD) live at home,
cared for primarily by unpaid family and neighbours, while the remaining reside in
retirement and long-term care residence environments, 2/3 of which house this popu-
lation. Family, neighbours and professional staff alike struggle to provide adequate care
to treat these diverse, ongoing symptoms. Staff and particularly unpaid caregivers
report debilitating rates of isolation, distress and depression (Canada Public Health
Service 2020).

1.3 Housing Crisis

Disruptive adults are often removed from or denied acceptance to residential care
facilities or treated via use of restraints and potentially inappropriate antipsychotics.
There is no current plan to confront this escalating health care crisis, which impacts
those with dementia and their caregivers. The Dementia deficit also presents a financial
crisis costing Canada $8.3 billion today and estimated to increase to $16.6 in 2031.
(Canadian Institute for Health Information 2020).

1.4 Older Women at Risk

As age increases, Women have been found to be more affected by dementia than men.
Above the age of 80, women have a 1.3 times higher rate of dementia than men (20.8%
versus 15.6%). Attention will be given to women with dementia (the majority of those
with depression) and women with depression (Canadian Institute for Health Informa-
tion 2020).
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2 ABLE Music Platform Design Principles

Low Level Exercise for Short Durations
AMP will prioritize designing short duration exercise/movement experiences with
older adults and their caregivers based on recent research that shows that light intensity
exercise is associated with healthy brain aging:

• 10 min or short bursts of mild exercise is associated with enhanced memory (2017,
Stubbs et al./London), enhanced brain volume, and improved physical and cogni-
tive health in older adults (Tse et al. 2015)

• Higher amounts of activity is linked to reduced rates of cognitive decline (Suwabe
et al. 2019), and increased brain volume (Spartano et al. Spartano et al. 2019;
Suwabe et al. 2019)

Reduce Depression to Fend Off Dementia
Our collaborative design method and interactive software for artistic expression is
intended to reduce depression that makes people less susceptible to cognitive &
memory impairment, due to depression ageing the brain (Esetlis/Yale 2019; Gaysina
and John/Sussex 2018; Al Hazzouri/Miami et al. 2018).

Synergistic Impact of Art and Movement
Art combined with movement has a synergistic effect – it has the power to enhance
mood, physical health and cognition (Schiphorst 2007). This is an important compo-
nent of the AMP. Arts-based and Montessori-based approaches increase communica-
tion, episodic memory, and relationships between PwD and their family members and
caregivers (Wilks et al. 2019; Camp 2010; Ducak et al. 2018; Cheon et al. 2016;
Nagahata et al. 2004).

AI and Machine Learning for Cognitive Enhancement
Artificial intelligence systems hold potential to improve cognitive enhancement for
PwD to live independently without relying on pharmacological treatments (Sonntag
2015; Tyack et al. 2017; Camic et al. 2014; Spartano et al. 2019). The AMP intends to
integrate machine learning to gain insights into the quality and effectiveness in the
platforms ability to create enjoyable experiences.

Crip Theory and Disability Research
Crip theory approaches to design can help researchers center PwD and caregiver
perspectives in treatment plans, in addition to rethinking how power can influence the
research process (Hamraie and Fritsch 2019; Yeargeau 2017; Schalk 2013).
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3 The ABLE Music Platform Hardware and Software
Iterative Design Process

3.1 Initial Hardware Design

The ABLE Music platform will connect to a computer using an MbientLabs Meta-
Motion R+ werable sensor (see Error! Reference source not found.). The sensor will
connect via Bluetooth (BLE) to the host computer to translate the user’s gestures into
motion-based sound and art on the screen. The user can clip on the sensor, housed in a
silicone case, to their sleeve, a glove or wear it like a watch. The user can then move
their hand or extremity that the sensor is attached to in 3D space to create art and music
in an application on the host computer.

Machine learning algorithms will aid in the recognition of gestures made by the
user. This can aid in recognizing patterns that can help improve the enjoyability of the
interaction and aid in the recalling of memories for the user and their caregivers
(Figs. 1 and 2).

Fig. 1. (Left) MbientLabs MetaMotion R+werable sensor, (Right) MetaMotion R+werable
sensor in the watch style silicone case.

Fig. 2. Movement and gesture by the user is sent to the ABE Music painting and music
application to generate audio, visual and haptic feedback (through the sensors vibration motor).
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Abstract. Recently, in developed countries, especially in Japan, the population
of elderly people are increasing. Physical function of elderly people deteriorates
due to age, it causes stumble accident. A stumble accident of an elderly people
leads to a bone fracture. In elderly people, it is very dangerous to become
bedridden by bone fractures and injuries. Thus, it is important for elderly people
to prevent stumble accident. The “Base of Support” (BoS) has been reported to
be related to stumble accident. We have been executing experimental consid-
eration regarding stumble accident and BoS. In this study, we executed mea-
surement and analysis of walking movement for human and analyzed based on
the dynamic change for BoS. This experiment, we measured and analyzed
walking movement using optical and inertial sensor type motion analysis device.
In addition, we measured the step length using the camera. The Subjects walked
straight for approximately 10 m indoors. Moreover, they executed heel strike
according to the timing when the metronome sounds. Also, we changed the
rhythm of the metronome every 10 bpm from 90 bpm to 140 bpm. As for
experimental results, the dynamic change of BoS increased as walking rhythm
changes faster. This is considered to be increasing movement of gravity center
of human body. In this study, we executed measurement and analysis of walking
movement for human and analyzed the dynamic change for BoS. In the future,
we aim to establish an index of the dynamic stability evaluation of human
walking movement.

Keywords: Motion analysis � Walking movement � Evaluation method � Base
of Support (BoS)
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1 Introduction

Recently, the number of elderly people is increasing in developed countries especially
in Japan [1]. Elderly people’s physical function decline with age causes stumble
accident. Therefore, it is dangerous for the elderly people to fall. Around the world, an
estimated 646,000 peoples die each year from stumbling accidents, and elderly people
over 65 years old are said to cause the most fatal stumbling accident [2]. There are
many accidents involving the elderly people, and according to statistics from the Tokyo
Fire Department, approximately 81.4% of the elderly people who have been urgently
transported in the past five years have been urgently transported due to stumbling [3].
There are internal and external factors for a reason of stumble accidents of the elderly
people. Internal factors include muscle weakness, vision loss, decreased understanding
and judgment, depression and polypharmacy [4]. External factors include slippery
floors and the carpet edge turn over. If an elderly people falls, it may cause a fracture
even if it is not fatal. In particular, femoral neck fracture reduces walking ability in the
elderly people. A decrease in walking ability reduces the amount of exercise and
narrows the scope of daily life. In addition, elderly peoples who have fallen feel
anxious and limit their activities. Therefore, the physical strength of the elderly peoples
may be reduced, causing a bedridden state. It is important and pressing necessity for
elderly peoples to prevent stumble accident [5, 6]. Also, we think that prevention of
stumble accident is effective in living an independent life. A lot of study about stumble
accident have been reported [7]. However, there are few products that prevent stumble
accident. Thus, there is a need to develop equipment that prevents stumble accident.
Final purpose of this study is develop equipment to prevent stumble accident. In this
study we focused on “Base of Support” (BoS) that should be related to stumble
accident [8]. We performed measurement and analysis of walking movement for
human and consider to analyze the dynamic change for BoS (Fig. 1).

Fig. 1. Elderly emergency carrier for each type of accident in the past five years from 2017.
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2 Experimental Method

2.1 Base of Support

BoS can be defined by a body part in contact with the ground surface as shown in
Fig. 2. In addition, when a cane is used, the BoS can be defined including the contact
position of the cane. The assumed line that extends vertically downward from the
center of gravity of the body is called the center of gravity line [9]. In the case of a
healthy people, if this center of gravity line deviates from the bottom BoS, it will either
fall over or prevent it from stumbling. Body stability is basically affected by the height
of the center of gravity relative to BoS and the width of the BoS and the position of the
center of gravity line. In addition, it is said that if the center of gravity is located more
higher, the stability will decrease. If the center of gravity is located more lower, the
stability will increase (Fig. 3).

2.2 Measurement of Footsize

The subject were eight 20s males. In order to estimate the BoS, we measured the values
of the lower limbs of the subjects in preliminary experiments. Typical results are shown
in Table 1 and 2. First, we performed to measure the distance between the left and right
foot in a stable gait when subjects performed walking motion. Next, the width of the
foot, the length from the foot point to the little finger MP joint, the maximum width of
the forefoot, and the maximum width of the hindfoot were measured. The foot point
mean the point at the tip farthest from the heel point. Also, The little finger MP joint
mean the joint at the base of the little finger. The length between these two was mea-
sured. These values will be used later to calculate the area of BoS (Figs. 4, 5 and 6).

Fig. 2. Base of support image.

 : Distance between left and right feet  

Fig. 3. Measurement image of distance
between left and right feet.
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Table 1. Subjects information.

Age Height
[cm]

Weight
[Kg]

LF Ld

Subject1 22 174 75.3 27 9.5
Subject2 23 165 61.5 24 8
Subject3 21 165 46.35 23.5 8.2
Subject4 21 171.2 61.65 25.2 6.8
Subject5 22 170.7 67.55 24.8 5.6
Subject6 22 163.8 59.45 25.5 6.5
Subject7 22 175.8 52.3 24.6 12
Subject8 22 171.3 58.9 26 8.4

LF: Foot length
Ld: Distance between left and right feet

Table 2. The width of each foot and the length from each point to the little finger MP joint.

LFWR [cm] LFWL [cm] LRWR [cm] LRWL [cm] Lt-mpR [cm] Lt-mpL [cm]

Subject1 10.5 10.5 5.5 5.5 7.0 7.0
Subject2 10.0 10.0 5.5 5.5 7.0 7.0
Subject3 10.2 10.0 6.2 6.5 8.4 8.5
Subject4 9.0 8.5 6.0 6.0 6.0 6.5
Subject5 10 9.8 6.2 6.6 7 6.6
Subject6 9.5 9.6 5.2 5.3 8.6 8.5
Subject7 9.5 9.8 5.0 5.6 8.8 9.4
Subject8 10.2 9.0 7.0 6.6 9.0 7.8

LFw: Forefoot maximum width, LFwR: Right foot, LFwL: Left foot
LRw: Maximum rear foot width, LRwR: Right foot, LRwL: Left foot
L(t-mp): Length from the apex to the little finger MP joint
L(t-mpR): Right foot, L(t-mpL): Left foot

Fig. 4. Measurement of foot width and length between foot point and little finger MP joint.
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2.3 Measurement Equipment

NOITOM’s Perception Neuron was used as the inertial sensor type 3D motion analyze.
And we used the motion capture which was products by Nobby Tech. Ltd.

2.4 Measurement of Walking Movement

We measured walking movement using optical and inertial sensor type motion analysis
devices. At the same time, we also measured the stride required to estimate the area of
the support base using an optical camera. The subject walked about 10 m indoors. The
subjects walked while looking at the gazing point at a constant rhythm so that the left
and right feet were grounded in time with the timing of the metronome. We repeated
experiments with different rhythm of the metronome every 10 bpm from 90 bpm to
140 bpm. A camera was attached to a carriage and translated with the subject to
measure subject’s stride. We carried out these experiments with informed consent of
the subjects following the approval of the Suwa University of Science Ethical Review
Board.

2.5 Calculation Method of Dynamic Base of Support Area

To analyze the dynamic BoS, the model in Fig. 7 was simplified. In this model, the
position of the outside of the foot that touches the next heel from the kicking is on the
same straight line. We assumed six points coordinates on the model in Fig. 7. Assumed
coordinates include values such as the maximum width of the forefoot and hindfoot
measured in the experiment preparation and the step length measured by the camera
from the experiment. Next, each coordinate is explained. To estimate the area, the
length of the part where the heel is in contact with the ground: Lh is the same as the
length from the apex to the little finger MP joint. Next, the length of each side sur-
rounding the area of the support base was calculated using each coordinate. Then, the
lengths of point B, point C, and point D were calculated from the origin O, and four
triangles were assumed (Fig. 8). The assumed triangles are DOAB, DOBC, DOCD,
DODE, respectively, and their areas are S1, S2, S3, and S4. The respective areas S1,

Left : Inertial sensors, Right :Markers 

Fig. 5. Inertial sensor and motion
capture marker

Fig. 6. Experimental landscape mounting
positions.
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S2, S3, and S4 were obtained using Heron’s formula (1) (Fig. 9). Then, the area S of
the support base was obtained by adding the areas of the triangles .

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s s� að Þ s� bð Þ s� cð Þ

p
ð1Þ

s ¼ aþ bþ c=2

• Point: O (0,0)
• Point: A (Ax, Ay)

Ax: LFw þ Ld
Ay: � LF þ Lt�mp

� �
• Point: B (Bx, By)

Bx: LFw þ Ld þ LFw
By: � SL� LF þ Lt�mp

� �
• Point: C (Cx, Cy)

Cx: LFw þ Ld þ LFw
Cy:WC� LF þ Lt�mp þ Lh

• Point: D (Dx, Dy)
Dx: LFw þ Ld þ LFw � LRw
Dy:WC� LF þ Lt�mp þ Lh

• Point: E (Ex, Ey)

Fig. 7. Base of support model.
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3 Experimental Result and Discussion

3.1 The Dynamic Base of Support Area

Based on the stride data obtained from the camera, the area of the BoS was divided into
left and right for 4 steps (walking for 2 cycles). As the rhythm changes rapidly, the
dynamic BoS tends to become wider (Fig. 10). This is because the sway of the center
of gravity increases as the rhythm rises, and the area increases to prevent the center of
gravity from falling out of the support base. In addition, Subject and camera are
moving side by side. Therefore, although the camera is moving at a constant speed, it is
necessary to examine the measurement error due to the camera deviation in the future.
Next, based on the stride data of the inertial sensor motion analyzer, the area of the
support base was divided into left and right for 4 steps (walking for 2 cycles). As in 1),
the area of the dynamic support base tends to increase as the rhythm changes rapidly
(Fig. 11). A tendency similar to the result calculated using the walking data measured
by the camera was obtained from the calculation result using the stride data measured
by the inertial sensor type motion analyzer. Therefore, it is considered possible to
estimate the dynamic support base area to some extent without using a camera.

Fig. 8. Area calculation using four triangles. Fig. 9. Triangle (Heron’s formula).

 :   
Base of support 

calculated by using 
camera data. 

Fig. 10. Base of support of subject 1.
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4 Conclusion

The purpose of this study is to measure and analyze human walking movements and to
analyze dynamic changes in BoS. Currently, there is a lot of research on stumbling.
However, there is few effective support equipment to prevent stumbling. For this
reason, our final purpose of this study was to develop equipment that prevents acci-
dents from stumbling. Thus, we focused on the base of support that is related to
stumbling. In order to estimate the area of the dynamic change for BoS, the walking
motion was measured and analyzed using a camera and a 3D motion analyzer, and the
area was calculated from the obtained data. Therefore, the area of the BoS calculated
from the image data, the area of the BoS calculated from the data of the inertial sensor
type motion analysis device. In this study, we proposed a new index of dynamic
stability of walking motion based on the proposal, estimation and consideration of the
area of the supporting base during walking motion. It is necessary to verify the use-
fulness in the future.
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Abstract. Adverse health outcomes (e.g., respiratory infections, lung injury,
death) related to vaping were reported at significantly higher rates in healthcare
systems starting in the fall of 2019. This study seeks to leverage artificial
intelligence (AI) techniques, such as latent dirichlet allocation (LDA) methods,
to determine whether a signal of these negative health outcomes could have been
detected by the frequency of Twitter content posted about vaping and these
health outcomes prior to this increase. We utilized a random sample of 3,523
tweets from 2019 and performed LDA methods on this sample to cluster the
tweets and identify latent topics. We then utilized keywords from within the
health-related cluster (topic) to manually verify the frequency of these tweets
across previous years to approximate topic trends. LDA methods resulted in 4
distinct topics of tweets, including a health-related topic. Keywords from this
topic were found to increase slightly in 2017 and 2018, with a dramatic increase
in 2019. Further, the highest performing keyword combination was found to
increase most significantly beginning in August 2019. The results of this study
support the feasibility of leveraging artificial intelligence techniques for
surveillance of public health concerns such as vaping and adverse health out-
comes reported in Twitter. Further research is needed into the development of
such models, which could promote earlier detection of public health issues and
timely outreach to those groups most at risk.

Keywords: Vaping � Social media � Twitter � Surveillance � Latent
dirichlet allocation � LDA � GENSIM � Adverse health outcomes
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1 Introduction

The use of vaping products (e.g., electronic nicotine delivery systems, e-cigarettes) has
been increasing rapidly with in the past decade, dramatically changing the tobacco use
and marketing landscape. Of concern, vaping products are especially popular among
adolescents and young adults, with 25% reporting use in the past 30 days in 2019,
possibly putting this group at risk for later chronic health conditions [1]. With limited
information on the long-term effects of these products, health information provided in
regards to vaping has been somewhat unclear about the associated risks: some sources
claim vaping as a potential way to stop or reduce combustible smoking, while other
sources suggest vaping has the same or increased health risks as combustible smoking
[2, 3].

In the fall of 2019, adverse health outcomes related to vaping across the US
increased at an alarming rate, including reports of lung injury, lung infections, respi-
ratory issues, and even death [4]. Many of those who experienced these outcomes were
adolescents and young adults due to the popularity of these products and the focus of
marketing campaigns for vaping products toward this group. In addition to later health
impacts, the surge in lung injury and health complications related to vaping in 2019
demonstrates acute and immediate risks associated with these products as well across
those in all age groups.

Given that many individuals utilize social media to share and seek information
regarding substance use and vaping products, especially adolescents and young adults
with whom these products are popular, the content shared on these platforms could help
to illustrate the frequency of adverse health outcomes experienced by those who vape
and overall public sentiment toward vaping both before and after this drastic increase in
later 2019. In this exploratory study, we aim to determine whether Twitter could be
used as a means to conduct surveillance of public health concerns, such as the adverse
health outcomes related to vaping, by detecting signals of these adverse outcomes early
to provide timely and accurate health information to the public in order to subsequently
prevent or decrease the number of negative outcomes experienced.

2 Methods

In this preliminary investigation, we utilized a random sample of tweets (N = 3,523)
from 2019 using the broad terms vaping and vape. To pull this historic Twitter data, we
used a Python module called Tweepy, which has been commonly used in social media
studies leveraging computer science techniques [4]. Tweepy is an open-sourced library
for accessing the Twitter API to gather a random sample of tweets with given keywords
[5]. After collecting and cleaning this sample of data, we utilized latent dirichlet allo-
cation (LDA), state-of-the-art topic modeling methods to group these tweets into topic
clusters. LDA is a generative probabilistic model of a sample, where tweets are rep-
resented as random mixtures over latent topics, and where each topic is characterized
by a distribution over words [6]. For this sample, we specifically used the LDA
methods implemented in GENSIM package in Python for modeling topics in the
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Twitter sample [7, 8]. The numbers of topic clusters were determined based on visual
inspection of keyword similarities and clinical themes.

3 Results

3.1 Latent Dirichlet Allocation (LDA)

LDA methods used identified four distinct clusters with the following themes:
(1) General vaping (N = 1, 503), (2) Method of use (N = 688), (3) Marketing
(N = 451), and (4) Health (N = 881). Figure 1 outlines the number of tweets allocated
to each topic cluster and examples of relevant keywords within each topic cluster.
Within the health cluster, we reviewed the first 50 keywords pulled by the LDA in
further detail for relevant clinical terms related to adverse health outcomes. We found a
total of 11 health-specific keywords: lung, ban, death, injury, popcorn (as in popcorn
lung), illness, epidemic, doctors, cases, crisis, and disease.

3.2 Manual Validation Check

Utilizing these systematically identified keywords from 2019, we then went back into
Twitter to visually check the number of the tweets containing these words and “vap-
ing,” “vape” across 2014–2019 to ensure they were in line with our research question
and generated by unique Twitter users. The results of this validation check are shown
below in Table 1. Of note, there was a slight increase found in health-related vaping

Fig. 1. Topic modeling results with examples of clinically relevant keywords from each topic
cluster
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tweets between years 2014–2017, with a steeper increase in 2018 for some terms.
Further, nearly all health terms, when combined with “vaping” or “vape” returned too
many results to be reliably counted by a human reviewer (i.e., 200+ tweets). We
additionally took the highest performing combination, “lung”+“vaping,” and checked
the number of tweets month by month to gather a more fine-grained understanding on
when the frequency of tweets containing these terms started to increase, which
appeared to be around August 2019.

4 Conclusions and Future Directions

The findings of this preliminary investigation support the utilization of artificial
intelligence techniques for clustering themes and systematically generating clinically
significant keywords to aid in the surveillance of vaping and adverse health outcomes
on Twitter. Future studies could expand upon the exploratory investigation outlined
above to leverage artificial intelligence techniques, such as (1) LDA methods or sen-
timent analyses year by year leading up to August 2019 to determine changes in the
number of tweets specifically discussing adverse health outcomes related to vaping,
(2) changes in sentiment related to vaping over time, and (3) the possible intersection of
this sentiment with risk perception and continued use. Because of the complexity and
dynamics of Twitter data, it is difficult to obtain and verify an entirely comprehensive
sample of all tweets discussing vaping and its increasing adverse health outcomes over
time. As such, it is crucial to develop more robust models of surveillance or detection
associated with vaping adverse health outcomes, so we plan to use not only Twitter
trend data but also advanced artificial intelligence and machine learning techniques,

Table 1. Number of tweets by keyword combinations across years 2014–2019

raeY
Keywords 2014 2015 2016 2017 2018 2019 

vaping + lung 30 80 85 91 135 200+ 
vape + lung 40 56 80 76 120 200+ 
vaping + ban 70 122 69 74 91 200+ 
vape + ban 70 92 60 72 85 200+ 
vaping + death 55 88 77 100 65 200+ 
vape + death 60 57 80 48 59 200+ 
vaping + injury 16 36 44 42 48 200+ 
vaping + popcorn 30 61 60 64 63 165 
vaping + illness 22 39 53 60 65 200+ 
vaping + epidemic 20 73 48 62 90 200+ 
vaping + doctors 53 123 90 92 105 200+ 
vaping + cases 75 108 105 100 165 200+ 
vaping + crisis 14 46 55 45 134 200+ 
vaping + disease 44 53 45 90 81 200+ 

2019 by Month 
Keywords Jan Feb Mar Apr May June July Aug Sep 
vaping + lung 110 110 110 120 110 120 75 200+ 200+ 
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paired with human coding on tweet content, to achieve such goals. The development of
such an algorithm has many important public health implications, as early detection of
substance increases, and adverse health outcomes could lead to early problem recog-
nition and policy change as well as outreach and treatment for individuals indicating
substance use risk on social media. Given that the use of vaping products among
adolescents and young adults has increased dramatically over the last decade to nearly
15% in 2018 [9, 10], and that the current COVID-19 pandemic places those who vape
at a higher risk of infection and health complications [11], it is vital to develop and
evaluate strategies to identify and prevent vaping, especially among this at-risk group.
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Abstract. The research studies the impact of Human-Centred Artificial Intel-
ligence (HAI) to augment the health of older adults. The researchers are espe-
cially interested in looking at the impact of the decrease in the cognitive effort
for users and an increase in the naturalness of Human-Machine interaction.
A mobile application that uses Natural Language Processing to enable senior
citizens to interpret doctors’ handwriting is used as the mode of experimental
study. The application consists of an optical character recognition program that
leverages a Recurrent Neural Network and a data set of thousands of hand-
written prescriptions. The interpreted information is linked to a personal cal-
endar that automatically sets reminders to take the medicines. Voice is used as a
medium of interaction with older adults to evaluate the role of naturalness in
Human-Machine interaction. Initial results showcase a reduction in the amount
of cognitive effort required to comprehend prescriptions and taking timely
medication, while simultaneously making the elderly more aware and self-
sufficient.

Keywords: Artificial intelligence � Human-machine interaction � Handwriting
recognition � Voice interaction � Older adults

1 Introduction

Artificial intelligence is set to be the cornerstone of future technological development as
experts expect it to add $15.7 trillion to the Global Economy in years to come. We now
live in a time where AI-driven offerings ranging from Google Maps to Amazon’s Alexa
are nothing but ubiquitous. This ubiquity has led to a myriad of academic research
focused on Primary Adopters - Adults, Youth, and Kids. However, an entire avenue of
exploration that sheds light on the use of AI by Secondary Adopters such as Older
Adults and Senior Citizens has been left almost untouched.

India, a country with 218 million citizens aged 50 years or older (Census India
2016), issues regarding the legibility of handwritten doctors’ prescriptions are com-
mon. Such problems significantly increase the amount of cognitive effort required to
interpret a prescription and older adults are often left helpless and dependent on local
chemists to decipher the prescription for them. A study by MIT Age Lab (Lee 2014)
showcases that when user experience and design aspects are tailored to provide a
holistic framework that covers the needs of the elderly, technology can be used at the
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center of strategies for effectively enabling adults to stay independent and healthy. The
Media Naturalness Theory (Kock 2004) also suggests that the decrease in the degree of
naturalness of a communication medium leads to increased cognitive effort for users.

The authors capitalize on the Human-Centred Artificial Intelligence (HAI) driven
Automation framework combining natural human-machine interaction with personal-
ization and service automation. Since computers are thought of as social actors, social
rules from traditional human-to-human interactions apply to human-machine interac-
tions. The framework builds upon the psychobiological model, media naturalness
hypothesis and research in the fields of Human-Computer Interaction and Information
Systems on handwriting systems.

2 Literature and Methodology

Older Adults’ Technology Adoption. Technology is now regarded as the center of
strategies for effectively enabling older adults to stay healthy, independent, safe and
socially connected. Technological advancement, including processing power and
transmission speeds, have made an abundance of relevant information available at our
fingertips. Nimrod (2013) commented on the value of gerontographics in studies of
internet use and successful aging. Jin et al. (2019) leveraged the Technology Accep-
tance theory and Social Cognitive theory to understand the everyday learning of older
adults using mobile devices. A Finnish study (Vuori et al. 2005) leveraged the Life
Stage Model of Healthy Indulging and Ailing Outgoing to understand older adults’
acquaintance with technology. Kang et al. (2010) stipulated the desire of older adults
for technology to help them live independently of others. A study by MIT Age Lab
combined various related disciplines – human factors, behavioral science, information
technology, consumer studies, computer science, gerontology, and more – to build
conceptual and empirical models to describe how consumers and users accept and
adopt innovations, technologies, and new products (Lee 2014). A study in China on
mobile health services concluded that perceived value, attitude, perceived behavior
control, technology anxiety, and self-actualization need positively affected the behavior
intention of older users. (Deng et al. 2014).

Handwritten Text Recognition. Handwritten Text Recognition (HTR), is the ability
of a computer to receive and interpret intelligible handwritten input from sources such
as paper documents, photographs, touchscreens, and other devices. The difficulty of
handwriting recognition can be attributed to the wide variety of writing styles. While
traditional techniques focus on segmenting individual characters for recognition,
modern techniques focus on recognizing all the characters in a segmented line of text.
Particularly they focus on machine learning techniques that can learn visual features,
avoiding the limiting feature engineering previously used. Deep learning has been
widely used to recognize handwriting. Neural networks can learn features from ana-
lyzing a dataset, and then classify an unseen image based on weights. Features are
extracted in the convolutional layers, where a kernel is passed over the image to extract
a certain feature. State-of-the-art methods use Convolutional Neural Networks
(CNN) to extract visual features over several overlapping windows of a text line image,
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which a Recurrent Neural Network (RNN) uses to produce character probabilities
(Puigcerver 2017). An RNN is a class of artificial neural networks where connections
between nodes form a directed graph along a temporal sequence. Derived from feed-
forward neural networks, RNNs can use their internal state (memory) to process
variable-length sequences of inputs and this makes them applicable to tasks such as
unsegmented, connected handwriting recognition (Graves et al. 2009) or speech
recognition (Li et al. 2014).

Furthermore, using neural networks on a database makes deep learning methods
more resilient to changes in handwriting styles, and alleviates the challenges in feature
extraction in classical methods. However, the output accuracy depends strongly on the
quality and completeness of the dataset used in the training process. Early research in
handwriting recognition was fuelled by the creation of the MNIST Database, which
contains 70,000 handwritten digits, and has been used in deep learning since 1998.
LeCun (1998) introduced the use of neural networks for handwriting. Ciresan (2011)
leveraged a CNN to analyze handwriting, achieving a minuscule 0.27% error rate.
Jayasundra et al. (2019) have introduced a method of producing new training samples
from the existing samples, with realistic augmentations that reflect actual variations that
are present in human handwriting.

Voice Interaction. People associate voice with communication with other people
rather than with technology. Essentially, voice interaction is the ability to speak to your
devices, have them proceed with your request and act upon whatever you’re asking
them. Voice interaction systems can significantly enhance the naturalness of human-
machine interactions and ameliorate older adults’ technological capabilities.

Voice interaction systems are dependent on speech recognition, an interdisciplinary
subfield of computational linguistics that develops methodologies and technologies that
enables the recognition and translation of spoken language into text by computers.
Today, many aspects of speech recognition have been taken over by a deep learning
method called Long short-term memory (LSTM), a recurrent neural network
(Hochreiter and Schmidhuber 1997). In 2015, Google’s speech recognition reportedly
experienced a dramatic performance jump of 49% through CTC-trained LSTM, which
is now available through Google Voice to all smartphone users (Sak et al. 2015).

Media Theories. Media theories have traditionally provided insights into the human
aspect of content absorption and consumption and play a key role in driving the
transition to naturalness in human-computer interaction. Kock’s (2004) psychobio-
logical model or Media Naturalness Theory, based on Darwin’s theory of evolution,
hypothesizes that face-to-face communication is the most “natural” method of com-
munication, and a decrease in the degree of naturalness of a communication medium
leads to increased cognitive effort for users. Overcompensation Principle states that
individuals overcompensate for the cognitive obstacles they perceive to be associated
with the lack of naturalness of the media (Kock 1998). Media Equation Theory (Nass
et al. 1996) posits that computers are social actors and that social rules from traditional
human-to-human interaction also apply to people’s interaction with computer devices.
The Media Equation theory claims that people tend to treat computers and other media
as if they were either real people or real places.
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Personalization. Research into personalization is multidisciplinary in nature, formed
and influenced mainly by academic disciplines such as Artificial Intelligence (AI) and
Machine Learning (ML), Human-Computer Interaction (HCI) and Information Systems
(IS), and User Modelling based on (applied) social and cognitive psychology.
Advances in ML/AI have made it necessary to reconsider traditional HCI approaches.

3 Research Objectives and Conceptual Framework

The underlying objective of the research is to investigate how Human-Centred Arti-
ficial Intelligence can be used to augment the health of older adults. The researchers are
especially interested in looking at the impact of a decrease in the cognitive effort for
users and an increase in the naturalness of Human-Machine interaction.

Traditional human-machine interfaces leave a lot to be desired and require a sig-
nificant cognitive effort on part of older adults, which has been a reason for low self-
efficacy. However, Artificial Intelligence is driving in a new age of automation and
personalization on the machine end. Figure 1 presents a conceptual framework that
underpins the discussion to be presented from this research. The framework showcases
the role of Human-Centred Artificial Intelligence (HAI) driven automation and natural
human-machine interaction in decreasing the effort and frustration for Older Adults’
adoption of new-age technologies. The framework leverages the two basic goals of
Human-Centered Artificial Intelligence - the AI system must continually improve by
learning from humans while creating an effective and fulfilling human-robot interaction
experience. The framework is meant to match the demand (of consumers) with supply
(of information) in a seamless, natural manner to drive efficiency and accuracy in the
system leading to high trust and repeat engagement.

4 Study

The lives of a myriad of older adults are dependent on the timely and adequate con-
sumption of medicines. However, the vast variety of types of medicines, dosages, and
frequency of consumption can create significant frustration and even health issues.
Today, tracking the time at which a certain medication must be taken, maintaining a

Fig. 1. Human-Centred Artificial Intelligence (HAI) driven automation framework
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medicine schedule and summarizing medicine intake for a health practitioner is either a
memory-driven or manual system for most. The researchers are focused on this every
day yet critical activity to see if the use of Artificial Intelligence technologies like
Natural Language Processing (NLP) and Voice Interaction can decrease the effort and
frustration of older adults while maintaining or improving the performance. A mobile
application named Script+created by the researchers is used as a basis for the experi-
mental study.

Design and Procedure. Script+ is an AI-driven mobile application that uses Machine
Learning algorithms, Natural Language Processing and Voice Interaction Systems to
accurately interpret handwritten doctors’ prescriptions and actively remind users to take
their medicines.

The Optical Character Recognition (OCR) system consists of a comprehensive
neural network built using Python and TensorFlow that was trained on over 115,000
word-images from the IAM On-Line Handwriting Database (IAM-OnDB). The neural
network consists of 5 Convolutional Neural Network (CNN) layers, 2 Recurrent Neural
Network (RNN) Layers, and a final Connectionist Temporal Classification
(CTC) layer. As the input image is fed into the CNN layers, a non-linear ReLU
function is applied to extract relevant features from the image. The ReLU function is
preferred due to the lower likelihood of a vanishing gradient (which arises when
network parameters and hyperparameters are not properly set) relative to a sigmoid
function. In the case of the RNN layers, the Long Short-Term Memory (LSTM)
implementation is used due to its ability to propagate information through long dis-
tances. The CTC is given the RNN output matrix and the ground truth text to compute
the loss value and the mean of the loss values of the batch elements is used to train the
OCR system. This means is fed into an RMSProp optimizer which is focused on
minimizing the loss, and it does so in a very robust manner. For inference, the CTC
layer decodes the RNN output matrix into the final text. The OCR system reports an
accuracy rate of 95.7% for the IAM Test Dataset, but this accuracy falls to 89.4% for
unseen handwritten doctors’ prescriptions.

The integration of the OCR system into the mobile application can be seen in Fig. 2.
A 3rd party (user) scans the desired prescription using a smartphone camera. The neural
network then utilizes NLP to extract relevant medicinal information and place it into 6
distinct categories: Medicine Name, Dosage, Frequency, Time, Start Date and End
Date. The interpreted information is then displayed to the user for confirmation, post
which the prescription data is automatically linked to a personal calendar where users
can easily access medicine-specific details and track their intake. Due to the difficulties
arising from the small font size of text notifications and low technological capabilities
of older adults, coupled with the added benefit of eliminating the requirement to
constantly check one’s smartphone, Script+uses voice notifications to remind users to
take their medicines. Through the incorporation of different languages and dialects,
these personalized notifications can be tailored to meet the needs of the user and
ameliorate Human-computer interaction while simultaneously reducing the amount of
cognitive effort required to keep up with a medicine schedule.

The subjects’ responses were recorded using Hart and Staveland’s m (NASA-TLX),
a subjective and multivariate assessment tool that rates perceived workload to assess a
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task’s effectiveness. The NASA-TLX divides the total workload into six subjective,
and they together form a questionnaire that, in this study, was administered to subjects
using a paper and pencil version. The paper and pencil version results in a reduced
cognitive workload relative to processing information on a computer screen (Noyes
2007). The subscales include mental demand, physical demand, temporal demand,
performance, effort and frustration, and providing descriptions for each measurement
can be found to help participants answer accurately. The responses of the subjects are
analyzed using Raw-TLX scores rather than weighted ones, as this reduces the time
required to administer the TLX and leads to increased sensitivity and experimental
validity (Hart 2006). The NASA-TLX has been psychometrically validated across
multiple studies, ensuring that it measures what it intends to measure and generates
consistent responses (Hart et al. 1988).

The sample-set consisted of users from across a myriad of locations, age groups,
genders, professional roles, and technological competences. The experimental sessions
for the study were conducted individually with each subject and a single session lasted

Fig. 2. Screens of the mobile application
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between 10 and 15 min. Subjects were given an elaborate explanation of the func-
tionality of the mobile application, following which they were requested to use the
application for a short period to evaluate its usability and potential benefits. After
having the opportunity to ask questions, subjects were asked to compare Script+ to how
they usually meet their medicinal needs, including the interpretation of prescriptions
and maintaining a medicine schedule.

5 Findings

The findings from the initial results shed light on thought-provoking aspects that can
significantly improve Human-computer interaction, and more specifically the use of
technology to augment the health of older adults. The results are summarised in Fig. 3,
which showcases a comparison of the performance, effort, and frustration felt by
subjects when using existing methods to track medicine intake and leveraging the
mobile application Script+. The figures are based on Raw-TLX scores, and the lower
the value recorded the more positive is the impact.

Results indicate a significant drop in frustration and effort amongst the sample set
while using the mobile application compared to existing manual processes. As per the
NASA-TLX, frustration is defined as the combination of insecurity, discouragement,
stress, and annoyance, whilst effort is the amount of mental and physical work required
to achieve the desired level of performance. A decrease in frustration and effort has a
positive impact on the quality of life and the findings reinforce the role of technology in
improving the quality of life of older adults. The findings also show a negligible change
in the performance or desired outcome quality, which is in line with expectations. As
additional data points are collected and performance parameters additionally quantified
(e.g., number of times one misses a timely medication), we expect quantifiable
improvement in performance as well.

An interesting observation was the role of voice interaction. Most older adults and
their caregivers had strong positive feedback on the simple but natural voice interaction
system. In the current experiment, voice alerts were used as a means of reminders and

Fig. 3. Graphical representation of performance, frustration, and effort
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for updating the post medicine consumption checks. Additional use cases of voice
interactions may be looked into as research progress further.

6 Discussions and Implications

The research contributes to the evolving body of academic literature looking at fun-
damental scientific principles at the intersection of the sensing and actuating, cognitive
and behavioral, communications, and computational fields to better predict the
behavior of a service system with the human and their health at the center. The
significant decrease in the level of frustration and effort, which is produced through the
use of machine learning algorithms, NLP and voice interaction systems, is a portrayal
of the potential that Human-Centred Artificial Intelligence has of ameliorating the
Human-computer interaction of older adults. The decrease in cognitive effort generated
by the mobile application, whilst maintaining performance levels, serves as a reminder
of the fact that an increase in the naturalness of medicinal technology can remarkably
augment the health of older adults. Therefore, as Human-Centered Artificial Intelli-
gence takes center stage, it becomes critical to empirically study solutions that are
designed with an awareness that solution is part of a larger ecosystem, including
humans and the combination of user experience and technology creates a dyadic
relationship where humans learn from machines and vice versa.
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Abstract. Sports rehabilitation is an important branch of rehabilitation medi-
cine and the most widely received project in the social security system. In the
process of continuous improvement of rehabilitation services, the sports reha-
bilitation aids industry is developing towards product, industrialization and
individuation. With the increasing number of rehabilitation patients and the
development trend of the Internet, Traditional therapist-assisted training has
been difficult to meet patients’ rehabilitation needs, and more rehabilitation
training equipment and service design are needed to meet modern technology
and user experience. Modern rehabilitation training equipment has greatly
improved the rehabilitation efficiency and curative effect than traditional
methods, but it lacks the psychological and emotional satisfaction to the reha-
bilitation patients. This is also an important problem to be solved in the focus of
rehabilitation auxiliary man-machine interface. Through the investigation and
analysis of sports rehabilitation field, rehabilitation accessories industry and
products, this paper clarifies the subject direction. The process of designing and
developing rehabilitation accessory products based on user research is discussed
in this paper. Under the guidance of the design concept, the design and
development of rehabilitation accessory products and more humanized reha-
bilitation treatment service flow were carried out.

Keywords: User experience � Rehabilitation accessories � Human computer
interaction

1 Introduction

Exercise rehabilitation is an important classification of rehabilitation medicine. Sports,
health, medicine cross-disciplinary field. Exercise rehabilitation is a kind of therapy to
promote the recovery of body function by guiding patients to carry out scientific and
rigorous medical sports activities. Exercise rehabilitation plays an extremely important
role in preventive medicine, clinical medicine and rehabilitation medicine. Under the
guidance and care of the rehabilitation physician, the patient carries out physical sports
therapy within the safe range with the help of the rehabilitation physician&#039;s
manipulation or rehabilitation aids and other medical devices. The traditional sports
rehabilitation training mainly relies on the rehabilitation doctor&#039;s technique and
instruction, has the work task the disadvantages of large quantity, unstable intensity
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and low efficiency. The core idea of the humanized design of rehabilitation aids is to
pay more attention to human needs, to consider the dual needs of human beings in
material and spiritual aspects [1], and to expand the functional connotation by using the
advanced scientific knowledge at present. In the process of actual use [2], the pain
points such as poor user experience, low utilization rate and poor therapeutic effect are
exposed. The core of the problem is that many of these sports rehabilitation aids in the
process of production, the design focus is still on the realization of technical functions
but ignore the user research and product humanized design. Through the investigation
and analysis of sports rehabilitation field, rehabilitation accessories industry and
products, this paper clarifies the subject direction. The process of designing and
developing rehabilitation accessory products based on user research is discussed. Under
the guidance of user-centered design concept [3], the design and development of
rehabilitation accessory products is carried out. The main elements include:

• To explore relevant background and current situation. Deeply understand the
background and current situation of related fields and analyze related products.
Identify the opportunities and challenges in the field of sports rehabilitation,
understand the attributes, functions, industry characteristics of rehabilitation
accessories and explore product design opportunities;

• Conduct user research and obtain user requirements. The product design and
development process is applied to the development of rehabilitation equipment.
Through the investigation of the users of rehabilitation equipment, the demand of
the users is obtained in a strategic way;

• Transform user requirements into functional descriptions and analyze decision
design elements [4]. Analysis of the user needs obtained, combined with the product
survey of rehabilitation accessories, to obtain a list of functions and priority ranking.
At the same time, it analyzes and clarifies the design elements of human-computer
interaction flow [5], function, structure, modeling, CMF and so on, and provides the
design decision basis for design practice;

• Design and development practice of rehabilitation accessory products. Through the
function, the structure, the modelling, the interaction design implements the design
decision to the product. Completed from investigation analysis, demand acquisition,
design decision, design and development of rehabilitation accessories product
development. User-centered user research, product design and development.

2 Industry Status, Development Opportunities
and Challenges of Rehabilitation Accessories Products

One of the major Challenges in the field of health care today is the limited number of
truly personalized care for a large number of patients in need of the service [6]. For
example, when purchasing medical devices (usually hospital managers), they usually
take into account factors such as hospital environment and work efficiency, so they are
very concerned about the mobility, volume, shape, color and performance of the
medical devices purchased; the users (usually hospital staff) are more concerned about
the flexibility of use, the comfort of operation, the clarity of observation and the safety
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of the devices themselves; the recipients (usually hospital patients) are the main factors
Consider the safety of medical device operation, the comfort of bearing and the
effectiveness of the action. Therefore, the manufacturers of medical devices in the
design of the corresponding medical devices, must take into account the purchase of
personnel, users and users of the three needs, only in this way can improve the design
level of medical devices in the real sense, reflect the care of human nature. HHC(Home
Health Care Project) is a new type of medical service model advocated by the inter-
national medical community at present [7]. HHC model can not only reduce the
medical burden of society and patients themselves to a great extent, but also can greatly
improve the recovery process and health status of patients (Table 1. User requirements

analysis).

3 Development Process of Rehabilitation AIDS Based
on User Experience

Conduct user research to obtain user requirements. The product design and develop-
ment process is applied to the development of rehabilitation aids. Strategically, users of
rehabilitation aids are studied to obtain user needs: first-hand user research information
is obtained by interviewing doctors and patient use groups separately for each con-
cerned user, as well as user behavior observation of rehabilitation use processes.

Through the interview survey summary, common ground: in the rehabilitation
treatment process, because of the inconvenience caused by the physical condition, most
patients need the care of relatives and friends [8]; most patients will try to find treat-
ment materials through the network [9], and have the experience of finding friends to
communicate, talk, and seek spiritual comfort. From the patient’s point of view, it
mainly includes: the inconvenience caused by the recovery period needs the family and
friends around to take care of. Over time, guilt can easily happen in the heart. Because
we do not know the correct rehabilitation treatment procedures, sometimes forget the

Table 1. User requirements analysis.

User
population

Product positioning Humanistic care Product Function

Mild cases Short-term rehabilitation Focus on physical
recovery

Extensive adaptation

Moderate Rehabilitation guidance and
personalized services

Physical and
psychological
recovery

Easy for doctors and
patients to use

Severe
cases

Long-term use focus on
experience

Development of
rehabilitation plans
Living Services

Mild cases,
Functional diversity
Easy to HHC
Service more
personal
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guidance of the doctor, feel that they have recovered, premature termination of treat-
ment or removal of accessories, resulting in The effect of rehabilitation treatment is not
ideal. A lot of times I want to do rehabilitation. However, limited by the work, study
and living environment [10], effective continuous rehabilitation training can not be
carried out (Fig. 1. User itinerary map).

4 Transform User Requirements into Functional
Descriptions and Analyze Decision Design Elements

Analysis of the user needs obtained, combined with the product survey of rehabilitation
accessories, to obtain a list of functions and priority ranking. At the same time, it
analyzes and clarifies the design elements of human-computer interaction flow, func-
tion, structure, modeling, CMF and so on, and provides the design decision basis for
design practice [11]. Design team to understand market demand through survey and
research focus. Detailed information on the activities in this phase includes the study of
similar products on the market and their curability, and the definition of product
availability, such as environmental conditions, user definitions and operational concept
formation, and the final summary of sample construction: effective solution to the
monotony of existing products, functional design operations are not friendly enough,
due to the physical decline of rehabilitation patients, impaired physiological function
reduces the ability to act and operate, the realization of the product’s simple pursuit of
function is not enough to pay attention to emotion, resulting in psychological rejection
of rehabilitation appliances and the problem of low desire to use.

According to the development process classification of user experience, perfor-
mance analysis is carried out from the aspects of modeling image, element application,
value embodiment and attracting attention, as shown in Table 2.

Fig. 1. User itinerary map
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5 Design Practice of Rehabilitation Service System Based
on User Experience

Design and development practice of rehabilitation accessory products. Through the
function, the structure, the modeling, the interaction design implements the design
decision to the product. With the help of artificial intelligence technology, the system
design of rehabilitation accessory products from investigation and analysis, demand
acquisition, design decision, design and development is completed.

Artificial intelligence is a powerful adjunct to rehabilitation medicine. With its
inherent event prediction capabilities, AI has the potential to link patients to the right
providers at the right time, thereby reducing inefficiencies and improving health status
and overall patient experience. Forty-one percent of rehabilitation attending physicians
expect AI to be the most effective technology in the near future, and many providers are
already studying how to use it to expand services (see Fig. 2; Fig. 3).

Artificial intelligence brings precision to the field of medical discovery, enabling
providers to quickly and accurately target the adoption of the right therapy at the right
level of care, and to reduce unnecessary things later (see Fig. 4) machine learning in
particular, will primarily enable health care to cover more patients than traditional
health care settings (e.g. clinics and hospitals) through the use of remote patient

Table 2. Function description and element analysis.

Modeling Concise Simple, neat shape

Innovative Unique, fashionable and novel style
Visual
integrity

The harmonious form has a unified coordination

Element External
contour

the externally visible contours have a unified whole,
consistent with the formation principles (balance, proportion,
prosody/rhythm, contrast and mixing) and the gestalt
principles (proximity, similarity, closure, continuity and
regularity)

Dimensions Define the quality of the external profile and sense the
presence of the object (for example, the actual size of the
object’s appearance)

Appearance
Color

Hue, saturation and brightness displayed

Value Design style Product appearance to enhance user taste
Product
features

Product appearance represents product characteristics

Popularity Dynamic processes are widely welcomed by users
Attractive
force

Semantic
interpretation

Important Modeling Language

Functional
Orientation

Appearance shows a strong functional appeal

Pleasantness Styling brings pleasure to people
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monitoring (RPM). By the end of 2023, the RPM market is expected to reach $31.326
billion. The health care system collects data from patients through connected health
care devices (the Medical Internet of Things) and uses it for information interaction to
transform care into a winner dynamic and personalized, rather than passive and generic
[12]. By doing so, if we are able to innovate in the right areas and issues, then AI
unique function may be exactly what health care aspires to.

6 Conclusions and Recommendations

the user experience design method and how to solve the problem of rehabilitation
accessories product design and development. It focuses on the user&#039;s thoughts,
feelings, and behaviors in the process of use. This paper discusses the research and
development and feasibility of user experience design in rehabilitation accessory
products. extending to all aspects of the product use/service experience, the question of
how to be perceived, learned, and used. Based on the psychological, physiological and
social characteristics of users, according to the principles of usability, practicability and
attractiveness of product design [13], the product is designed to meet the needs of
users. A more rapid, effective and accurate service based on artificial intelligence

Fig. 2. Rehabilitation Medical Cloud Platform

Fig. 3. Rehabilitation services system
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technology is discussed The potential for testing and future development is a more
holistic, systematic and effective problem-solving tool. It makes rehabilitation easier to
manage, more predictable and more personalized. Data can be used to identify high-
risk disease early warning and high-risk time, and establish a much-needed credible
relationship. these connected devices are able to reduce the cost per patient, break time
and geographical environmental constraints, and identify pathology faster than ever
before. Through the above practice, based on the user-centered design principles, it
provides new methods and ideas for the application of user experience design methods
and the research of rehabilitation aids, which is also the biggest highlight of the article.
This It is of great value to the developing rehabilitation medical treatment.
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Abstract. We implemented an environment for daily physiological tracking
using an FPGA DE10 board with integrated hand-made sensors made of an
Micro:bit microprocessor. The system is capable of live streaming collected
data, performing data processing and modeling, and exporting brain state to a
mobile app for mental intervention. The FPGA microcomputer is capable of
electroencephalogram (EEG) data preprocessing, feature extraction, and brain
state classification using deep learning models. The data rendering software on
the mobile phone simulates a professional medical interface through which the
user is able to connect the EEG device to the phone, relay the EEG data to the
FPGA board, and render the brain state curve on the phone. The mobile app runs
a sleep inducing program which can help the user get into sleep more easily and
deeply. The sleep-inducing technique takes advantage of Delta waves, which is
proven to have the effect of deepening a person’s sleep, when it is converted to
sound wave and applied to the subject. Our system monitors the user’s sleep
state and adjusts the volume of Delta wave sounds, together with a user chosen
background music, according to the user’s sleep depth.

Keywords: Brain-computer interface � Sleep intervention � Machine learning

1 Introduction

Advanced sensor based wearable devices have shown to be successful in enhancing
people’s health levels. Low sleep quality, as a major health complaint in majority of
age groups, especially the middle age group and the elders, recently gains more
attention from the scientific and business groups. We built an electroencephalogram
(EEG) based sleep enhancement system, with Delta wave and musical interventions, to
decrease the frustration and dread associated with sleep complications. Data collected
from users can be sent to a central server for brain state classifications and modeling.
Our goal is to develop a light weight EEG system, with a biofeedback application, for
convenient usage in a home environment. The system will have the capability for
collecting physiological data, analyzing the data, and providing feedbacks.

The development of this system yields functional devices for users with sleep
complications to increase their sleep qualities. Potential users include doctors,
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researchers and complementary and alternative medicine focus groups. Users with low
sleep quality will be places to explore and evaluate the use of the applications.

The challenges include effective EEG data collection and designing a portable yet
computationally powerful device for data analysis and modeling. We investigate the
potential of using a single channel EEG data to identify mental states. Using EEG data
to monitor mental states normally involves multi-channel data. To overcome the dif-
ficulties of using single channel EEG data, proper positioning the EEG sensor, feature
extraction, and choosing the right machine learning model become critical. Carefully
choosing the target mental states is also very important. Research has found out that the
forehead is a sensitive position in reflecting brain activities. As for the machine learning
model, deep learning with neural network has been proven to be the most effective
method.

A goal of biofeedback is to develop an increased awareness of relevant internal
physiological functions, and establish control over these functions [1]. EEG analysis
can help build applications that utilize mental control. For example, meditation is a
method of lowering stress, and studies show that prayer and meditation significantly
affect physiological data [2]. Skin conductivity and stress levels are lower in subjects
after a meditation session.

Dry EEG sensors use Electrodermal activity (EDA), i.e., the human skin’s ability to
conduct electricity. The conductivity varies with the state of the sweat glands in the
skin. This dermic response can be monitored by measuring the changes in skin
resistance caused by the sweat [3]. With micro:bit, EEG is measured by placing two
electrodes an inch apart on the skin. A small voltage is applied to the electrodes, a
circuit is formed, and an electrical current will flow. The changes in the voltage are
used to evaluate the stress level [4]. The forehead is one of the places on human body
that have the greatest number of sweat glands [5]. This raises the potential of the EEG
data to reflect brain activities.

2 Methodology

2.1 System Design

Existing physiological reading systems, e.g., those used in patient monitoring, are
ineffective for daily practices. This project aims to simulate an environment for daily
physiological tracking using a FPGA DE10 board with physiological sensors. On a
single board computer, we implement an affordable, reusable, expandable, and wire-
less, machine that can monitor a user’s electroencephalogram (EEG) brain waves. With
the integrated sensors and coding, the device is capable of live streaming collected data,
performing data processing and modeling, and exporting brain state data to a mobile
app for mental intervention. Figure 1 shows the system architecture.

For the collection of EEG brain waves signals, a hand-made headset is connected to
the mobile phone via a Bluetooth module. Data are collected from the EEG headset and
sent to the FPGA board via the mobile phone. The design of the EEG headset is shown
in Fig. 2.
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The FPGA microcomputer is made capable of configuring and programming the
required python files for EEG data preprocessing, feature extraction, and brain state
classification using a deep learning model (See Fig. 3 (Left) for the data processing and
modeling flowchart). The data rendering software on the mobile phone simulates a
professional medical interface through which the user is able to connect the EEG
device to the phone, relay the EEG data to the FPGA board, and render the brain state
curve on the phone (See Fig. 3 (Right) for the snapshot of the app).

Classification 
Results 

EEG Raw Data

Sounds/Music

FPGA DE10 

EEG Headset 

Mobile Phone

Fig. 1. System architecture

B. The electrodes (le ) and how to place them on the forehead (right)

A. The circuit of the voltage divider (le ) and the picture of wiring (right)

Fig. 2. EEG signal acquisition device
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The sleep inducing technique used in this project is taking the advantage of Delta
waves. Scientists have proven that the 1 Hz Delta waves can be converted to sounds
and those sounds have the effect of deepening a person’s sleep. Our system monitors
the user’s sleep state and adjust the volume of Delta wave sounds together with a user
chosen background music according to the user’s sleep depth.

Our sleep mental intervention system can be used by general population who have a
need for improved sleep quality, and patients in rehabilitation centers or hospitals who
want to adopt a non-medication approach for sleep disorders and insomnia. This project
aims to challenge the affordability and accessibility of existing healthcare oriented
monitoring equipment. With the computational power provided by FPGA, such a
system is able to diagnose the user’s mental states based on the knowledge gathered
with the machine learning power and the organized data collection and processing, and
to render mind intervention activities based on the diagnosis of the user’s mental state.

2.2 The FPGA Server

The FPGA DE10 board exerts its power in our system, especially in the stages of
machine learning for brain state recognition and rendering of brain state information.
FPGA DE10 enables a portable and onsite machine learning system while maintaining
sufficient computational power to run machine learning algorithms. In particular, the
data processing method, the ensemble empirical mode decomposition (EEMD), has
high time and space complexity. Thereafter, our system extracts 20 features, including
power spectral intensities (PSIs), relative intensity ratios PSIs (RIR PSIs), Petrosian
Fractal Dimension, Higuchi Fractal Dimension, Hjorth Parameters, Spectral Entropy,

Fig. 3. EEG data processing flowchart (Left) and Sleep intervention app (Right)
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SDV Entropy, Fisher Information, Approximate Entropy, Detrended Fluctuation
Analysis, and Hurst Exponent. FPGA is capable for implementing such an onsite real-
time system with sufficient computational power.

Figure 4 illustrates a service log that shows the timestamps (in seconds) of the
server’s responses to EEG data uploading in every second. Our EEG acquisition device
sends 128 samples of EEG reading every time to the server. It reads a sample whenever
it detects voltage reading changes. While slow brain activities entails longer data
collection time for 128 samples, statistically, it collects 128 samples in every second.
Figure 4 indicates that the server’s response time to data uploading allows real-time
processing of input data.

2.3 EEG Data Processing and Analysis

This is the most challenging and time-consuming part of the system. For every 128-
sample uploading, the FPGA board uses the procedure depicted in Fig. 3 to process the
data and analyze the data to evaluate the sleep depth based on predictive machine
learning models.

Empirical Mode Decomposition (EMD) transforms wave forms into a series of
components called Intrinsic Mode Functions (IMFs). Some recording artifacts such as
low frequency drift can be identified by examining the IMFs. Ensemble Empirical
Mode Decomposition (EEMD) is a noise-assisted method to improve shifting and
generate a better EEG data from a selected set of IMFs. Low frequency drift can be
removed by eliminating IMFs that show consistent increasing/decreasing tendency. We
then either compute the summary of remaining IMFs as the output of this process, or
use the remaining IMFs directly as features in the steps onward.

Feature extraction is computed based on an open source Python module “PyEEG”.
Particularly, Fast Fourier transform was used to extract the PSI, such as delta (0.5–
4 Hz), theta (4–7 Hz), alpha (8–12 Hz), beta (12–30 Hz), and gamma (30–100 Hz).
RIR computed from PSIs were deltaRIR, thetaRIR, alphaRIR, betaRIR, and gam-
maRIR. Though Neurosky data also used Fast Fourier transformation to transform its
data, the range of frequency is just in the interval [0.5 Hz, 50 Hz]. Other features also

Fig. 4. Server responses to EEG data uploading
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extracted were PFD, HFD, Hjorth Parameters, Spectral Entropy, SDV Entropy, Fisher
Information, Approximate Entropy, Detrended Fluctuation Analysis, and Hurst
Exponent.

The effectiveness of using EMD and features mentioned above has been proven in
experiments. We compared the model accuracy across different combinations of data
processing the feature extractions. Herein, we use term “filtered data” to refer to the
data obtained by filtering the raw EEG data by EEMD, with the low frequency IMFs
being eliminated and remaining IMFs combined; term “extracted data” the features
extracted from either directly from the raw EEG data or filtered data after EEMD;
“decomposed data” the data obtained by EEMD, with the low frequency IMFs being
eliminated and remaining IMFs used individually (without combination) in the fol-
lowing process; “normalized data” the data or features normalized by the min-max
normalization. We compared the results from 4 cases. In case 1, raw data were filtered,
extracted, and normalized prior to being used to train the model; in case 2, raw data
were extracted and normalized prior to being used to train the model; in case 3, raw
data were decomposed and normalized prior to being used to train the model; in case 4,
raw data were filtered and normalized before used to train the model. Figure 5 (left)
shows the 4 cases of experiments and 9 (right) the accuracy of the predictions made by
the models trained by different machine learning methods for each corresponding case.

The experimental results support the importance of feature extraction in obtaining
good performance from the model. Fourier Fast Transformation and other features such
as PFD, HFD, Hjorth Parameters, Spectral Entropy, SDV Entropy, Fisher Information,
Approximate Entropy, DFA, and Hurst Exponent all contribute to the very good
performance of models. The results also verify that the low frequency drifts in the raw
data affect the model accuracy. As part of the measuring artifacts, the low frequencies
need to be removed from the input data, which is done after EEMD in our experiment.
After removing low frequency drift, we can choose to combine the remaining IMFs to
create filtered data, or use IMFs individually as processed data for further process and
analysis. Our experiment supports that the latter derives better model performance.

Fig. 5. Comparison of data processing and modeling methods
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3 Conclusion

We built a system for daily EEG tracking using a FPGA DE10 board with integrated
hand-made sensors implemented using Micro:bit microprocessor. The system uses an
FPGA microprocessor to perform data processing and modeling, and exporting brain
state feedback to a mobile app for mental intervention. EEG data preprocessing consists
of ensemble empirical mode decomposition and feature extraction in time and fre-
quency domains. Brain state classification is done by deep learning models and
XGBoost model. The mobile app simulates a professional medical interface through
which a sleep inducing program helps the user get into sleep more easily and deeply.
The sleep inducing technique takes the advantage of Delta waves, which are converted
to sounds and those sounds have the effect of deepening a person’s sleep. Our system
monitors the user’s sleep state and adjust the volume of Delta wave sounds together
with a user chosen background music according to the user’s sleep depth.

Our sleep mental intervention system can be used by general population who have a
need for improved sleep quality, and patients in rehabilitation centers or hospitals who
want to adopt a non-medication approach for sleep disorders and insomnia.
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Abstract. The popularity of recreational sports such as running, has increased
substantially due to its low threshold to start and it is attractive for a wide range
of people. However, despite the growing popularity, running has a high drop-out
rate due to injuries and motivational loss, especially among novice runners. To
investigate factors influencing motivation among novice runners and design
opportunities, we deployed an empathy probe at a women-only running event.
Faye is a running shirt that reveals motivational feedback on the shirt, during the
warm-up phase of the run. In this paper, we both inform on the impact of
motivational feedback while warming up on running motivation and reflect on
the use of an empathy probe to investigate motivational strategies among novice
runners.

Keywords: Empathy probe � Recreational runners � Motivation strategies

1 Introduction

Running is a popular recreational sport due to its low threshold to start and it thus
attracts a wide range of people [4, 12]. This has led to the development of a consid-
erable number of running-related technologies to support and motivate runners in their
training. Still we observe a high drop-out rate due to injuries and motivational loss,
among novice and less experienced runners [2, 5, 13]. Moreover, wearable devices
supporting running, such as sport watches, activity trackers and smartphone apps, tend
to adopt a one-size-fits-all approach by motivating exercising through competition and
performance strategies [9, 11]. Compared to quantified approaches, which focus on
numbers (e.g. pace, heartrate, distance), we aim to investigate the use of a qualitative
approach [7] as a motivation strategy for running.

We present and test a running shirt ‘Faye’ as an empathy design probe to inves-
tigate motivational strategies among novice runners (Fig. 1). Design probes as a
method can support an empathic understanding of a person’s needs and motivations
[3]. Probes challenge traditional methods by acknowledging the role of subjectivity in
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the design process in order to facilitate insights and ideas. By connecting knowledge
and inspiration, design probes trigger designers’ empathy [8] and intend to establish a
dialogue between the design and the user [3]. Empathy probing has been introduced by
Mattelmäki in the context of physical activity and well-being [8]. Thanks to their
playfulness, individuality and design-orientation, empathy probes supported a better
understanding of users’ needs, emotions and motivations [8], which researchers in their
study were unable to obtain via regular interviews or user tests.

In this paper, we first inform how novice runners of a women-only event known for
its low-threshold character [14] perceived the empathy probe Faye, and how this
affected their running motivation. Additionally, we reflect on the use of an empathy
probe to further examine factors influencing their running experience, like motivation
strategies and barriers. This paper contributes to offering future possibilities on the
design of motivational feedback for novice runners.

2 Faye: An Empathy Probe

Faye is a running shirt, revealing motivational feedback on the shirt during the warm-
up of the run (Fig. 1). We realized this with the use of thermochromic ink, an ink that
disappears when it is warmed up to a specific temperature (depending on the tipping
point) [10]. Due to the body heat of the runner, the thermochromic ink reacts and
disappears, revealing a layer with textile ink beneath it (Fig. 2). This layer with textile
ink exposes a motivational quote within the logo of the running event. For this quote
we selected two options: “Don’t Quit, Do It” or “Believe in Yourself, Be You” to boost
motivation. As a design choice, this quote is presented upside down, so it can easily be
read by the participant when looking from above. The technological component of
Faye is relatively simple, relying on thermochromic ink only without expensive or
complex electronics involved. This is in line with the principles for empathic methods
defined by Koskinen [6]: these are user-centered, visual and tangible, cheap and low-
tech to be easily adaptable, but also playful and pleasant in order to inspire users to

Fig. 1. Faye, a running shirt revealing motivational feedback
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imagine future experiences. Faye was designed as an exploration into how novice
runners would perceive feedback while warming-up for a run. It probed their response
as an engagement tool, in order to gain insight into how these runners think, feel and
experience barriers to go running. Following the approach of empathic probing by
Mattelmäki [8], we used a personal interview as an integral part of the process. We
decided to postpone the data collection interview after the run, to not interfere with the
moment and ritual of their running event.

3 Method

We targeted a group of eight novice runners through deploying Faye at a women-only
running event (average age M = 32.6, Min = 21, Max = 48) known for its low-
threshold character [14]. Faye probed the responses as an engagement tool, in order to
gain insight into how the participants think, feel and experience barriers to go running.
Following the approach of empathic probing by Mattelmäki [8], we used a personal
interview in combination with the probe shirt. Participants were recruited via the
Facebook page of the event by inviting them to test an interactive running shirt, which
they could keep afterwards. Out of the 120 respondents on Facebook, 15 runners were
randomly chosen and handed out a shirt right before the event, to be worn during the
race. They were not told that a motivational quote would appear.

Interviews were conducted with 8 participants in their home, within 3 weeks after
the event, enabling the possibility of users wearing Faye in subsequent runs. The other
participants were unavailable for logistics reasons (schedule conflicts, distance barrier).
Each interview lasted approximately 30 min. The interview guide consisted of open-
ended questions regarding the respondent’s experiences with the design, as a starting
point to explore running motivation. Beyond the probe, additional topics related to the
theme were thus discussed, including running experience, running motivators and
barriers, and the use of current motivation strategies. Interviews were recorded in
Dutch, transcribed verbatim and translated in English. The transcriptions were manu-
ally coded based on a coding framework developed inductively.

Fig. 2. Top image, thermochromic ink hiding the motivational message. Low image,
thermochromic ink disappears revealing the quote “Don’t Quit, Do It”
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4 Results

The eight participants were diverse in age, running experience, and the distance they
ran during the event (Table 1). Both participants who have been runners for 5 years
mentioned previous drop-outs due to physical reasons. Participants indicated their
motivation to start running was to lose weight, stay fit or to feel better.

4.1 Empathy Probe

Uponwearing the shirt, the participantswere not aware that Fayewould change and reveal
a motivational quote. Six participants noticed the motivational quote on Faye, while 2 did
not (Table 1). When the quote became visible, the participants indicated that it served as
an encouragement reminder: “I thought it was nice, now and then I was looking at it and
then I would see ‘Don’t Quit’, so I was like: okay, let’s go!” P3. Notably, participants
indicated these encouragements felt personally addressed to them, despite the quotes
being quite generic: “Well I thought that was kind of special, because you just expect it’s
visible to others. And I thought it was special it was visible for yourself.” P1. The
placement of the quote and the way it was presented increased the personal relation to the
message: “It’s an encouragement for yourself, like yes you can do it… and my friend was
saying like, it is upside down, but the intention is of course that I’m able to read it” P4.
Once the participants knew the shirt could change yet without knowingwhichmechanism
caused the change, some indicated to actively look at it during their run to see if it would
change again. This added to the experience of being an encouragement: “I like that it is on
the shirt. And that it is not visible all the time but appears only sometimes” P4.

Out of the six participants who saw the motivational quote, four indicated seeing it
while warming-up for the run. This moment was considered as valuable for encour-
agement, also because it might be hard to notice the shirt changing for the first time
while running: “The timing was exactly right, this is why I was like ‘Oh yes, we’re
going to do this’. I felt that was because if it would have just been black, during the
race I wouldn’t have seen it because you don’t expect it, so I wouldn’t have looked”
P6. Another runner explained that it would have been more motivating if it also
showed during running: “Well I thought it was a nice motivating factor, but it was a

Table 1. Overview of the different participants, presenting their age, running experience, event
distance, and if and when the participants observed the motivational quote

Participant Age Running experience Distance Quote observed Timing

P1 32 5 years 10 Yes During
P2 30 2 months 5 No –

P3 35 6 months 5 Yes During
P4 34 2 years 10 Yes Before
P5 21 6 months 7.5 Yes Before
P6 48 1.5 years 7.5 Yes Before
P7 37 2 years 5 No –

P8 24 5 years 7.5 Yes Before
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shame it wasn’t showing during the race because we were running in the shades quite
often…” P5. Two participants indicated seeing the message at the end of the run, both
explaining they were focused on the race: “I thought I’m just going to run first and I’ll
have a closer look at the shirt later” P3.

4.2 Personal Motivators and Barriers

Participants mentioned different strategies for personal motivation. Most participants
do not run to be faster than others but focus on challenging themselves: “I do it for me,
there is nobody I have to do it for” P5. Participants also used external mechanisms to
motivate themselves. One common strategy was to buy oneself a gift after achieving a
new goal or buy equipment as a trigger: “Now I bought the shoes, so I have to start
using them” P5. Another external motivation strategy often mentioned was social
support, experienced before the session: “My partner often says: just do it, and that
really helps” P2, and throughout the run: “I think it is really hard to run individually,
to motivate myself” P6.

Participants mentioned some barriers resulting in doubting to go running. A com-
mon barrier was planning: “I really have to wait for 45 min after eating, otherwise it
will really bother me while running” P1, but also due to obligations after running “I
start working at 8am and sometimes I have to run beforehand, and when the alarm
goes off, I’m like, pff no way” P2. Other indicated barriers related to physical pain (e.g.
hurting knees, back, being on a period) or that sometimes they were just not into it
despite their positive intentions: “If I plan it in advance, I can think rather quickly that
I don’t feel like it” P5. This resulted in a drop-out for one participant: “At some point I
didn’t feel like it. And then that lasts a bit longer than expected” P7. Experiencing a
lack of confidence was also explicitly mentioned as a barrier by two participants,
affecting demotivating beforehand: “Before running I start to think ‘I hope I will
persevere’, well and then I don’t” P6.

5 Discussion and Conclusion

Using Faye, we gained insights on how female novice runners feel about motivational
feedback within the preparation phase of the run by use of a wearable. The main insight
of deploying the empathy probe, in line with previous findings [10] was that the message
felt like a personal encouragement, due to its placement and visibility. The moment
when the message became visible or seen was also deemed important. While some felt
the message encouraged them during preparatory behavior, some participants did not
notice it right away and appreciated getting a motivational quote during running. The
timing of the motivational trigger in the designed artefact is thus a key factor to consider,
as well as the potential issue of monotony once the trigger is revealed to the user.

The technology used for Faye (thermochromic ink) showed limitations both in the
timing of the interaction and the impossibility to adapt or vary the message across time
in order to keep the novelty level high. As an empathy probe, our aim was however not
to achieve a perfect design but to start a conversation with the users. After the use of
Faye, we could discuss more personal and sensitive topics during the interviews. We
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choose the empathy probe approach to create a dialogue with the users and facilitate
more open and personal discussions on intimate experiences such as self-efficacy and
demotivation. As stated by Mattelmäki [8, p. 61], “probes prepare the users to give an
account of their experiences, direct them to interesting issues, and facilitate their
communication in interviews and observations”. Interviewing users within 3 weeks
after the event may have induced retrospection biases, in the way users remember
experiencing the shirt. However, our purpose with this delayed interview was to let
users reuse the shirt for following runs, thus collecting more experience and reflection.

Design probes are usually data collection tools allowing users’ to actively record
their experience. Here, Faye did not support self-documentation but acted as an
experience prototype [1]. The empathic approach we used through the design of Faye,
and the data collected, inspired us to rethink motivational feedback. Our results show
that this is a promising direction, and we gained first insights into how to design this
type of feedback to motivate no runners aiming to eventually help maintaining long-
term running behavior.

In future work, we intend to design technology probes of similar or slightly higher
complexity including sensing capabilities to further investigate how to support moti-
vational strategies. These probes can then be deployed as technology probes, collecting
data while being used. Through the use of Faye, an empathy probe, we succeeded to
engage female novice runners to talk about their experiences, feelings, needs and
values. Our findings go beyond the user test of Faye itself, fostering discussion on
future possibilities of the design of motivational feedback for runners.
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Abstract. Significant growth in health information sharing through Twitter is
making it a compelling source for health-related information. Recent health
research studies show Twitter data has been used for disease surveillance, health
promotion, sentiment analysis, and perhaps has potential for clinical decision
support. However, identifying health-related tweets in these massive Twitter
datasets is challenging. With the increasing global prevalence of diabetes, user-
generated health content in Twitter can be useful. Therefore, this preliminary
study aims to classify diabetes-related tweets into meaningful health-related
categories. Using an ensemble of neural network and stochastic gradient descent
classifiers, we classified 13,667 diabetes-related tweets into five clusters. About
25.7% of the tweets were clustered as health-related, where 9.3% were classified
as Treatment & Medication, 9.9% as Preventive Measures and 6.5% as Symp-
toms & Causes. More than 70% were clustered as Others. Analysing hashtags of
tweets clustered in each of the categories showed significant relevance to health-
related information.

Keywords: Health information sharing � Machine learning � Decision support

1 Introduction

Diabetes mellitus (DM), is one of the four major chronic diseases that have a huge
global impact, and recently, has been described as “pandemic” [1]. By 2030, it is
expected that the global diabetes prevalence will grow from 450 million to 578 million
people [2]. Recent diabetes prevalence statistics of Singapore has shown that the
prevalence had risen from 8.3% in 2010 to 8.6% in 2017 [3]. With the expectation for
the prevalence to continue growing, it will be a worrying trend if diabetic patients do
not receive proper treatments and increase their risk associated with diabetes.

The accessibility to information via the Internet has allowed stakeholders and
consumers of health information to share health-related information online. Information
sharing and seeking through social media tools like Facebook and Twitter are fast-

© Springer Nature Switzerland AG 2020
C. Stephanidis et al. (Eds.): HCII 2020, CCIS 1294, pp. 500–508, 2020.
https://doi.org/10.1007/978-3-030-60703-6_65

http://orcid.org/0000-0001-9247-8682
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_65&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_65&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60703-6_65&amp;domain=pdf
https://doi.org/10.1007/978-3-030-60703-6_65


growing in significance. The term “information diffusion” has been used to describe the
sharing of information amongst Twitter users [4]. Such activity contributes to a sig-
nificant source of data on the Internet, encouraging users to engage in online health-
related information search.

As the Internet becomes accessible and affordable to consumers, healthcare pro-
fessionals, caregivers and patients are expected to use social media frequently.
Searching for health-related information online provides an avenue for patients to find
answers to their medical problems and help influence medical decisions. Healthcare
organisations have also started utilising social media as part of their organisational
strategy to improve patient care, expand medical education and advance medical
research [5].

Therefore in this study, we will be classifying diabetes-related tweets into mean-
ingful health-related categories that can be utilised by healthcare stakeholders when
making decisions.

2 Literature Review

2.1 Health Information in Twitter

Information sharing and seeking through social media is fast growing in significance.
Currently, Facebook (2414 million) and Twitter (336 million) have a combined total of
more than two billion active users worldwide [6]. Daily, about 500 million tweets are
generated [7].

Recent studies have shown that Twitter has been useful in health research. Twitter
data has been purposefully used in disease surveillance, health promotion, network
conversation analysis, sentiment analysis, and medical interventions [8–11]. As a
platform, Twitter is used widely for patient engagement, recruitment, and as a
biomedical research collaboration tool [5, 11].

For that reason, Twitter is becoming a significant source of health-related data for
public health researchers due to its real-time nature of content and the ease of access to
publicly available information [11]. [5] also shared that, Twitter users with medical
accounts are more likely to share “general information for public health or new research
about treatments and technology”, for example, Mayo Clinic.

User-generated health content in Twitter, therefore, has the potential to contain
meaningful and practical information. This can supplement healthcare decision-makers
with vital patient-related details that can be utilised to improve patient-physician
communication and clinical decision making. With the global diabetes prevalence,
understanding how to support and manage the growing chronic population is essential.

2.2 Machine Learning Topic Modelling of Tweets

Tweets are frequently analysed to study the sentiments of its users. The most common
approaches adopted to analyse tweets makes use of machine learning algorithms [12–
14]. In such approaches, machine learning techniques have been used to classify or
cluster tweets according to its significance or relevance with associated tweets.
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[14] used an ensemble of Support Vector Machines (SVM) and adaboosted
Decision Trees to classify user opinions into good, bad or neutral. The approach
provided better accuracy than using machine learning techniques alone, resulting in an
accuracy of 84%.

[13] used Twitter data to gather customers feedback regarding their sentiments on
US airline services. Using seven different classifiers, namely Decision Tree, Random
Forest, SVM, K-Nearest Neighbours, Logistic Regression, Naïve Bayes and Adaboost,
the authors evaluated the accuracies of the classifiers in predicting if the sentiments
were positive, negative or neutral. Using an ensemble of Adaboost and several other
algorithms, the accuracy reached 84.5%.

However, other studies adopted the use of machine learning techniques beyond
analysing sentiments alone. In a research study detecting dengue outbreak through
Twitter content, the authors selected the use of supervised classification and unsu-
pervised clustering using topic modelling. [15] trained the classifiers to achieve a
prediction accuracy of 80% based on a training dataset of only 1000 tweets.

Hence, classification techniques using machine learning algorithms provide an
avenue where health-related tweets can be efficiently identified from a massive dataset.
This allows for health-related information to be easily extracted and consumed for
future decision making.

3 Methodology

3.1 Data Collection

We used a corpus of 13,667 publicly available tweets, which were collected throughout
4 February to 14 February 2019. Due to the limitation set by the Twitter API, only two
weeks’ worth of tweets can be extracted at any point in time. All the tweets were
retrieved using tweepy, a Twitter Streaming API. To search for the corpus, we used
‘#diabetes’ as the search keyword. The collected tweet contained the full tweet details
such as the full tweeted text, user information such as user details and geolocation, as
well as the retweeted status.

3.2 Identifying Meaningful Health-Related Tweets

It is challenging to identify health-related tweets from the massive Twitter datasets.
Classifying tweets into categories or themes by singling out tweets that may contain
meaningful health-related information is essential. It is also vital that tweets which
contain medical terms but otherwise not meaningfully health-related, be classified
accordingly. We identified five categories of tweets that define our understanding of
what is a health and non-health-related tweet. Three categories, i.e. Preventive Mea-
sures (PM), Symptoms & Causes (SC), and Treatment & Medication (TM), are closely
associated with health-related information that is routinely communicated during a
patient visit. The remaining two, News (NW) and Others (OT), are used to categorise
tweets that are not meaningful in our context. A semi-supervised clustering technique is
then adopted to cluster all tweets into relevant categories.
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Manual Classification of Tweets as a Labelled Dataset. A semi-supervised clus-
tering approach utilises both labelled and unlabeled data to classify datasets. Using
Python’s Scikit-learn library, we randomly generated a sample of 1048 tweets (7%)
from the main corpus. The process of labelling is then done manually by five coders
according to the predefined coding description, as shown in Table 1. An agreement
index of at least 0.6 (3 out of 5 with the same label) was agreed upon to achieve label
consensus, intercoder reliability and a high degree of consistency across coders. The
result of the manual coding is as follows:

Data Preprocessing. Data preprocessing phase is required to clean the tweets before
any machine learning algorithms can use it. Using Python’s NLTK library (a Natural
Language Processing package), the tweet corpus went through the process of cleansing.

The corpus was split into a 30:70 ratio and underwent the data preprocessing phase
where stop words were removed. All texts were converted to lowercase and tokenised
by stripping all the handles and stemming all the words. TF-IDF or term frequency-
inverse document frequency was then used to calculate the statistical analysis of how a
particular word or term is relevant in a given document [14].

Machine Learning Approach to Clustering Tweets. We narrowed down the fol-
lowing machine learning algorithms for our multi-class text classification; they are
Logistic Regression (LR), Multinomial Naïve Bayes (NB), Support Vector Machine
(SVM), Stochastic Gradient Descent (SGD) and Backward Propagation Neural Net-
works (NN).

The labelled data was split into training (30%) and testing dataset (70%) and used to
evaluate the performance of each of the five machine learning algorithms using a cross-
validation approach. The evaluation process was done using Python’s Scikit-Learn
library. The results showed that the NN algorithm performed the best amongst the rest
at 73.8% accuracy with SGD coming closest at 72.4% accuracy. This was followed by
SVM at 71.9%, LR at 64.5% and NB at 60.7%. The parameters for SGD and NN were

Table 1. Classification of tweets description

Categories Description Tweets %

Preventive
measures (PM)

Tweets containing measures that hinder or act as
obstacles to diabetes

144 13.74%

Symptoms &
causes (SC)

Tweets that contain features, both physical and
mental that indicates signs of diabetes

107 10.21%

Treatment &
medication
(TM)

Tweets containing medical care rendered to
patients, words associated with possible treatments
(such as medication, therapy methods, etc.)

145 13.74%

News (NW) Tweets containing news or regarding news shared
on diabetes

63 6.01%

Others (OT) Tweets that cannot be classified in all other
categories (e.g. motivational, awareness,
complaints)

589 56.20%
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then tuned further to identify the best model fitting that can result in further improved
performance. A voting ensemble method was also implemented.

With the tuned parameters, both SGD and NN algorithms were tested for model
fitting. SGD had an accuracy of 71.7% and NN at 70.4%. While an ensemble method,
which is expected to improve the accuracy further, scored 72.7% accuracy rate. The
model fit result is illustrated in Table 2. With that, the voting ensemble method was
chosen to cluster the tweet corpus.

4 Analyses and Results

4.1 Machine Learning Classification Results

A total of 13,667 tweets were classified accordingly into five predetermined categories
using the ensemble method. As a result, about 25.7% of the corpus were classified as
meaningfully health-related. The proportion of tweets classified as SC was 6.5%, TM
was 9.3%, and PM was 9.9%. Out of the 13,667 diabetes-related tweets, 1353 were
classified as PM, 894 as SC and, 1265 as TM. On the other hand, a significant number
of tweets were classified as OT, at 71.4%.

The results seemed to indicate that users were not sharing a substantial amount of
health-related information through Twitter. For every 100 tweets associated with dia-
betes hashtag, one can only expect 25 tweets to be meaningfully health-related. This
may seem insignificant because there is a need to sieve through an excessive amount of
irrelevant tweets before getting to the relevant information.

However, when tweets are clustered as health-related, one can expect to get the
majority of the information to be regarding PM and TM. This can be immensely useful
to users, especially if they are healthcare decision-makers or caregivers.

4.2 Hashtags Analysis

The use of hashtags is useful in allowing users to follow topics they are interested in.
To evaluate the relevance of the tweets, we analysed the hashtags used in tweets that
were classified as health-related in PM, SC, and TM clusters. However, hashtags that
contained descriptions such as “diabetes”, “diabetic”, “type1”, “type2”, “T1D” or
“T2D” were excluded from the list as “diabetes” was the search term used to begin
with. Including them in would be statistically not significant.

There were 3,512 tweets with a total of 5,802 hashtags in the health-related clusters.
PM had 2,954 hashtags, SC with 1,188 hashtags and TM with 1,660 hashtags. A word

Table 2. Tuned parameters and ensemble method

Classifiers Precision Recall f1-score Accuracy (%)

Stochastic gradient descent 0.71 0.72 0.70 71.7%
Backward propagation neural network 0.7 0.7 0.69 70.4%
Voting ensemble method 0.73 0.73 0.71 72.7%
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cloud helped to visualise the frequent tags used for each cluster. However, it did not
rank the frequency of words used (Fig. 1).

A bar diagram was then used to illustrate the ranking of hashtags used in each
cluster. The top 25 hashtags from each cluster were analysed and ranked according to
its frequency of use.

We defined PM as tweets that contain measures that hinder or acts as obstacles to
diabetes. As such, hashtags like “diet, weightloss, obesity, sugar, exercise, bloodsugar,
fitness” seemed to suggest the actions that perhaps could help in the prevention of
diabetes or reduce the impact of diabetes. Diet and food intake also appeared to be the
general theme where hashtags like “nutrition, wholegrain, dietaryfiber, lowercarb,
alcohol” could be implied as the need to look after food consumption.

“Insulin” was a frequently used hashtag for TM, which may not come as a surprise
since the most common form of treatment for both type 1 and type 2 diabetes mellitus
is insulin therapy. However, this may not necessarily be true as, according to [16],
insulin therapy has the potential to increase the risk of cardiovascular risk and mortality
in patients with type 2 diabetes. It was also interesting to notice that “estrogen” was
also frequently used as a hashtag associated with diabetes. Coincidentally, there is a
recent research study by [17] which investigates the protective role of estrogen and how
its protective nature can be conferred to patients with diabetes mellitus. As we did not
analyse the content of the tweet, we were not able to substantiate if indeed, the hashtags
were about similar studies or findings by [17]. From the list of top hashtags, we found
four other tags, such as “stemcells”, “circadian”, “immunotherapy” and “afrezza” that
could probably be linked to current and future studies pertaining to the treatment or
medication for the management of diabetes.

According to the definition by the National Institute of General Medical Science,
circadian rhythms “are physical, mental and behavioural changes that follow a daily
cycle, which primarily responds to light and darkness in the environment”. According
to the study by [18], circadian rhythms may impact sleep disturbance, that is linked to
abnormal glucose metabolism and increased diabetes risk.

“Afrezza” is a powdered insulin that is administered via a breath-powered inhaler
for patients with diabetes that require prandial insulin (rapid-acting), which is usually in
injection-form (Fig. 2).

Preventive Measures Symptoms & Causes Treatment & Medication 

Fig. 1. Hashtag word cloud associated with preventive measures, symptoms and causes and
treatment clusters
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“Insulinresistance” was a highly used hashtag in SC cluster. Perhaps, the study by
[16] could also explain the frequency of the word used. However, a study by [19],
could better explain the link. In this study, the authors described the relationship
between insulin resistance and metabolic disease that is associated with obesity, liver,
pancreas and skeletal muscle. We also found a recent study that investigates how stem
cells can be used to restore insulin production and cure diabetes by [20].

5 Discussion and Future Work

We implemented a machine learning approach that facilitated in the classification of
tweets into health-related categories which could be meaningful to decision-makers
such as healthcare professionals, caregivers and even patients themselves. From a
collection of tweets related to diabetes, our approach clustered about 25% of the tweets
into meaningful categories of Preventive Measures, Symptoms & Causes, and Treat-
ment & Medication. While these clusters contain a small number of tweets, with an
average number of tweets per day is 500 million tweets, the potential of curating

Fig. 2. (L to R): Frequency of hashtags in PM, TM and SC clusters
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information useful for decision support is intriguing. We believed that Twitter shows
excellent promise in facilitating health information sharing, and thus, is a significant
source for purposeful information. Based on our findings, a higher concentration of
health-related tweets was clustered in PM and TM, which implied that Twitter users
were more interested in sharing or finding out ways to prevent the onset of diabetes or
treatments for the condition. Perhaps, it also had to do with diabetes mellitus being one
of the four major chronic diseases prevalent globally; thus, such information is more
rampant.

From the analysis of hashtags, we found significant keywords that were relevant to
the three categories. In PM cluster, activities such as exercise and weight loss were
evident as frequently used hashtags, suggesting actions that could be undertaken to
prevent the onset of diabetes. Diet and food intake related hashtags could suggest ways
how food consumption can have an impact on diabetes. Similarly, in clusters of SC and
TM, hashtags for probable causes of diabetes mellitus, and current or latest treatments
for diabetes management, recorded high recurrences.

Clinical decision making or decision making of any sort is a complex cognitive task
that requires immense intellectual competencies. While software tools help to reduce
the workload, it cannot be achieved without the availability of information to support
decisions. In improving the usability and interaction between humans and computer
systems, our approach has identified a viable avenue where practical information can
be curated for use in supporting clinical decisions.

However, there are several limitations to the study. We only managed to collect a
small number of tweets that spans two weeks. While our machine learning classifier
was able to cluster tweets with reasonably high accuracy, more effort is required to
optimise our algorithms further. As a preliminary study, we only managed analysed the
hashtags to evaluate the relevance of tweets according to the categories the tweets were
clustered in.

In our future works, besides using a significant number of tweets that span over one
year or more, a deep learning model is proposed to analyse the full tweet text or
information and its corresponding hyperlinked contents. Also, an improved data pre-
processing approach to eliminate fake and malicious content will be implemented.
A natural language approach can be adopted to find meaning in tweets so that more
meaningful information can be extracted for use in a decision support system.
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Abstract. The World Health Organization projects a continuous
growth of the elderly population, causing a shift in the demographic dis-
tribution. With this shift, healthcare plays an important role when treat-
ing conditions such as dementia, which prominently afflicts the elderly
and their families. Currently, reminiscence therapy helps support allevi-
ation of dementia symptoms through memory recollection. However, the
therapy relies on traditional printed media, including pictures shown to
the patients that lack immersion. In this paper, we present a preliminary
study from focus group and one-on-one interviews with patients, family
members and care providers to gauge their interest and perception of
two non-immersive or headset-less virtual reality scenes for complement-
ing reminiscence therapy. One system features head tracking as an input
to create shifting perspectives on the output display to provide a sense
of depth, while the other system employs the Looking Glass, a holo-
graphic display providing horizontal depth perspective. The proposed
non-immersive VR systems were deemed feasible for therapy purposes
based on our preliminary data, with insights on challenges and opportu-
nities for future development.

Keywords: Immersive · Non-immersive · Reminiscence therapy ·
Virtual reality

1 Introduction

The World Health Organization estimates that the elderly population will double
by 2050 [11]. The growing ageing population will experience an increase of promi-
nent health conditions associated with advancing age that affect both physical
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and mental capacity [13]. Amongst ageing conditions, dementia affects 5 8% of the
worldwide population [12]. Dementia is caused by brain cell damage, and incites
cognitive decline affecting memory, thinking, behaviour, and everyday activities.
While there is no known cure for dementia, treatments include pharmacological
and non-pharmacological interventions. Pharmacological treatments pose risks
of side effects, therefore, the optimization of non-pharmacological interventions
is important in the management of this condition [19]. For example, some non-
pharmacological interventions include music therapy which has been studied to
improve cognitive function as a first-line of non-pharmacological treatment [20],
animal-assisted group therapy in boosting intervention adherence as a result of
the engagement resulting from the interactions [10], the use of memories through
reminiscence therapy [18], serious games for cognitive and psychomotor improve-
ment [9], and sculpture-based art to improve well being [17] amongst others.

Reminiscence therapy (RT), one of these non-pharmacological interventions,
is a psychosocial intervention technique used to support and improve the lives of
dementia patients, caregivers, and families [18]. Defined by the American Psy-
chological Association as the use of life histories delivered through written, oral,
or both medium for the improvement of psychological well-being [1], in which
RT helps individuals remember their past through recollection. RT therapy is
usually facilitated in groups or individual sessions and aided with tangible arti-
cles such as photographs, objects, and music to trigger memories. Woods et al.
[18] reviewed the effects of RT for dementia and caregivers concluding that the
treatment briefly improves patient cognition immediately after treatment and
reduces caregiver strain with the increased patient mood and communication.

Recently, a digital technology that has been gaining momentum is Virtual
Reality (VR), as it allows to immerse users in environments with high lev-
els of presence that can provide treatment and diagnostic benefits in the care
of cognitive disorders [16]. Additionally, other areas of application include: i)
VR experiences for the detection of dementia through user interactions [21], ii)
exergames (i.e., games for eliciting physical activity) for improving and maintain-
ing physical fitness [4], iii) diagnosing spatial navigation disorders [3], iv) memory
rehabilitation [7], v) apathy reduction [2], vi) and training for fall prevention
[8], amongst others. Regarding RT and VR, Rendever is a commercial Head-
Mounted Displays (HMDs) driven solution that creates customized therapy and
shared experiences[14]. However, VR equipment poses design and deployment
challenges as patients at advanced stages of dementia may find total immersion
confusing due to severe memory disturbance and behavioural changes, in which
case, non-immersive or semi-immersive is more suitable. However, patients with
mild and moderate stage of dementia may benefit from immersive VR as research
continues to demonstrate promising potential in this area [15].

In this paper, we present a preliminary study focused on gauging the interest
in using non-immersive virtual reality scenes for reminiscence therapy to increase
immersion with 3D content by providing depth without VR headsets. We propose
two non-immersive virtual reality systems; the first system employs a webcam-
based head-tracking that creates shifting perspectives on a regular screen display,
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thus causing the effect on depth. The other system utilizes the Looking Glass,
a holographic display that presents horizontal stereoscopic depth. Both systems
use a custom narrative application, developed to create context and viability for
reminiscence therapy purposes.

2 Development

The purpose of our application is to provide a platform to create personalized
narrative for RT. The target users are the caregivers, who will build a narrative
using digital media associated with the patient’s past and placed in a virtual
environment to trigger recollection. The completed narrative will be used for RT
as the caregivers explore the experience with the patients, who will be able to
view the scene from different perspectives through the non-immersive features.

We propose two non-immersive VR systems; the first system employs a
webcam-based head-tracking that creates shifting perspectives on a regular
screen display, thus causing the effect on depth. The visual perspective of this
display will shift depending on the user’s head position as illustrated in Fig. 1.

Fig. 1. Overview of the shifting perspective relative to head position approach.

The other system utilizes the Looking Glass, a holographic display that
presents horizontal stereoscopic depth. Both systems use a custom narrative
application to create context and viability for reminiscence therapy purposes
to enable caregivers to customize the content being presented. The Looking
Glass is a 3D holographic display, which creates the illusion of horizontal depth
without requiring a HMD. Patients will experience the narrative during RT with
increased immersion as the holographic display gives depth to the content. These
components will work together to improve the VR experience with increased lev-
els of immersion.

For developing the main application, the Unity game engine was chosen due
to its cross-device compatibility that allowed us to develop the two proposed
non-immersive systems. The development process followed user-centered design
principles and was co-designed with the caregivers.
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After conducting brainstorming sessions with our partners at the Ontario
Shores Centre for Mental Health Sciences in Ontario, Canada, the application’s
functions were identified and separated into three different stages, each contain-
ing the following features: i) Media linking to allow caregivers to upload media
that can be linked to objects within the scene (Fig. 2a), ii) create memory trig-
gers that can be placed in the environment (Fig. 2a), and iii) create a path to
navigate the objects in the environment (Fig. 2b). When the customization is
completed, the caregivers can engage their patients in the reminiscence experi-
ence using narratives while navigating through the customized environment.

(a) Media linking and trigger creation user
interface.

(b) Narrative path creation user interface.

Fig. 2. Non-immersive VR RT Content development stages.

2.1 Media Integration for Immersion

One of the features of our approach relies on adding content to enable the cus-
tomization of the RT experience. Our initial development efforts were directed
towards incorporating real locations in the narrative to aid patient recollection.
Several tools such as mapping software development kits (SDKs) such as the
Maps SDK for Unity1, and extracted data from Google Earth along with other
open-source tools such as Open Street Map2 were explored to identify user-
friendly, cost-effective options for the caregivers.

The workflow for obtaining the 3D meshes from real location requires to
extract the information from map services such as Google Earth. For example, an
extracted model from Google Earth using RenderDoc3, a graphics debugger tool
was imported into Unity to visualize its suitability for RT. However, this method
was deemed ineffective, primarily due to the meshes’ poor quality presented in
Fig. 3b, which can affect immersion and engagement.
1 https://developers.google.com/maps/documentation/gaming/overview musk.

Google. Accessed June 10, 2020.
2 https://www.openstreetmap.org/. OpenStreetMap Foundation. Accessed June 10,

2020.
3 https://renderdoc.org/. Karlsson, B. Accessed June 10, 2020.

https://developers.google.com/maps/documentation/gaming/overview_musk
https://www.openstreetmap.org/
https://renderdoc.org/
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Mapping SDKs from WRLD and Google Maps Platform presented a bet-
ter alternative as this offered geographical freedom and fidelity that was ideal
for narrative customization. However, during the co-design process, the health-
care partners indicated the lack of graphic fidelity as a possible shortcoming
for immersion and engagement (see Fig. 3). The reason for striving for higher
fidelity environments is needed for a visual representation to trigger familiariza-
tion, as otherwise, it may induce confusion rather than recollection to patients.
Ultimately, feedback from co-design informed us to employ simplified environ-
ments that can convey more realism as these will likely provide a more relaxed
environment for the patients.

(a) Google Earth mesh. (b) WRLD mesh.

Fig. 3. Quality mesh comparison between RenderDoc and Mapping SDKs.

2.2 Looking Glass Non-Immersive Solution

Integrating the Looking Glass within the system requires using the manufac-
turer’s SDK. Quilts of the scene were made to project the 3D depth on the
device. Quilts are composed of tiled images of the scene from multiple view-
ing angles. A custom camera controlled the holographic properties was used in
the application in place of Unity’s built-in camera system. This custom camera
generates the quilts in real-time, projecting the hologram based on user inputs.
The camera has customizable view cone properties, which dictates the available
number of viewing angles. While the Looking Glass supports a cone of 35◦, a
smaller view cone of 8.5◦ was used for the custom camera in order to reduce eye
strain and improve visual resolution for finer details.

When caregivers are navigating the path, the patients will see content with
depth as they watch the scene’s triggering elements (see Fig. 4 for reference).
Finer details like text and user interface elements are placed in the zero-parallax
plane, a depth on the device’s render volume where pixel representation across
many views remains consistent and readable. It is worth noting that we are using
the 8.3 inches Looking Glass that requires viewers to be 15 to 30 cm away from
the device. At the time of writing this paper, the Looking Glass costs $599 USD
and it is advancing towards positioning as a consumer-level solution with larger
and more affordable displays.
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(a) View from center. (b) View from the right.

Fig. 4. Looking Glass views within the cone.

2.3 Head Tracking Non-Immersive Solution

Head tracking was integrated by employing the OpenSeeFace toolkit [5]. This
SDK provided us with pre-trained head tracking models, as well as a service
that we could launch from Unity that would transmit the estimated translation,
orientation, and marker points on the user. The most difficult issue we needed
to overcome was the ability to determine the resolution of the capture device
in a way that would not add complexity to the end-user. To do this, we used
a Unity WebCamTexture and delayed the start of the head tracker until this
texture could determine the capture device’s dimensions and refresh rate (which
were then fed into tracker initialization). As such, there is a short delay after
starting the application before head tracking becomes available. We decided to
use a web camera to minimize the entry barrier accessibility of the technology..

To provide the depth perception illusion, we added a calibration option that
would set the origin transformation for the tracked object to the current head
transformation, in order to have greater control over the position of the virtual
camera in the scene. We then use the viewer’s transformation relative to this
origin to position the camera within the scene inspired by the projection matrix
method made by Johnny Chuny Lee [6].

3 Preliminary Results

Due to the COVID-19 pandemic, we conducted one-on-one interviews with video
demonstrations conducted by the Ontario Shores partners. Three participants
were carefully selected under inclusion criteria with their respective caregivers
(two in total) were invited to participate in the interview. Videos of the proposed
systems were shown to patients and their caregivers for feedback. The caregivers
who participated in the interview are informal carers who share a personal rela-
tionship with their patient (these are often family members, spouses, or friends).
All participants were asked the same set of open-ended questions:
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– What is your overall experience with the virtual reality training session? Do
you think it would be a feasible intervention for dementia care?

– In your perspective, what would be the most effective way of virtual real-
ity intervention (immersive/ non-immersive) in managing Behavioural and
Psychological Symptoms of Dementia (BPSD)? Why?

– What approaches would you recommend most? Experiencing memories (e.g.,
home, neighborhood, favorite item) or experiencing natural environment (e.g.,
scenic beauty, oceans, greenery, etc.) on Virtual Reality? Why?

– What type of content do you think would be most effective - picture, videos,
music, or a combination? If so, why?

– What do you think would be the challenges or barriers to using Virtual Reality
in dementia care?

All three patients thought that the systems would be a feasible interven-
tion for dementia care, stating interest in the overall experience. Experiencing
memories through familiar places was favored over natural environments for the
virtual environment approach. Patients also expressed concerns about vision dif-
ficulties when asked about the challenges that the immersive technology can have
in dementia care. All of the caregivers have expressed similar responses but in
greater detail with regards to the systems. Aside from vision difficulties, one of
the caregivers mentioned wandering and attention loss as a barrier for VR in
dementia care which can occur during therapy. A need for audio recollection
materials is apparent within most responses, with one caregiver pointing out
how their patient enjoys music, especially from their native language.

4 Conclusion

Here we have presented two non-immersive VR prototypes for complement-
ing traditional Reminiscence Therapy. While VR poses great opportunities for
elderly care, little has been explored in terms of non-immersive VR that provides
depth perception without requiring a HMD. From our preliminary interview find-
ings, we conclude that VR has a promising potential for complementing RT with
immersive and engaging experiences. However, such novel approach presents sev-
eral challenges to be addressed in terms of inclusive design, accessibility, and
adherence as indicated by the participants.

Future work will focus on implementing audio features within the applica-
tion to add further recollection cues, interactivity through simple gamified tasks
related to the patient’s experiences. Furthermore, additional user experience will
be implemented to streamline the narrative creation, along with metrics analytics
to customize the unique needs of each patient instead of having a one-size-fits-all
solution.
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Abstract. Real-time monitoring of pilot mental workload has important
applications in cognitive assessment and flight safety. Progress in wireless
electroencephalography (EEG) and 3D flight simulation has provided novel
opportunities to advance our understanding of adaptive levels of workload
during flight. The present work examines neural correlates of mental workload
evoked by ecologically valid flight tasks and furthers the application of human-
computer interaction in aviation. Performance and EEG data were collected
while 47 participants completed basic aviator tasks in a virtual reality envi-
ronment where working memory load was manipulated. Analyses investigated
event-related potentials (ERP) and spectral power density differences in mod-
erate and high task load conditions across key brain regions. The subtle mod-
ulation of moderate to high workload did not reveal significant differences in
frequency changes across parietal and frontal regions or participant perfor-
mance; however, a frontal ERP showed a significant effect of workload. Clas-
sification by performance level showed better utility, where greater beta power
was found in the parietal regions and increased delta activity was measured in
the frontal regions. Results indicate that EEG analyses that exploit spectral data
from the frontal and parietal regions may offer reliable approaches for classi-
fying performance in high workload conditions in virtual aviation environments

Keywords: Aviation psychology � Encephalography � Workload � Virtual
reality

1 Introduction

Recent advancements in virtual reality (VR) has expanded the applications of simulated
flight environments in the aviation psychology domain. Visual cues available to pilots
within VR flight simulation offer high relatability to the cues found in real flight [1].
Commercially available VR headsets and integrated flight simulation software hold
promise for designing ideal environments where encephalography (EEG) systems can
be used to objectively measure workload effects in real-time. In the present work,
behavioural and EEG data were collected while participants (non-pilots) completed
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basic aviator circuit tasks in a VR environment where working memory load was
manipulated.

1.1 Measuring Workload

Mental workload is defined to be the relationship between the cognitive effort required
to achieve a task, and the available mental processing capabilities [2]. Mental pro-
cessing capabilities use working memory resources, and evidence has been presented
supporting the correlation between the activation of anatomical regions and of different
working memory systems. Work by Smith et al. [3] found that engaging in a verbal
task activated the left parietal and frontal cortical regions, while engaging in a spatial
task activated the right parietal and frontal regions. It has been suggested that visual
and auditory tasks may compete for cognitive resources in working memory [4].

EEG as an Index of Workload. EEG systems have been found to be successful in
predicting a person’s cognitive workload [5]. EEG-slow waves have been categorized
into four classes: delta (0.5–4 Hz), theta (4–7 Hz), alpha (8–12 Hz), and beta (13–
30 Hz) waves [6]. These cortical oscillations are involved in numerous cognitive
operations and top-down control of cognitive processes, such as visual and spatial
processing and attentional changes [7]. For example, delta waves have been found to
increase in the frontal lobe region during tasks requiring concentration, such as
semantic processing and working memory tasks [8]. Theta wavelength activity has also
been related to cognitive workload, where driving-related research has found theta band
power to increase across the frontal cortex during increased workload [9]. Lastly, it has
been generally stated that a decrease in alpha and beta power reflects working memory
processing, as observed in power decreases across these frequencies after stimulus
onset [10].

In this study, neuronal oscillations were also examined to identify levels of par-
ticipant performance on working memory tasks during flight. Other researchers have
also begun using EEG to investigate methods for classifying performance during
complex tasks. For example, Yang et al. [11] used EEG data and a variety of brain-
computer interface approaches to classify driver performance, and not workload states,
on a vehicle following task.

ERPs have also been proposed as method for indexing cognitive workload. Pre-
vious work has found the N100 and P200 ERP components to have greater deflections
for the easy task conditions than the difficult conditions [12]. In the present research it
was expected that the ERPs would show a similar sensitivity to variations in workload.

Hypotheses. This study examined the effects of task demand and mental workload on
participant performance across the frontal and parietal cortical regions. Performance
effects on spectral data were also analyzed in the high workload condition to explore
neural patterns of low and high performers. First, it was hypothesized that subtle
differences in workload conditions would be evident in behavioural measures in our
sample of non-pilots. It was also predicted that real-time EEG signals would demon-
strate characteristic differences in moderate versus high workload states. Specifically,
that the high workload condition would result in smaller ERPs (N100 and P200) in the
frontal lobe due to higher levels of ongoing mental activity, and that spectral power
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across the slow wave frequencies would be associated with variations in workload and
show sensitivity to low and high performance

2 Methods

2.1 Participants

Data was collected from 47 undergraduate students from (23 females). Age ranged
from 16 to 43 years old (M = 21.81, SD = 5.83 years). Participants received course
credit or refreshments as compensation. All subjects had normal-to-corrected vision

Measured Variables. The two flight conditions were categorized as moderate and
high difficulty. The moderate workload condition required flying but no additional
radio communication tasks, while both flying and radio call monitoring were required
in the high workload condition. Participants were instructed to monitor the details of
radio calls played during the high workload conditions, and their message recall
accuracy was recorded as well. The number of hoops accurately flown through was
used to calculate flight precision. Participants also completed a concurrent Peripheral
Detection Task (PDT) wherein auditory tones were played every few seconds. Par-
ticipants were instructed to press a button every time a tone was heard. Response time
and accuracy were recorded for the PDT. Accuracy on the call sign task from the high
workload condition was selected for further analysis, to establish whether participant
performance could also be classified and serve as a reliable index of mental workload.
Performance level (low or high) was determined by call sign accuracy. Performance for
each call sign was first assessed on a 4-point scale, where a score of 1 indicated that the
participant remembered none of the letters correctly, and a score of 4 indicated that they
remembered all three letters of the call sign correctly. Twelve low performers (27.9%)
were categorized to have received a score of 5 and below, and 31 high performers
(72.1%) received a score of 6 or higher.

EEG Recording and Pre-processing. As shown in Fig. 1, the 14 channels of the
Emotiv EPOC + headset reflected the International 10–20 system. EEG data was
recorded at 2048 Hz and down-sampled to 256 Hz with Emotiv TestBench software
[13]. Electrode impendences were kept within 10–20 kΩ. EEGLab [14] software was
used to process the raw EEG data by applying a bandpass filter of 0.1–50 Hz. Inde-
pendent Components Analysis isolated and removed noise artifacts from the epochs,
such as eye blinks and eye movements. To create the ERSPs, the data between the
onset of tones (3 s) was epoched and averaged, creating large sets of data that provided
overall power variations across multiple frequencies. The data for the ERPs was further
filtered from 0.1 to 12 Hz, and epoched 800 ms after the onset of the auditory stimulus.
The Fast Fourier Transform process was applied to the remaining data to extract the
absolute power densities for key frequencies at each channel.
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3 Results

Due to the exploratory nature of this research, any effect of significance level p < 0.1
and ηp2> 0.1 will be examined, as well as any non-overlapping means (per 1 SEM) on
the data plots. To validate that the two workload conditions evoked different responses,
responses to the PDT across the two conditions were assessed. The average hit rates
across the two moderate workload conditions (M = 93.42, SD = 8.09) and the two high
workload conditions (M = 92.09, SD = 5.13) were calculated. A paired samples t-test
indicated a significant difference across the two workload states, where participants
accurately responded to the tones significantly less in the high workload conditions, t
(28) = −2.32, p = .03. Response times did not differ significantly across the two
workload conditions

3.1 Event-Related Potentials and Event Related Spectral Perturbation
(ERSP)

Twenty-eight participants met the criteria for full data and completed the four test
circuits successfully.

Workload Effects. ERP responses to tones were analyzed in the frontal electrodes of
both hemispheres. In the right frontal region (F4), a significant difference between
workload conditions was found at the P200, where the positive deflection of the P200
was 0.6 lV for the high workload and 1.0 lV for the moderate workload condition
(see Fig. 1).

A two-factor ANOVA was conducted to examine the effect of workload levels
(moderate versus high) and brain regions (14 electrode sites) on spectral power (0–
30 Hz) for several predetermined frequency bands. A significant main effect of the
region across all frequencies was found, where F(12,758) = 6.93, p < 0.001, ηp2= 0.1.
No main effects or interactions with workload were found. Post hoc tests using the
Bonferroni correction revealed that the both the P7 and P8 regions had significantly

Fig. 1. ERP at F4 (left) and EMOTIV EPOC + electrode map (adapted from Emotiv [13]).
(right). Black bars in ERP x-axis represent statistically significant differences between the
workload conditions (p < 0.05).
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greater alpha frequency activity than the right frontal regions, p = 0.001. The left
frontal region had significantly greater activity in the upper delta range and theta waves
compared to the right frontal regions, p = 0.012.

Performance Effects. A series of two-factor ANOVAs were conducted to examine the
effect of performance level on spectral power and to look for any interactions between
performance level and brain regions (14 brain regions). A significant main effect of
performance level F(1, 364) = 13.66, p < 0.001, ηp2= 0.04 was found in the beta (13–
15 Hz) regions, where low performing individuals have greater beta activation
(M = .27, SD = .71), compared to high performers (M = −.06, SD = 1.01). Strongest
effects were evident in the P8 electrode such that F(1, 26) = 3.72, p = .0651,
ηp2= 0.13, where the performance levels diverge with greater activation in the low
performing group (M = −.13, SD = .43) compared to the high performing group
(M = −.73, SD = .92). This is shown in Fig. 2. For the 2–4 Hz wave regions, a slight
effect of performance level was found at electrode AF4, such that F(1, 26) = 3.28,
p = 0.08, ηp2= 0.112, where the low performing group (M = −.25, SD = .71) had
slightly greater delta wave activity than the high performing group (M = −0.82,
SD = .84). This main effect of performance and main effect of brain region was evident
throughout 1–4 Hz.

4 Discussion

4.1 Event Related Potentials

The right F4 electrode showed evidence workload at later component latencies. This
brain region was located over Brodmann’s area (BA) 46 [15], a region associated with
working memory [16]. This right frontocentral region showed a greater wave deflection

Fig. 2. Spectral power of the 13–15 Hz (beta) band as a function of the brain region and the
participant performance level on the call sign tasks. Dotted bars represent the poorly performing
individuals and the solid bars represent the high performing individuals. The P8 especially shows
non-overlapping means between the two performance level groups.
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in the moderate workload conditions, indicating that tone processing was somewhat
inhibited when participants had to simultaneously process the call signs. It has been
argued that the visual and auditory working memory systems contend for cognitive
resources, therefore simultaneous processing of the auditory tasks may have led to
overall power reduction in the right frontal region.

ERSP Differences Across Cortical Regions. Electrodes P7 and P8 are located at BA
37 [17] of the left and right parietal cortical regions, respectively. These parietal areas
have been found to be associated with semantic function and visual perception [18].
Increase in verbal memory load has been associated with a decrease in alpha power in
these regions [19]. In our results, frequency analyses revealed no main effect or
interaction of workload within these regions. Post hoc analyses of participant perfor-
mance found a main effect of performance level in the upper alpha and beta bands. At
12 Hz and above, the low performers experienced increased power activity compared
to the high performers. As alpha and beta power decrease has been traditionally
associated with increased working memory demands [10], greater beta power in the
poorly performing participants can indicate weaker working memory performance, and
high performing individuals exhibiting suppressed alpha and beta activity can be
interpreted as more efficient information processing.

Electrode AF4 is located over BA 9 of the right frontotemporal region [20]. This
region is part of the dorsolateral prefrontal cortex, an area associated with working
memory and that has been found to show persistent levels of neuronal activation during
delayed response tasks [21]. Delta wave power has been found to increase in this
region during semantic processing and working memory tasks [8]. In this study, main
effects of performance were found where the low performing group had higher delta
power during the high work-load conditions in the right frontotemporal region, as
compared to the high performers. Given that delta oscillations have been also reported
to increase during fatigued states [22], an alternate argument can be made that the low
performing individuals may have started their sessions more fatigued, or became
fatigued faster over the course of the flights.

Due to the successful documentation of performance effects measured across select
frontal and parietal regions, it is proposed that EEG systems are a valuable source of
information when assessing individual differences in workload. Yang et al. [11] were
also successful in classifying driver performance in a vehicle following task using
EEG. The authors found that reasonable classification rates could be computed using a
range of electrodes representing bilateral frontal and parietal brain regions and a focus
on delta to beta frequency bandwidths from EEG data collected during the simulated
driving task

5 Conclusion

In sum, the effect of workload was evident in the upper alpha and lower beta region,
indicating that processing of the auditory task may be related more to the higher
wavelength regions than the lower wavelengths. Workload effects on were also suc-
cessfully measured in the right frontocentral hemisphere as evident in the differences of
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neural responses during the two workload conditions. Future research can explore
differences across group performance in varying workload condition and include the
higher bands of the frequency spectrum in analyses, to further understand how these
factors influence task demands and workload measurement in aviation simulation.
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Abstract. This paper discusses Plane-Gazing Agorá, a cyber-physical
environment at the airport observation deck that stimulates taking and
sharing photos of airplanes. Since airports worldwide are on intense com-
petition, airport operators are recognizing the need for differentiating
themselves. Our research spotlights the airport observation deck; focusing
on the customers’ activities on taking and sharing photos of airplanes. The
experience at the observation deck is site-specific and unique, hence we see
the potential to contribute to the need for differentiating themselves.

Plane-Gazing Agorá consists of the following 2 phases. (1) Photo-
taking support by interactive displays installed in various spots on the
deck and app. These display information about the upcoming aircraft and
suitable shooting locations. The dedicated app provides congestion infor-
mation and weather forecast for the deck. (2) Photo-sharing support by
a public screen and app. Photos displayed on a large public screen are
selected from photos posted by customers. The airplane photographers
can post these photos from a dedicated app. This paper seeks a community
centered on the observation deck that shall be formed by the experience
design of the hybrid of cyber-physical space.

Keywords: Airport · Community · Photography · Media sharing ·
Experience design.

1 Introduction

A legendary American band in the 1960 s called The Grateful Dead is not just
known for its music but also for its avant-garde marketing style; allowing the
audience to record and shoot their performances by providing a “taper section”
as a physical space for the audience to record with profound sound quality. This
led their fans network to exchange their individual recordings, which became
an environment that turned current customers into evangelists and creates new
fans. As a result of their progressive efforts, they have continued to grow their
fans around the world for decades, with commercial success [21].
c© Springer Nature Switzerland AG 2020
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This paper explores a similar challenge of turning current customers into
fans but in the context of an airport. We propose a digital-physical space for the
airplane-lover community to share photos taken at the observation deck (Fig.1).
By transforming the airport environment into a meaningful “place”—rather than
just a functional ‘space for customers getting on and off the plane [25]—we aim
to eventually increase the loyalty of airport fans and contribute as part of the
airport branding strategy.

Fig. 1. An airport observation deck.

Since airports worldwide are on the intense competition for both travelers
and cargo [8], airport operators are recognizing the need for differentiating them-
selves [4], and have strived to pursue profits [28]. However, the airport is a
“multipoint service provider firm,” not only passengers but a broader group of
target customers are targeted [11]. Therefore, direct marketing to passengers is
too complicated, and airport operators are working to enhance the customer
experience through branding [2,4,24]. Branding is considered as one approach
to increase airport awareness and enhance customer loyalty [27].

In addition, competition is intensifying not only at airports but also at air-
lines, and research is being conducted to design the experience within the cabin
of an aircraft in order to improve the passenger experience [29]. However, pas-
senger experience includes not only cabin experience but also airport experience.
The findings of this research will contribute not only to airport branding but
also to airline experience design.

Our research spotlights the airport observation deck; focusing on the cus-
tomers’ activities on taking and sharing photos of airplanes at runways or parked
at gates. The viewing experience at the airport observation deck (airplanes, run-
way, etc.) is site-specific and unique enough that photography-lovers are spotted
at the airport observation deck every day.

This is based on our team’s ethnographic survey series conducted at major
airports in Japan in 2019, which built on the existing idea that airport customers
include not only passengers [4,9], but we also identified whom and where the
non-passengers are. Thus, we highlight the airport observation deck as a place
to turn airport customers into fans.
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We propose Plane-Gazing Agorá, a cyber-physical environment at the air-
port observation deck that stimulates taking and sharing photos. The interaction
of sharing photos and reacting to them shall bond the communities [19]. This
design provides not only the moment-based experience deriving from the real-
time measures of instant utility, but also memory-based experience accepting
user’s retrospective evaluations [12], which shall reflect on the ongoing rela-
tionship between airports and customers, and contribute to airport branding
method.

2 Literature Review

The airport environment is divided into primary services (services aimed at pro-
moting travelers from check-in to boarding) and secondary services consisting of
shopping [18]. Aggressive efforts have been made to integrate the secondary ser-
vices of entertainment—cinemas, casinos, skating rinks, golf courses, etc.—and
restaurants and shopping malls into the airport environment [3,7,17].It should
be noted that each of these approaches focuses on designing a real-time experi-
ence [12]. In building a brand, it is important to create fans and increase loyalty
[27]. Loyalty comes from the frequency of interaction [13].

There are some research cases where digital and physical installations in
public spaces provide pedestrians with the opportunity to stop and interact
among each other [5,23]. In particular, public libraries are space similar to an
airport are responsible for building social capital as a place to meet others—
different ages, classes, ethnicities, and genders—and interact in the same physical
space [1].

On the other hand, the widespread of camera-equipped smartphones enabled
many individuals to casually take photos on any occasion, where photography
has created a variety of social connections and visual communications [22]. Even
before the advent of SNS, the desire to exhibit rare photos not only to family
and friends but also to a wide audience existed [6]. In today’s world, uploading
photos to SNS is a public act that is no different from public viewing [16]. Posting
a photo to a public screen can be a means of communication and can be done
without resistance. The projection of the photos on the screen can stimulate the
reminiscence process [10]. Image sharing on social media creates interactions not
only between businesses and consumers, but also between consumers. And that
leads to business branding[20].

Presenting and sharing photos in the same place has long been important
in people’s daily lives, which has led to personal self-understanding and the
establishment and maintenance of community relationships [26], and we can
stimulate photo sharing by designing people’s interactions in the same place
[14]. In addition, displaying photos on public displays can increase community
interaction and improve relationships [15]. Our study attempts to apply these
findings to the airport observation deck.
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Fig. 2. Airport observation deck personas

3 Design

We conducted a series of in-field ethnographic research throughout the terminals
of airports in Japan. Our focus in particular were on areas before boarding and
after landing, because we wanted to spotlight airport customers that are not
just passengers, but a more broader perspective. It will induce a visit to the
airport other than to fly, creating a continuous relationship between the airport
and customers. By observing 310 different individuals in 5 different locations
within the terminal (departing lobby, arriving lobby, shopping and dining area,
entertainment area, and the observation deck), our study has shown that there
are four types of personas for customers on the observation deck. Passengers and
non-passengers are of three types: “people who see off or pick up passengers”,
“people who come to the airport for a date or play”, and “people who take
photos of airplanes” (Fig.2).

Many of airport customers are the person of passengers. They may come to
the observation deck to the free time before boarding the airplane. The obser-
vation deck allows passengers to see many airplanes that inspire passengers’
curiosity, and the large space around it is a reason for parents and children
to visit. There are also cafes, tables, and benches on the observation deck, so
passengers may visit to take a break or work while passengers are free.

The persona of people who see off or pick up passengers have few opportuni-
ties to visit the airport’s observation deck (because they often leave the airport
as soon as they see off or pick up the person). There may be times when they
suddenly need to kill time at the airport, such as when the person’s flight is
delayed. At that time, the observation deck is a good place to spend time easily
because they don’t have to worry about fee or time.

The persona of people who come to the airport for a date or play can be seen
more often when the airport is equipped with substantial commercial facilities.
Especially at night, the observation deck is illuminated by some airports, and
the scenery is beautiful, making it a romantic place. They often take pictures on
the observation deck as a record of their visits.

The persona of people who take photos of airplanes is there are many more
huge airport. They get information from magazines, the internet, their commu-
nity in advance, come to the airport with well-equipped photography equipment,
and take pictures of the plane. When visiting as a group, they sometimes take
pictures while communicating with each other, but there are few cases where
individual groups or individuals communicate with each other.
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Table 1. Example of behaviors on the observation deck of each personas

Personas Examples of behaviors

Passengers • Chatting with friends while watching the scenery

• Looking at the plane

• Sitting on a bench and reading a book

• taking a picture

• A running child and a father chasing it

People who see off or pick up • taking a picture

Passengers • Pointing at an airplane and frolicking

People who come to the airport • Watching the plane together

For a date or play • Pointing at an airplane and frolicking

• taking a picture

People who take photos of airplanes • Holding the camera and taking a picture

Plane-Gazing Agorá focuses on these persona features and their behaviors
(Table 1), which all include taking pictures of the plane and talking while watch-
ing the plane and stimulates the photo-taking and photo-sharing activities at the
observation deck. It consists of four components; two per activity including one
on-site and one mobile (Fig.3). This integration supports the non-passebgers to
take and share photos, and nurture a plane-gazing community at the airport
observation deck.

Fig. 3. Components of Plane-Gazing Agorá.

3.1 Photo Taking Support Design

Any photo-lovers—professionals or beginners—are welcomed. Interactive dis-
plays are installed in various spots on the observation deck (Left of Fig.4).
These display information about the upcoming aircraft taking off and landing
(airline, model, paint, etc.). It also shows information about suitable shooting
locations, generated considering the weather, wind direction, and runway used
by the airplane (Center of Fig. 4). Based on our research survey, we learned that
determining a suitable situation for the shooting is important for photographers.
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The dedicated mobile application provides congestion information and weather
forecast for the observation deck and traffic information to the airport (right of
Fig. 4).

Fig. 4. Left:An interactive display at observation deck Center:Example of airplane
information Right:Photo taking support application UI

3.2 Photo Sharing Support Design

All customers, even those that do not photograph themselves, can enjoy it. Pho-
tos displayed on a large public screen are selected from photos posted by cus-
tomers. The displayed photos change every half a minute like a screen saver (Left
of Fig. 5). The airplane photographers can post these photos from a dedicated
app. In addition to posting photos to the public screen, this app allows them to
react to photos (post comments, press the like button, etc.) just like any other
existing SNS (Right of Fig. 5) since viewer feedback plays an important role in
motivating new photos to post on the app [6].

Fig. 5. Left:Public screen Right:Photo sharing application UI
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3.3 Values for Customers

With these designs, “people who see off or pick up passengers” can enjoy their
pocket of time on the observation deck by taking photos or seeing public screen
photos. While “people who come to the airport for a date or play” can enjoy
taking photos airplanes with their companion and enjoy the photos displayed on
the screen. Finally, “people who take photos of airplanes” can take better photos
and get the opportunity to share their photos with others, and communicate with
other people with similar interests. We seek for a fan community centered on
the observation deck shall be formed by the experience design of the hybrid of
cyber-physical space.

4 Future Works

A concrete implementation and a proof-of-concept of this design concept are yet
to come. Forming a plane-gazing community centered on the airport shall enable
various fan events for fans gathered on-site (photo competitions, exchange events,
workshops, etc.), which can lead to creating new services targeting them (such as
the provision of photography equipment information, equipment rental services,
and discounts at shops in airports). Such efforts are already being undertaken by
various corporate brands, resulting in the expansion of the fan community and
economic benefits [13]. We will also strive for the development of these aspects.

Acknowledgements. We thank DSInnovation which provided funding this research
and all the volunteers, publications support and staffs.

References

1. Bilandzic, M., Johnson, D.: Hybrid placemaking in the library: designing digital
technology to enhance users’ on-site experience. Australian Library J. 62(4), 258–
271 (2013)

2. Castro, R., Lohmann, G.: Airport branding: content analysis of vision statements.
Res. Transp. Bus. Manag. 10, 4–14 (2014)
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Abstract. For automated and partially automated cars, there are new
crucial questions to answer: “When should the driver or the automated
system take control of the vehicle?” ; and also: “Can both control the
vehicle together at the same time, or can this create potential conflicts?”
. These are non-trivial issues because they depend on different condi-
tions, such as the environment, driver’s state, vehicle capabilities, and
fault tolerance, among others. This paper will describe a human-machine
cooperation approach for collaborative driving maneuvers, developed in
the EU funded project PRYSTINE. In particular, this study presents the
work-in-progress and will focus attention on the proposed architecture
design and the corresponding use case for testing.

Keywords: Shared control · Arbitration · Highly automated vehicles ·
Human-machine cooperation.

1 Introduction

The primary aim of this exploratory study is to present a collaborative driving
framework for a partially automated driving system based on a combination of
external (through the monitoring of a simulated environment outside the vehi-
cle) and in-vehicle data, generated through the tracking of the human driver
behavior to measure his/her fitness to drive. This framework considers an arbi-
tration system to manage the transitions of control authority between driver and
automation when both are active driving agents.

Arbitration, in vehicle automation, is a concept that concerns the strategical
and tactical level of driving task. Nowadays, many systems consider separately
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specific aspects of driving: in this paper we describe the data-fusion process of
driver’s behaviors and external conditions to enable the development of a co-
driver model able to assist the driver in manual and automated mode.

To achieve that, we are developing a trajectory planner based on a Nonlinear
Model Predictive Control (NMPC) approach [2]. The detection of driver’s con-
dition is performed merging the classification of the cognitive (e.g., distraction
and drowsiness), and behavioral state (what s/he is doing), using Deep Neural
Networks approach from images and sounds inside the vehicle. The arbitration
module that manages the decisional process makes use of Fuzzy Inference Sys-
tems (FIS), and FIS applications using neural networks (ANFIS), to re-plan in
real-time the Level of Authority; following the classification and the assessment,
the control system tracks the optimal trajectory.

The originality of our study lies on a hybrid approach of redundant systems
for driving inattention integrated by an arbitration and shared control system
based on FIS techniques. The system will take into account the state of the
driver, the system, and the external environment, to assess the level of con-
trol and responsibility that each decision-maker should have and to delegate or
retrieve control smoothly toward the ADS or the human driver. This develop-
ment is part of the ongoing work in the PRYSTINE (Programmable Systems for
Intelligence in Automobiles) project [6].

2 Research Context

As long as vehicle technology will not provide full automation, their design should
always take into consideration a combination of both vehicle and human driver
capabilities, cooperating during decision-making, and specifically sharing the
driving task at the control level (humans and machines drive together).

In current concepts and early implementations of semi-automated vehicles,
the human remains the primary driver and the vehicle intervenes only in a dan-
gerous situation. However, the trend is to convey more authority to the machine
agent, allowing the driver to temporarily turn away the attention from the driv-
ing task which becomes secondary. This means that drivers do not have to con-
stantly monitor the traffic anymore, but to take back the control in case of
danger, for example in case of system limitations.

Given the necessity of bringing the driver into the loop whenever necessary, a
constant driver distraction monitoring is crucial to allow a smooth and safe tran-
sition between the human and the autonomous driving, to retrieve control from
the driver in case of high distraction level, or to perform a successful takeover
in case of ADS failure and geofence area limits.

2.1 Inattentive Driving State

Dong et al. [2] proposed a categorization of inattention in two groups of inat-
tentive driving behaviors: distraction defined as “a diversion of attention away
from activities critical for safe driving toward a competing activity” and fatigue
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which refers to a combination of symptoms such as impaired performance and a
subjective feeling of drowsiness.

Distraction: Distraction may be characterized as any activity that takes the
driver’s attention away from the task of driving and can cause or contribute to
crashes. Thus, it needs to be monitored during the driving task or in takeover
requests (e.g., when the ADS is unable to proceed in autonomous mode).

Fatigue: Regarding fatigue, the European Transport Safety Council (ETSC)
states that “concerns the inability or disinclination to continue an activity gener-
ally because the activity has been going on for too long” . It is possible to identify
different types of fatigue. The most dangerous mental state for driving behavior
is the central nervous fatigue which leads to drowsiness and sleepiness and may
increase the probability of accident and failure in the driver takeover control pro-
cess. The state of drowsiness is progressive and variable, but the ETSC defines
four levels of sleepiness which indicate a diverse amount of drowsiness, each level
can last for a certain lapse of time and precede the onset of sleep as followed [1]:

– Completely awake;
– Moderate sleepiness;
– Severe sleepiness;
– Sleep.

2.2 Inattention Monitoring Methodologies

In the literature different methodologies for driver inattention detection are
present. In general, they can be summarized in five categories [2,3]:

– Subjective report measures: consist of a self-reported questionnaire of
evaluation of the mental state or workload while driving.

– Biological measures: these methodologies have been used to detect driv-
ing inattention and include EEG, ECG, EOG, and sEMG; these signals are
collected through electrodes in contact with the skin of the driver.

– Physical measures: head-position, head-pose, eyes-movement, and respi-
ratory signal of the driver are commonly used for distraction detection.

– Driving performance measures: A change in the mental state often induce
a change in driving performance.

– Hybrid measures: integration of multiple of the above methods to provide
more reliable solutions

3 Our Approach: System Architecture and
Implementation

In this paper, we present the data-fusion approach of driver’s behaviors and
external conditions data to enable the development of a co-driver agent, which
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will be able to cooperate and interact with the human driver in manual and auto-
mated modalities. The detection of driver’s condition will be performed merging
the classification of the cognitive (distraction and drowsiness) and behavioral
state (what s/he is doing), using Deep Neural Networks approach to analyze the
images inside the vehicle and the driving performance data. The arbitration mod-
ule that manages the decisional process, based on FIS and ANFIS techniques,
will re-plan in real-time the Level of Authority to provide optimal trajectories
(based on a trajectory planner with human compatible patterns).

The system will be tested on a simulator equipped with all the modules
described above. The architecture of the demonstrator is illustrated in Fig. 2.

Fig. 1. Proposed system conceptual architecture

To achieve so, we will equip a driving simulator with three different sys-
tems for inattention detection, able to detect the overall driver’s fitness to drive;
with an optimal trajectory planner based Nonlinear Model Predictive Control
(NMPC) [4] and an arbitration system that will integrate all these data to dis-
tribute in real-time the authority to each agent. Finally, a user-centered HMI,
based on visual, acoustic, and haptic feedback, will be developed to ensure ade-
quate communication, user acceptance, and cooperation between the parts.

3.1 Driver Inattention Monitoring

Drowsiness Detection System. The drowsiness monitoring system encom-
passes an IR HD camera and a Class 1 laser-pattern directly projected on the
driver’s chest [7]. The objective is that analyzing the pattern projected by the
laser, the infrared camera will be able to follow that cloud of points, track them,
and extract the trajectory of these points that are describing the breathing.

The respiratory effort extracted from the video signal is analyzed in real-time
with algorithms searching for patterns directly related to sleep onset stages in
driving performance situations. The algorithm able to extract the drowsiness
from the breathing signal is the TEDD algorithm [5]. We will track episodes as
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Fig. 2. Demonstrator architecture

apneas, yawns, and sight to assure the presence of drowsiness if it is the case.
The output of the system will be a 3 level output which categorizes the driver
in the states: (1) Awake, (2) Fatigued, (3) drowsy.

Distraction Detection System. As explained above, our approach is to create
a reliable ADS based on redundant data in order to guarantee a Fail-operational
systems. Two different methods of driver distraction detection are here applied:
physical monitoring and driving performance monitoring.

Physical Monitoring. On the one hand, we will infer the driver distraction
through physical data monitoring. This system will exploit a regular HD cam-
era positioned in the driving cabin in front of the driver and pointed at both
the driver head and the steering wheel. This system will be able to detect both
visual distraction (when the driver takes his/her eyes off the road) and manual
distraction (when the driver takes his/her hands off the wheel).

Driving Performance Monitoring. With regards to the distraction monitoring
method based on driving performance, our algorithm will process the signals
collected through both the Control Area Network (CAN) bus and the simulation
environment. These will include the standard deviation of the steering wheel
angle and the pedals pressure, as well as the position of the vehicle respect to
the external environment as the Lane position variability (SDLP).

3.2 Arbitration and Shared Control System

Our arbitration and shared control system will integrate the state of the vehicle
with the driver’s fitness to drive (distraction and drowsiness) constantly for
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any driving situation in a comprehensive ADS system which will function as
information, warning, and intervention manager.

The optimal functionality of a semi-autonomous vehicle hypothesized in this
study involves two main decision-makers: the driver and the automation. Hence,
the arbitration system will determine the level of authority for each at any time,
and will allow smooth transitions between the different automation levels.

The real-time estimation of the driver’s state and, at the same time, the
evaluation of the driving-related risk factors, are the parameters on which the
system assesses if it is necessary to intervene because of risky driver actions. If
the driver is not enabled to drive, then the automated system takes full control.

3.3 Visual, Acoustic and Haptic HMI

The information, after been processed by the arbitration system, will be com-
municated to the driver if it is necessary to warn them or if an action is required
from them (e.i., a takeover request). The system will provide visual, acoustic,
and haptic feedback depending on the ongoing specific case. The visual feedback
will be delivered through a screen mounted on the simulator which will func-
tion as vehicle’s dashboard, some warnings (depending on their urgency) will be
accompanied by an acoustic signal (e.i. a hard takeover request or an emergency
stop). In case of intervention’s need, as the arbitration control retrieves some
authority from the driver to change the vehicle trajectory, active force feedback
will be applied on the wheel as torque and will allow linking the message directly
at the action that needs to be performed (e.i. turn slightly to the right or left).

Fig. 3. System’s HMI visual prototype

3.4 Integrated ADS

In terms of the ADS which has the capability to take vehicle control to correct
or improve the driver response, the system provides a global control system that
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allows a combination of longitudinal and lateral control actions. For example, the
system can provide when required or needed: lane-keeping assistance and blind-
spot detection/ lane change assistance as lateral control; as well as Adaptive
Cruise Control and Automatic Emergency Braking as longitudinal controls.

4 Use Case for Testing

In terms of the ADS, which can take vehicle control to correct or improve the
driver response, the system provides a global control system that allows a com-
bination of longitudinal and lateral control actions. For example, the system
can provide when required or needed: lane-keeping assistance and blind-spot
detection/ lane change assistance, as lateral control; as well as Adaptive Cruise
Control and Automatic Emergency Braking as longitudinal controls.
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Selection of measurement method for detection of driver visual cognitive distraction:
a review. IEEE Access 5, 22844–22854 (2017)
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5. Rodŕıguez-Ib́ıez, N., Garćıa-González, M. A., Fernández-Chimeno, M., Ramos-
Castro, J: Drowsiness detection by thoracic effort signal analysis in real driving
environments. In 2011 Annual International Conference of the IEEE Engineering in
Medicine and Biology Society, pp. 6055–6058. IEEE August 2011

6. Druml, N., et al.: PRYSTINE-technical progress after year 1. In: 22nd Euromicro
Conference on Digital System Design (DSD), pp. 389–398 (2019)

7. Ficosa International SA. https://www.ficosa.com/es/productos/adas/somnoalert

http://www-nrd.nhtsa.dot.gov/Pubs/811366.pdf
https://www.ficosa.com/es/productos/adas/somnoalert


User Vocabulary Choices of the Voice
Commands for Controlling In-Vehicle

Navigation Systems

An-Che Chen(&), Meng-Syuan Li, Chih-Ying Lin, and Min-Cian Li

Ming Chi University of Technology, 24301 New Taipei City, Taiwan
anche@mail.mcut.edu.tw

Abstract. Voice control is becoming a popular technology for in-vehicle user
interactions. One of the primary design issues of voice control systems is the
accuracy of voice recognition. Providing a limited vocabulary set for user-
system interactions is known to be a viable strategy for enhancing the system
usability and user experience in voice interactions. From the human factors
perspective, the development of such a vocabulary set of voice commands for
system controls should be based on user intuitions rather than technical speci-
fications. Previous researches were mostly focusing on the recognition of
specifying trip destinations, less attention has been allocated on the overall
interface controls of in-vehicle navigation systems.
This study aims to preliminarily explore potential patterns of the vocabulary

choices of voice commands for in-vehicle navigation systems from the users’
perspective. Through a comprehensive market research, a set of 17 control
functions, such as map orientation, zooming, navigation-related information,
and general interface operations, of user interface interactions commonly used in
modern in-vehicle navigation systems was instrumented for our experiments.
Video clips showing the transitions of before-and-after scenario images for
every control function were presented and prompted to experimental participants
for their intuitions of the voice command vocabulary. All the intuitive voice
commands collected for each control function were sorted in patterns of word
cloud for further analysis. Post-experiment interviews were conducted for the
subjective evaluation of the easiness of prompting voice commands and the
possible reasons behind.
A total of 30 Mandarin-speaking subjects (19 males and 11 females) in

Taiwan with at least 2 years of driving experience voluntarily participated in our
experiment. A great discrepancy in the variety of vocabulary choices among
control functions was demonstrated in our analysis. As our data indicated, for
example, volume control functions (volume-up/-down/mute) are with the
vocabulary choices with the most consistent results among participants, while
the control functions regarding presenting detailed navigational information,
such as real-time traffic situations and nearby POIs, were the poorest. Subjective
preferences showed a slightly different pattern to the objective data in vocab-
ulary choices. Recommendations to the voice interface design for in-vehicle
navigation systems and future research venues are further discussed.

Keywords: Human factors � Command vocabulary � Voice control �
In-Vehicle navigation
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1 Introduction

For better driving experiences and safety, voice control has become a popular tech-
nology for in-vehicle user interactions. Despite voice control systems have some
advantages over the traditional visual-manual interfaces (Tijerina et al. 1998; Carter
and Graham 2000; Shutko et al. 2009), they still raise certain skeptical concerns
(Tijerina 2016). Most concerns of using an in-vehicle voice control system are toward
driving performance (Lee et al. 2001; Barón and Green 2006) and cognitive workload
or distraction (Engström et al. 2005; Garay-Vega et al. 2010; Strayer et al. 2013a, b;
Cooper et al. 2014; Niezgoda et al. 2015; Chang et al. 2017; and Simmons et al. 2017).

Voice control navigations can be error-prone tasks to drivers (Wu et al. 2015).
Recognition errors in voice control systems may interfere with driving performance
(Gellatly and Dingus 1998; McCallum et al. 2004; Kun et al. 2007). Low speech
recognition accuracy can induce greater variation in manual control performance in
driving (Kun et al. 2007). Delayed system response along with poor recognition
accuracy can be harmful to the driver’s cognitive resources (Gellatly and Dingus 1998;
Kun et al. 2007; Chang et al. 2017).

One of the primary design issues of such speech technology is the accuracy of voice
recognition (Savchenko and Savchenko 2015; Errattahi et al. 2018). Providing a lim-
ited keyword/vocabulary set with semantic relevance for user-system interactions is
known to be a viable strategy for enhancing the recognition accuracy (Wang and Sim
2013) and the system reliability in speech interactions (Kou et al. 2010). From the
human factors perspective, the development of such a vocabulary set of voice com-
mands for system controls is better to be based on user intuitions rather than technical
specifications. Previous researches were mostly focusing on the recognition of speci-
fying trip destinations (e.g., Wu et al. 2015; Chang et al. 2017; Simmons et al. 2017),
less attention has been allocated on the interface controls of in-vehicle navigation
systems. Therefore, for a better user experience, it is important to understand user
choices of command vocabulary for voice control navigation systems.

2 Method

This study aims to preliminarily explore potential patterns of the vocabulary choices of
voice commands for in-vehicle navigation systems from the users’ perspective.
Through a comprehensive market research, a set of 17 control functions, such as map
orientation (e.g., North-up vs. Heading-up), zooming, navigation-related information
(e.g., time/distance to destination or nearby POIs) and general interface operations
(e.g., volume or brightness control), of user interface interactions commonly used in
modern in-vehicle navigation systems was instrumented for our experiments.

In order not to mislead possible semantic intuitions of voice commands elicited by
experiment participants, text and oral instruction regarding the functionality of tested
controls were avoided. Instead, video clips showing the transitions of before-and-after
scenario images for every control function were presented and prompted to experi-
mental participants for their intuitions of the voice command vocabulary. Figure 1
shows examples of the transition images used in our experiment.
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The trials of all 17 control functions are repeated randomly for each participant to
minimize possible misunderstandings on the functionality illustrated. All the intuitive
voice commands collected for each control function on the second trial were sorted by
the words prompted and their frequencies. A popular tag cloud application – Word Art
– was then used for result demonstration and further analysis. Post-experiment inter-
views were conducted for subjective evaluation of the easiness in prompting voice
commands and the possible reasons behind.

3 Results and Discussion

A total of 30 Mandarin-speaking subjects (19 males and 11 females) in Taiwan with at
least 2 years of driving experience voluntarily participated in our experiment. Their
ages ranged from 21 to 55 and with the driving experience positively correlated.

Figure 2 shows the comparisons in the convergences of voice command phrases
used by experimental subjects in both trials. The quantitative measures of the horizontal
axis in the figure indicate the convergences of command phrasing, which are calculated
as the cumulative percentages of the top three command phrases used for the specific
control function. As shown in Fig. 2, the agreement in the command phrases used in
trial 2 is equal to or slightly higher than that of trial 1 for most of the voice control
functions in our experiment. It is interpreted as the better representative data in trial two
by this tendency of mild improvement in phrasing convergence between trials.

As Fig. 2 indicates, a great variance in phrase convergence was found among the
voice control functions in our experiment. It is obvious that the volume control
functions, i.e., volume-up, volume-down, and mute, are with the vocabulary choices
with the highest convergent results among control functions, all with the 3 main
phrases covered 100% cases at the second trials. For the control functions regarding
presenting pop-up detailed navigational information, such as 3D view of interchange
ramps, nearby points-of-interest (POIs), and the real-time traffic conditions, were the
poorest in terms of phrasing convergence, only 56% coverage by the top three phrases
reported.

Fig. 1. Examples of transition images for prompting voice commands
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The analysis of subjective evaluation to the easiness of phrasing voice commands
showed that 60% of experimental participants rated the volume control functions (i.e.,
volume-up/-down/mute) as the easiest, followed by map zooming functions (i.e., zoom-
in/-out) with 24% of ratings. The most difficult control functions to phrase a voice
command were map orientation controls (i.e., north-up/heading-up) rated by approxi-
mately one-third of our subjects, and the function of showing the 3D view of inter-
change ramps was next (10%). These subjective results showed only a slightly different
pattern to the objective data in vocabulary choices of actual experimental trials.

These collected voice command phrases were further tokenized into “keywords”,
which are typically as assemblies of two or three Chinese characters. These keywords
can be the vocabulary foundations for voice recognition. For each control function,
these tokenized keywords were processed through Word Art to visualize the formation
of vocabulary choices and their respective frequencies. For example, Fig. 3a, 3b, and
3c are the Word Art results of the voice control functions of volume-down, volume-up,
and mute, respectively. These three control functions are the top three functions with
the most consistent vocabulary choices among experimental participants, as shown in
Fig. 2. The word cloud results in Fig. 3 show similar patterns of keyword organization
with great concentrations. It is also obvious that Volume-up and Volume-down shared
the same major keyword “音量” (volume) for the voice commands in Mandarin, but
not with the function of Mute. Furthermore, when we put all the keywords choices of
these three control functions altogether into one word cloud, as shown in Fig. 4, a
collective vocabulary choice pattern with great concentration was also revealed for this
functionality category of volume controls.

Fig. 2. Convergences in voice command between subjects in two trials: the percentages of the
top 3 command phrases specified to all.
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The equivalent cloud patterns of Show-traffic-info, Show-routing-info, and Show-
nearby-POIs, which are the control functions with great variations in vocabulary
choices in our study, are demonstrated in Fig. 5 for comparison. Similarly, Fig. 6
shows the collective results of the three control functions in Fig. 5 since these three
functions are all under the functionality category of “detailed navigational information
pop-ups”. These cloud patterns show more diversity in vocabulary choices in indi-
vidual and collective results.

(a) Volume-down         (b)   Volume-up 

(c) Mute    

Fig. 3. The Word Art results for the keyword choices of the voice commands for volume
controls.

Fig. 4. The collective Word Art results for the three volume-control functions in Fig. 3.
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4 Conclusions

The primary purpose of this study is to preliminarily explore potential patterns of the
vocabulary choices of voice commands for in-vehicle navigation systems from the
users’ perspective. Through a set of lab experiments by eliciting intuitive voice com-
mands from subjects for the scenarios of controlling a navigational interface, a great
discrepancy in vocabulary choices among different control functions was revealed in
our analysis results. It is found that the volume control functions are with the vocab-
ulary choices with the highest convergent results among control functions, while the
control functions regarding presenting pop-up detailed navigational information were
the poorest in terms of phrasing convergence. The analysis of word cloud presentations
further demonstrates the details in vocabulary choice patterns for each individual
control function and the collective category. Subjective preferences showed a slightly
different pattern to the objective data in vocabulary choices.

(a) Show traffic info         (b)   Show nearby POIs 

(c) Show routing info 

Fig. 5. The Word Art results for the keyword choices of the voice commands for the three
control functions with great vocabulary diversity.

Fig. 6. The collective Word Art results for the three control functions in Fig. 5.
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The analysis scheme proposed in this study can provide a feasible methodology for
establishing preliminary vocabulary sets of voice commands of in-vehicle navigation
systems for a better user experience and system usability. It is also recommended that
future research efforts can be directed to the investigation on the learning effects
regarding instructions for vocabulary suggestion/training as well as the influences of
individual differences induced by system experiences.
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Abstract. In harbor navigation and berthing, maritime pilots are fac-
ing today many challenges such as high dense traffic, changing environ-
mental conditions and a lack of accurate information. In order to better
handle this situation, systems are needed that offer improved situation
awareness. This paper presents an Augmented Reality design concept for
Smart Glasses to support maritime pilots in berthing and port naviga-
tion. Unlike other approaches, the extended docking support does not
depend on ship-specific sensors, but benefits from a land-based infras-
tructure. To design the augmented berthing support for maritime pilots,
the Konect method is applied. Finally, preliminary designs which serve
as a basis for further research are provided in this paper.

Keywords: Augmented reality · Situation awareness · Support system

1 Introduction

Harbors are dense maritime traffic areas including ferries, large container vessels
and pleasure crafts. Therefore, extensive navigation skills and specific knowledge
about local navigation habits and constraints given by the environment (e.g. tide
dependent port access) or the infrastructure are required. Navigational decisions
often need to be taken in high workload situations caused by surrounding traf-
fic, obstacles or a limited view (i.e. fog). Maritime pilots support shipmasters
to navigate safely in such areas. While bulk carriers tend to become continu-
ously larger [9], their maneuvering get even more challenging [7]. Specifically,
maritime pilots need to adapt quickly to different vessel behaviors and changing
environmental conditions such as currents, wind, tidal changes, and surrounding
traffic.

This paper presents an Augmented Reality design concept for Smart Glasses
to support maritime port pilots to increase situational awareness for berthing
and port navigation in narrow passage situations. Different to other approaches
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the concept is vessel-agnostic and benefits from a shore-based sensor infrastruc-
ture instead of interfacing with vessel specific sensors. While the state-of-the-art
depends on tablet-based Portable Pilot Units (PPU) requiring pilots to focus on
a screen instead of observing the immediate ship environment [8], Smart Glasses
augment information within their current work context. We report about inter-
views we did with the pilots from German harbors and a hierarchical task anal-
ysis that we used to extract the most relevant information to derive the initial
design concept.

2 Related Work

In maritime sector, situation awareness is a key element to ensure safety in
safety-critical environments. Support systems for navigation safety control can
reduce human errors and support operators, e.g. maritime pilots, to assess dan-
gerous situations and to apply the right navigational decisions [11]. The usage
of Portable Pilot Units as a portable, mostly tablet-based system for maritime
pilots is state-of-the-art and well-accepted. A PPU shows a sea chart with an
updated position of the vessel and the movements of other vessels via an AIS
interface which enhances the awareness in the maritime domain [1,13]. However,
AIS lacks availability and ships not moving faster than 3 kn only receive updates
every 3 min [10]. For berthing support, where there is the need of high-accuracy
and real-time information, the AIS information is not enough. Therefore, mar-
itime pilots are relying mostly on their experiences. However, studies have shown
that most accidents are caused by decision errors which include the lack of sit-
uation awareness, e.g. caused by poor visibility [2]. They also have shown that
there is a high demand for support systems to reduce human errors [3].

Smart Glasses have been recently reported to support pilots’ situational
awareness by presenting relevant ship information retrieved from AIS data by
Wnorowski et al. [14]. Augmented Reality design concepts as proposed by Osten-
dorp et al. [5] presented initial ideas for berthing support through the usage of
Smart Glasses. However, these approaches depend on ship specific sensor sys-
tems that introduce high technical barriers as standards and ship interfaces are
often missing or proprietary. The AR approach, we are presenting in this paper,
is using a shore-based sensor system which is installed in the harbor infrastruc-
ture and aggregated by sensor fusion in order to be used by our Smart Glass
application. The advantage is that the system is vessel-agnostic and the mar-
itime pilots get the information needed for berthing directly inside their work
context.

3 Design Approach

In the following section, the approach to design the AR berthing support as well
as a description of the design itself is provided.
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3.1 Methodology

To design the augmented berthing support for maritime pilots, we applied the
Konect method [4,6]. The Konect method offers a systematic procedure to derive
information visualizations optimized for fast and accurate perception of critical
system states in the safety-critical domain. Here, the Konect method offers spe-
cial support to design user interfaces for monitoring tasks in which fast and
accurate perception of critical system states is necessary. The method offers
a procedure with 4 steps: The first step is the Information Determination. In
this step, the information to be shown on the user interface should be speci-
fied systematically. Therefore, interviews with actual users can be conducted to
specify their tasks and to establish which information is needed to perform these
tasks. As soon as the tasks and the information to be shown on the interface are
specified, the Konect idea box should be specified in the second step (Idea Box
Specification). In this idea box, the designer has to further specify why the user
needs an information (this is the so-called insight) e.g. does the user wants an
information as a quantitative value or does he or she just need to know that the
value is within the permitted limits and is not critical. Based on this insight the
Konect method offers different efficiency rankings of possible visualizations e.g.
to perceive a quantitative value a length is the most efficient visualization while
a color is most efficient for recognizing if a value is ok and not critical. In the
third step (Glyph Sketching), this idea box is used to sketch glyphs for the user
interface. In this regard, a glyph is a combined visual form integrating several
visual attributes in one visualization. The last step is the design composition. In
this step, the overall design is composed following specific rules. Details about
all steps and how these were applied to design the augmented berthing support
are described in the following subsections.

3.2 Information Determination

In the first step, we conducted two different interviews with maritime pilots.
These pilots came from two different Northern German ports: Cuxhaven and
Hamburg. They were interviewed on their work utilizing a semi-structured inter-
view guide. The guide was divided into “general activity”, “sensor based infor-
mation” and “possible scenarios with augmented reality”.
Based on the interviews, we specified a hierarchical task analysis (HTA). This
task analysis is shown in Fig. 1. A task analysis consists of an overall task that
is broken down into individual subtasks. It is important to ensure that the ful-
fillment of the individual subtasks together fulfill their overall task [12].

The task model deals with the berthing maneuver from the point of view of
the harbor pilot. T1, preparing the maneuver, is disregarded, as the focus is on
T2, executing the maneuver. Part of this task is on the one hand to observe the
vessel (T2.1) and on the other hand to keep an eye on the environmental condi-
tions (T2.2). Part of the ship observation is monitoring the speed (T.2.1.1), the
distance to the quay wall (T.2.1.2) and the current position (T2.1.3). Especially
for the speed and the distance to the quay wall, changes and absolute values
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Fig. 1. The task analysis.

are of importance. For the observation of environmental conditions (T2.2), wind
(T2.2.1), tide and current were identified as relevant information. Again, the
current value and changes are particularly relevant.

3.3 Idea Box

The information to be shown on the user interface for the berthing support can
be found on the lowest level of the previously described HTA (see Fig. 1). The
information is further specified in the Konect idea box shown in Fig. 2. After
specifying the insight for each information, Konect suggests different efficiency
rankings. The efficiency ranking acts as a basis for the derivation of a design for
the glyphs.

For information rapid changes of approach speed, distance to quay wall, wind
and flow as well as absolute approach speed from bow and stern, the distance
to quay, the absolute wind and the absolute flow with the insight perceive if
value is ok fast, color hue is the most efficient visualization. According to the
fast perception of the quantitative values for these parameters, a length is the
most efficient visual attribute. Lastly the direction of wind, flow and apporach
should be perceived as direction which is a pattern or structure. Edges/depth or
orientation at multiple scales are possible for visualizing this kind of information
most efficiently. The last column offers possibilities on how to combine the visual
attributes in one integrated visual form (a glyph). This is based on the gestalt
laws [6].

3.4 Glyph Sketching

Based on the idea box described in the previous subsection, we derived a design
for the glyphs. This is shown in Fig. 3. The design consists of two glyphs to
cluster the different information. While Glyph (a) shows all information related



Augmented Berthing Support for Maritime Pilots 557

Fig. 2. The Konect idea box.

to the docking, glyph (b) shows all environmental information. Each line shows
a unique parameter with its absolute value on the left side and rapid change
on the right side. The color red acts as a warning that a value changed rapidly
so that the pilot can react fast to these critical changes. In the glyph for the
docking information, the first two parameters are the approach speed from bow
and stern, the last two parameters are the distance from bow and stern to the
quay wall. In the glyph for the environmental information, the first parameter is
the wind with wind speed, rapid change of wind speed and the direction of the
wind shown by the arrow. The second parameter is the flow with speed, rapid
change and direction as well.

(a) (b)

Fig. 3. Glyph Sketching
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Fig. 4. The Konect AR design.

3.5 Design Composition

The last step is the design composition. The Konect method offers three guide-
lines to ensure that the overall design is fast and accurate perceivable and that
different visualizations do not interfere with each other. These guidelines are:

1. Consistency Use the same visual attribute for the same kind of insight
for similar important information elements.

2.1 Simplicity in shapes Choose simple shapes and visual forms, choose
non-accidental visual forms with regard to orientation.

2.2 Simplicity in colors Reduce colors that do not carry any information
besides structuring the interface.

For the design of the interface in step 3 (see Fig. 4), we followed these guide-
lines (e.g. used bars as consistent and simple shape) and reduced colors to the
neutral color of dark blue for all elements. Furthermore, we composed the glyphs
to the left and right top of the field of view so that the lower part is not occluded
and the maritime pilot is still able to assess his environment. For further work,
we also see the opportunity to integrate 3D objects, e.g. arrows, inside the envi-
ronment of the ship as shown in Fig. 4.
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4 Conclusion

In the underlying paper, we presented an AR design approach for the berthing
support of maritime pilots. We derived the design by applying the Konect
method. As part of the method, we conducted interviews with different pilots,
specified a hierarchical task analysis based on the interview results and derived
a first design. In the next steps, we will involve the maritime pilots again to
validate how far this design meets the requirements of the pilots.

Acknowledgments. The research received funding from the project SmartKai which
is funded by the German Federal Ministry of Transport and Digital Infrastructure.
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Abstract. Future oriented mobility solutions, based on digital technologies,
emphasize the need for digital and flexible urban infrastructure to give guidance
to users. In the case of automated mobility on-demand (AMoD) services high
user experience (UX) is essential for user acceptance. One of the main chal-
lenges is to enhance the user’s competence and information supply to overcome
the physical meeting problem of user and shared automated vehicle (SAV).
Hence, the need for the new concept of defined virtual ride access points
(RAP) derives. The objective of this study is to evaluate a first human-centered
RAP design prototype regarding usability and intuitiveness. By remotely
interviewing 18 participants of young age, residing in urban areas and with
experience in using ride-sharing services the authors show that already a first
RAP prototype was positively rated with regard to usability and intuitiveness.
So the mere existence of RAP presented with means of augmented reality has
the potential to improve UX of new urban mobility services. With his article the
authors seek to conceive guidelines for future digital human-centered AMoD
infrastructure.

Keywords: Shared automated vehicle � Mobility on demand � Ride access
point � User experience

1 Introduction

In times of an ever present discussion concerning climate change and metropolization,
a call for disruption towards more flexible and individual solutions for urban mobility is
more present than ever. Conventional forms of individual transportation show ineffi-
ciencies and reach their limits in terms of resource use, traffic congestions and air
pollution. With the use of digital technologies more sustainable forms of individual
urban mobility emerge, including demand responsive transport (DRT) services [1].
Future DRT solutions also emphasize the need for flexible and digital traffic hubs and
infrastructure, utilized by both private and public mobility providers in order to give
guidance to users [2]. The objective of this study is to evaluate an early stage human-
centered ride access point (RAP) design prototype and to conceive design guidelines
for digital human-centered DRT infrastructure.
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Dynamic ride-sharing services, like ride-hailing (in operation such as Uber) and
ride-pooling (in operation such as ViaVan) concepts, are likely to play a crucial role in
future urban mobility [3, 4]. On-demand transportation services have the ability to
decrease traffic and environmental impact. Especially in urban, densely populated areas
they leverage their potential due to higher contact rates which increases the overall
effectiveness of matching driver and rider [5, 6]. The projected impact of automated
vehicles (AV; SAE levels 4 & 5) is widely discussed and could increase both scope and
positive impact of on-demand mobility services [7–9].

Distler et al. [10] investigate user acceptance of automated mobility on-demand
(AMoD) and show the importance of positive perception and experienced effectiveness
of the service. Another key factor is the user’s need for important information in order
to feel competent with the shared automated vehicle (SAV). Especially information
regarding safety is crucial to the user but the pragmatic quality is considered essential
for high user experience (UX) [10, 11].

We assume that for AMoD not only the vehicle itself but also the accessibility of
the SAV might be an important factor for user acceptance and adaption. At present, the
user is given rather rudimental information about shuttle (e.g., plate number, vehicle
type), pick-up time and navigates to his/her pick-up location with a map-based solu-
tion. When arrived near the pick-up location the user is awaiting the shuttle and making
himself/herself noticed by the driver to get on board. Hansen et al. [12] point out the
importance of defined RAPs to face a physical meeting problem for rider and driver
when sharing a ride. Especially in the case of SAV this meeting problem could
intensify and decrease pragmatic quality of AMoD. Accordingly, the need to support
the user in identifying the exact pick-up location and corresponding SAV in chaotic
urban environment can be derived. With the use of state of the art technology, like
augmented reality (AR) solutions for smartphones, we try to overcome this meeting
problem by enhancing users’ competence, increase information supply and maximize
UX of AMoD.

In this paper the authors want to provide the reader with the first impressions on
how RAPs might be designed from a human-centered perspective, aiming to decrease
uncertainty and trigger positive experiences with a dynamic SAV service.

2 Method

This present paper is based on a qualitative research approach, enriched with quanti-
tative measurement methods. Research shows that the target group to most likely use
SAV and on-demand mobility services are young adults in urban areas. This is mainly
rooted in their experience with technology and their relationship with an individual
modality style [11]. To evaluate the prototype by the target group, participants were
preselected in this user-centered study. Participants ought to be between the ages of 20
to 40 years and have experience with the use of ride-sharing services. The sample
consists of eleven male and seven female participants (N = 18), between the ages of 21
and 36 years (M = 27.67; SD = 4.41). As 72% of the participants live in Berlin, 11%
in Hamburg and 16% in other large German cities, all reside in urban areas. All except
one participant are in possession of a driving license and all have experience in using
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on-demand ride-sharing services. All of the participants stated to use ride-sharing for
private reasons and 39% for job-related reasons. The most used ride-pooling service
was Berlin’s BerlKönig (80%; joint venture of Mercedes-Benz and ViaVan), followed
by Clevershuttle (37%; operates in Berlin, Munich, Leipzig and Dresden) and Volk-
swagen’s Moia (13%; operates in Hamburg and Hannover). Other used ride-pooling
services where AllygatorShuttle (7%) in Berlin and EcoBus (3%) (pilot project in rural
areas in Central Germany). Additionally, the participants mentioned to have used ride-
hailing services like Uber (33%), FreeNow (17%), Lyft (3%) and Grab (3%) before.
Overall, on-demand ride-sharing services are used not very frequently (more than a
couple of times a year, M = 2.77; SD = 0.81; using a 5-point Likert scale from
1 = “once” to 5 = “daily”) and none of the participants stated a daily use. All partic-
ipants knew AVs from the media and four participants have ridden in an AV before.
Nevertheless, overall interest in AVs was high (M = 4.00; SD = 0.68; using a 5-point
Likert scale from 1 = “not interested at all” to 5 = “highly interested”). The majority of
participants had at least some experience with virtual reality (VR) technology (77%),
61% experienced AR technology before and 11% had experienced neither. Technology
affinity of the participants can overall be described as high (M = 4.36; SD = 1.12)
using the standardized ATI questionnaire (six-point scale from “completely disagree”
to “completely agree”) [13].

A structured interview method was used to gain insights from on-demand ride-
sharing users about their information need when interacting with AMoD. Due to the
Covid-19 pandemic interviews were conducted online via video conferencing software,
enabling the participants to share their screen in order to control for standardized
procedure. Participants were able to follow the interview guideline, answers were
directly transcribed by the interviewer and interviews were recorded. The objective of
the interviews was to test and evaluate the early stage RAP design prototype regarding
usability, informational content and intuitiveness. This first prototype of a user-centered
design process was created by vehicle human-machine interface (HMI) experts during a
first brainstorming and design session at the German Aerospace Center, Braunschweig,
Germany. The aim of the brainstorming was to approximate how RAPs could meet the
users’ usability needs and hence promote UX of AMoD. The developed RAP concept
should provide users with the essential and meaningful information and intuitiveness so
that usability of SAVs can be maximized.

In the first step of the interviews, participants were introduced to the research
objective. After an open conversation about their typical use of on-demand ride-sharing
services they were told to imagine themselves into a concrete situation of utilizing
AMoD (using a SAV from a German large city main railway station to the city airport).
For immersive reasons the participants were presented with a video prototype, dis-
playing them a possible AR solution of a RAP. The video prototype shows the RAP
AR-design concept on a sidewalk in an urban environment, put in place with video
editing software. After the video experience a picture of the RAP prototype was pre-
sented to the participants, showing the same RAP AR-design concept in an urban VR
environment (Fig. 1). After demonstrating the design concept, the RAP prototype was
explained in detail to the participants, followed by an intuitiveness check for each
component. Measuring comprehensibility a 5-Point Likert Scale (from 1 = “not
comprehensible at all” to 5 = “very comprehensible”) was used. The RAP components
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are: 1) flagpole, 2) waiting area, 3) light beam, 4) shuttle identification. The first
component with the information “H” (referencing a German bus stop sign), “552”, “In
2 Min” and “nach Flughafen” (to the airport) covers the RAP with a shuttle number,
countdown for pick-up and destination. The second component shows a safe space and
the designated area to wait (green rectangle on the floor). The third component shows a
simulated light beam to associate the RAP with the corresponding shuttle. Fourth, a
green rectangle above the shuttle serves as identification and displays the shuttle
number (“552”) and destination (“Ziel: Flughafen” – destination airport).

Subsequently, participants were asked to fill in the standardized user experience
questionnaire (UEQ) with 26 randomized items to evaluate the design concept
regarding UX [14]. The overall user experience is divided into six subscales. Attrac-
tiveness gives an overall impression and measures whether users like or dislike the
product. Perspicuity, Efficiency and Dependability evaluate the pragmatic (goal-
oriented) quality of a product. Perspicuity indicates how easy it is to get familiar with a
product. Whether users can solve their tasks easily is shown in the Efficiency scale.
Dependability indicates whether the user feels in control of the interaction with the
product. In contrast, hedonic (not goal-oriented) quality can be evaluated by Stimu-
lation, which measures whether the use of a product is exciting, and Novelty, which
indicates the creativeness and whether the product catches users’ interest. In order to
evaluate the RAP-prototype by positive and negative impact on UX, each of the 26
UEQ-items was transformed so that scales range from −3 (= horribly bad) to +3
(= extremely good). Scale values from −0.8 to 0.8 are considered neutral.

3 Results

As the participants stated to use ride-sharing largely in private circumstances, the most
frequent use case in this survey was going to or coming home from leisure activities
(e.g., cultural events, meeting with friends) during the evening or at night (n = 11).

Fig. 1. RAP prototype evaluated by participants.
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Mainly a poor connection of public transportation (PT) (especially during the late
hours; n = 10), convenience (n = 5) and a faster travel time in comparison to PT
(n = 5) are the reasons for using an on-demand ride-sharing service. Six participants
favor on-demand ride-sharing over traditional taxi service because of lower fares for
similar travel time. Four participants preferably use on-demand ride-sharing when
travelling with friends as a group. Two participants stated to use ride-sharing due to
feeling unsafe when using PT at night.

Overall, participants stated a positive understandability of the RAP prototype (see
Table 1). All components were evaluated positively and received “very comprehensi-
ble” rating at least once. Especially component 2 (waiting area; M = 4.56; SD = 0.92)
and component 4 (shuttle identification; M = 4.67; SD = 0.77) received very high
ratings in terms of comprehensibility. Component 1 (flagpole; M = 4.47; SD = 0.79)
did not receive any negative ratings (Min = 3). Although component 3 (light beam;
M = 4.11; SD = 1.13) was on average comprehensible for the users, it was rated “not
comprehensible at all” by one participant. The prototype overall shows a high mean
rating in comprehensibility (M = 4.45; SD = 0.24), indicating high intuitiveness for the
participants, hence potential improvement of UX when using AMoD.

Before analyzing the results of the UEQ [14] participants’ answers were analyzed
for inconsistencies. If a participant shows 3 scales in which answer distributions of
items differ >3 between the best and the worst, it can be suggested that participants did
not answer all items seriously. Analysis shows that none of the 18 participants’ answers
indicate inconsistencies.

Analysis of Cronbach’s Alpha for internal consistency of the used scales shows that
Attractiveness (a = 0.83), Stimulation (a = 0.90), Novelty (a = 0.95) and Perspicuity
(a = 0.76) are acceptable to very consistent and hence can be interpreted. Low values
of internal consistency can be seen in Dependability (a = 0.36) and Efficiency
(a = 0.28). One reason for the low alpha values can be the small sample size (N = 18).
The most probable reason for these inconsistencies might be that the items belonging to
these scales were not fully referable to the shown prototype. Both Dependability and
Efficiency capture goal related data, e.g., whether the users can solve their tasks without
unnecessary effort. In this present case the users had no specific task to solve but rather
an observing experience with the prototype. Efficiency shows four participants with

Table 1. Comprehensibility of RAP Prototype (1 = “not comprehensible at all” to 5 = “very
comprehensible”)

Component Comprehensibility
Min Max M SD

1) Flagpole 3 5 4.47 0.79
2) Waiting area 2 5 4.56 0.92
3) Light beam 1 5 4.11 1.13
4) Shuttle identification 2 5 4.67 0.77
Overall prototype 4.45 0.24
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outliers in their answer distribution. In particular item no. 9 (slow/fast; M = 1.06;
SD = 1.26) shows inconsistencies as nine participants rated it either highly positive or
highly negative, indicating that the item was confusing to some participants. Addi-
tionally, other items of Efficiency were rated significantly more positive (mean values
ranging from 1.61 to 2.11). Dependability shows three participants with outliers. Hence
scales Efficiency and Dependability, and overall pragmatic quality of the prototype
should be interpreted carefully.

Figure 2 shows the results of each scale of the UEQ with error bars at the 95%-
probability confidence interval.

Overall, the results show that the RAP prototype gives a good initial impression to
the participants (Attractiveness: M = 1.35; SD = 0.81). Users seem to like the proto-
type even though it is still an early stage design concept in the development process of
a RAP. Especially the pragmatic quality (score = 1.69; SD = 0.19) of the prototype
seems already to meet the users’ information needs and requirements regarding con-
ciseness very well. Although limited in their significance, Efficiency (M = 1.61;
SD = 0.62) and Dependability (M = 1.56; SD = 0.65) show positive results and
indicate that uncertainty is reduced and users are not overwhelmed. Perspicuity
(M = 1.92; SD = 0.79) shows very positive results which leads to the conclusion that
the design concept is very easy to understand and gives orientation to the user. The
hedonic quality (score = 0.96; SD = 0.22) on the other hand shows room for
improvement of the prototype. Stimulation (M = 1.11; SD = 1.16) was evaluated
positively, which shows that the users are excited using the prototype. In terms of
creativity and innovativeness the RAP design achieves a neutral score as Novelty
(M = 0.81; SD = 1.26) indicates.

1.35

1.92

1.61

1.56

1.11

0.81

-3 -2 -1 0 1 2 3

Attractiveness

Perspicuity

Efficiency

Dependability

Stimulation

Novelty

Mean values 
with 95% confidence interval

UEQ-scales

Fig. 2. Participants’ mean ratings regarding the user experience questionnaire (UEQ) scales.
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4 Conclusion

The results of the prototype evaluation show that the first RAP design concept already
enhances the user’s competence and gives useful support overcoming the meeting
problem when accessing SAVs. Especially its good pragmatic quality reveals the RAPs
potential to increase UX and acceptance of AMoD. These results build on prior studies
[10]. The improved information supply with means of AR-technology and high intu-
itiveness of the RAP concept are strong indicators that future research should inves-
tigate a broader AMoD experience and not only focus on the AV itself. Low scores in
hedonic quality of the prototype are acceptable at this early stage of development
because an appealing design was not the goal of this study. Nevertheless, as hedonic
quality contributes to overall UX this part shouldn’t be left out in future research. In
order to achieve a more valid understanding of the prototype’s UX a larger sample size
is required. Another limitation of this study is the low fidelity of this first prototype.
Nevertheless, in terms of intuitiveness it can be noticed that the presented early stage
prototype already received very good ratings. Noticeably, flagpole, waiting area and
shuttle identification can be considered as the core components, giving the user most
guidance. The light beam component shows room for improvement despite good
comprehensibility. These results could serve as a starting point for further RAP design
concepts. Concluding, the presented prototype provides a good basis for further HMI
design research in the field of digital AMoD infrastructure.

Introducing the mere concept of RAPs for DRT services to users led to curiosity
and positive feedback regarding acceptance. With these findings, further research to
enhance the user’s information supply with virtual infrastructure for mobility services
is identified. This first investigation of a RAP design was conducted with users who are
considered early adopters. Future research should involve other user groups, e.g.,
elderly, to give perspective on requirements for intuitiveness and UX. Putting the
results into a nutshell, this study succeeds in giving first guidelines about how to design
digital AMoD infrastructure with a human-centered approach.

Acknowledgements. This Project has received funding from the German Federal Ministry of
Transport and Digital Infrastructure.
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Abstract. Cooperation is a key in the group or team work to accomplish a
mission successfully.
It is a critical factor to establish good relationships between humans and

artefact systems as a group or team. In other words, cooperative work is one of
important part to design current complex systems. It is important to understand
the details of the basic functions, roles and their tasks in the system, in order to
design more reliable interfaces and training programs for team cooperative
work. Distributed cognition is an effective approach for understanding the
interactions across the cooperative condition in a system.
In this research, we attempted to apply a method based on distributed cog-

nition to analyze the activity that takes place in cooperative work. Distributed
cognition analysis makes explicit the dependencies between humans and arte-
facts by examining the transformation and propagation of information through
various forms of representations. We focus on aerodrome operators’ work
(aerodrome flight information services) as a case study of cooperative work.

Keywords: Cooperative work � Distributed cognition � Human modeling

1 Introduction

There are various forms of cooperative work, such as human-human or human-
machines. Therefore, it can be said that “cooperation” is an important interactive
perspective that should be considered in most situations in order to achieve goals in the
system of modern society. In other words, good team cooperation can improve system
performance, reliability and stability of it. However, it has not yet been understood well
compared with individual cognitive processes. Because, these are complex and have
complicated information flow. Analyzing interaction in a team and formalizing the
cooperative processes and relations must be useful for designing systems that required
high reliability and safety. Therefore, in this research, we tried to analyze interactive
process of the system and formalizing the process of cooperation based on distributed
cognition. As a case study, we analyzed a remote aerodrome flight information services
for a small airport.
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2 Approach of Distributed Cognition

In order to analyze cooperative work, it is necessary to focus on the interactive activity
between human and artefacts in the team. Distributed cognition is a method of analysis
that serves as a framework for understanding interactions between humans and artefacts
such as machines in order to instruct the design of interactive systems [1]. Distributed
cognition is an effective approach for analyzing cooperative work process from a
cognitive perspective. The interaction of individuals with different levels of knowledge
and skills, as well as artefacts within the system, allows them to come together as a
single resource to accomplish their assigned tasks.

Distributed cognition analysis reveals dependencies between human actors and
artefacts by examining the transformation and propagation of information through
various forms of representation. Distributed cognition is based on the idea that the
concept of cognition is not limited to individuals, but can be applied to an ensemble of
distributed individuals and artefacts [2]. The interaction of individuals with different
levels of knowledge and skills, and artefacts in the system allows them to come
together as a single resource to accomplish their assigned tasks. The concept applied to
cognition is the same as for distributed cognition, but it covers the interactions between
a large number of individuals and technological devices, or “agents.” Cognitive sys-
tems can be described using different units of analysis, allowing some systems to
subsume others. This enables the examination of different interacting elements: from an
individual with a single set of tools, to groups of individuals interacting with each other
and a number of tools [3]. Information is represented by media of the cognitive system,
including internal representations (personal memory) and external representations.
A cognitive activity within a system are considered computationally, which are pos-
sible through the propagation and/or transformation of representational state of infor-
mation between agents between different media. These propagations form a traceable
trajectory of information from the initial input to the system to the final output.
Assuming these trajectories form a stable pattern, an observable and modifiable
“cognitive architecture” is revealed. In other words, the focus in distributed cognition is
on how information is represented, transformed, and distributed through the individual
and represented forms. The main advantage of adopting a distributed cognition
approach is that information processing within the system of interacting individuals and
artefacts can be directly observable. Through observation, we can deepen our under-
standing of information processing, which may lead to more effective system design.
This ability to observe information processing differs from the traditional view of
cognition.

3 Case Study

3.1 Domain

In this study, we considered how to apply for analyzing the cooperative work process
in the remote Aerodrome Flight Information Service (AFIS) as a case study.
Remote AFIS is a kind of air traffic service for providing information that is needed to
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fly aircraft such as weather information, delivering departure clearance, approach
clearance, and so on at the small airport. In the remote AFIS operation, an operator
provides flight information to the pilot from the Flight Service Centre (FSC) remotely.
Remote operation is expected to make up service level more efficiently. However,
current systems also have traffic volume limitation from safety perspective. To improve
traffic capacity and applying this service to larger size airport which has more traffic
volume while keeping safety and efficiency as for future systems, the systems need to
be more optimized for operators’ working position.

In remote AFIS operation, it is necessary to understand the role and the character of
operators as users for modelling team cooperative process initially to design a future
system.

3.2 Setting of Remote AFIS Work

Here we show the observation of Remote AIFS work. We observed that there are some
specific features in the work of Remote AFIS, in particular, the basis of work is
prediction and instruction to secure and maintain a safe traffic situation. An AIFS
operator normally provides information to the aircraft pilot for taking off or landing
airport, and to coordinate clearance information with air traffic controllers. In remote
AFIS operation, an operator gives information to the pilots from FSC through radio
communication. An operator normally use the remote AFIS systems which consist of
radar (Aircraft Position Display Unit: APDU), weather information, airport monitoring
remote control camera, flight information display. He/she decides an appropriate timing
to send advisory information to the aircraft pilot by the system. An operator usually
checks the condition of airport and monitoring traffic situation. When aircraft is taking
off or landing, he/she provides appropriate information to the aircraft for keeping safety
traffic condition. Their work process is typically working process. However, it needs to
provide interactively among an operator, aircraft pilots and adjacent air traffic con-
trollers in the appropriate timing. Therefore, it can be said “cooperative”.

Current Japanese remote AFIS systems are consisted of some functions such as
weather information including wind, radar display, radio communication, Pan-Tilt-
Zoom camera, flight plan list, airport information and so on (Fig. 1). The operator
handles those system functions for providing information.

As cooperative process, an AFIS operator frequently monitor displays of sup-
porting systems, and carry out tasks while exchanging information with them. The
context of situation is analyzed based on the activity data which were recorded.
Therefore, we think analysis of distributed cognition is an effective method to under-
stand the behaviour of actors, environmental conditions of workplaces, and information
flow including interaction in collaborative work from cognitive systems perspective
[4].

3.3 Analyzing Interaction with Aircraft Pilots

AFIS operator’s work consists of verbal communication with pilots and air traffic
controllers and interaction with the tools of the support system to acquire information
which need for operational work. The operator can acquire necessary information by
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doing physical interaction with the work support system according to the situation, and
by monitoring the situation of the system. In addition, the system is used as well as
when an operator carries out tasks in accordance with the situation/event in takeoff or
landing phases. On the other hand, when an operator carries out his/her tasks, initial
contact from the pilot can be an event-trigger for a series of task processes from the
analysis. For example, when an airplane contacts for landing, the operator starts tasks
to provide information of runway conditions, weather and situation of traffic infor-
mation which are needed for landing. In case of takeoff situation, although the content
of the task is different from the case of landing, we confirmed that “initial contact”
triggered the task execution in the series of tasks. In that sense, it is important in the
cooperative process to correctly understand the contents of the verbal communication,
and to collect information according to the situation in order to be carried out the task
properly. We can understood that AFIS operator is constantly monitoring and using the
support system to prepare for task execution so as to keep the operational work process
even if the frequent verbal communication occurs.

3.4 Analyzing Interaction with Cooperative Systems/Functions

We recognized that the current system displayed lots of information on the screens and
update most of information automatically. The operator advised airport information
such a weather and airport condition to the aircraft pilot. The procedure of providing
information to aircraft for taking off or landing is defined typical and fixed work
process. Especially, the task of camera controlling is important in their working process
due to check the airport condition.

Figure 2 shows the details of current system structure. The system interfaces
consists of 5 displays mainly. An operator normally check aircraft flight schedule on
the Flight Information Handling Systems: FIHS panel. He/she also inputs actual
landing or departure time to the FIHS. ITV (Industrial Television) monitor provides the
view of airport instead of airport tower. ITV provides zoom-up view instead of
binocular and panorama view on the screen. Weather Receiving Unit: WRU shows the
weather information. This system indicates wind direction and force information. An

Fig. 1. Operator’s working position in Remote AFIS.
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operator sends those wind parameters to the aircraft pilot. Aircraft Positioning Display
Unit: APDU displays radar information. Radar system provides flying aircraft position
around the airport. MPID is multi-purpose information display that can provide doc-
umentation or static information such as air route, airport map, and so on.

From the observation of real operational work, Table 1 shows the frequency of the
usage of interfaces during 80 min in operator working position. From the analysis, we
considered these 5 displays were divided into 2 types. One is mainly existing physi-
cally interaction to the system interfaces for inputting and change functions. These
interaction are shown in FIHS and ITV from analysis. Another is mainly monitoring
activity to get information and rare occurring physical interactions to the system
interfaces. On the other hand, we could understand the displays which mainly moni-
toring usages have also key roles in their work. For example, an operator uses the ITV
monitor to estimate the timing of next activity from observing the aircraft situation. In
that case, if he/she could see “passenger boarding” through the ITV display, an
operator can expect to contact from pilot for staring taking off preparation from the
monitoring task.

Fig. 2. Current Interface Component of Remote AFIS in Japan

Table 1. Frequency of Touch-usage (physical interaction)

Functions name Numbers of use
Arrival Departure

FIHS 86 59
ITV 57 71
WRU 1 10
APDU 1 8
MPID 6 0
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As described above, the analysis shows that two characteristics exist in the system.
One is a system function with many physical interactions, and the other is a function
which is often used only for monitoring. For example, when considering a layout
design, such results are useful for integrating interfaces and optimizing functional
layout for a system having a lot of physical interactions and a system in which mon-
itoring is mainly used.

Further, as shown in Fig. 3, by analyzing the interaction, it is possible to represent
the network connection and the relation between the agents with operator. The
thickness of the connecting line represents the frequency of interaction. From this
figure, all of artefacts in this figure interact only with the operator. It can also be seen
that the structure of the information flow of the system is simple. Because, there is no
network between other agents except for connection with the operator. On the other
hand, if various agents interact with each other are occurred, the relationship between
agents and the strength of the connection can be represented in a network diagram. It is
an effective description technique for considering the relationship in a cooperative
system. For example, it is useful for understanding the structure of interactions in tasks
process of cooperative work.

4 Summary

We introduced the idea of a practical technique based on distribute cognition to
understand cooperative work. Distributed cognition is a useful perspective to adopt
when analyzing the interaction among a team of individuals and artefacts. We showed a
case study of analysis as a simple cooperative process. However, the approach gen-
erates significant levels of data, which require a substantial amount of time to analyze.
We will continue to develop framework for understanding the complex cooperative
work as a future work.

Fig. 3. Agent network of interaction
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Abstract. By evaluating user experience (UX) with an integrated transportation
mobile application, called GoPyeongChang, which was developed for 2018
Winter Olympic and Paralympic Winter Games in South Korea (see Fig. 1), this
study aims to provide insights into how the advanced networked technology
could be utilized for future, global, mega events. The GoPyeongChang mobile
application was primarily designed to help users from different nationalities
navigate through the public transportation services they could opt for while
attending the mega sports event. This mobile application integrated trans-
portation information to provide international users the ability to navigate Korea
using any combination of available transportation systems information (e.g., a
shared car system, public transportations information) in four languages (i.e.,
Korean, English, Chinese, and Japanese). The application allowing users to
purchase tickets using the in-app payment system. However, challenges inte-
grating with local based mobile application services, (e.g., phone number-based
identification system) was inevitable, and foreign visitors had to suffer from
difficulties in using the application due to unfamiliarity with local services and
the applications UI hierarchy. Despite these difficulties, this case study sur-
prisingly found that the GoPyeoungChang has contributed to forging global
users’ positive attitude toward the site and the mega sports event through the
mediating role of trust. This effect extended to the positive evaluation of the
image of host country. Based on the findings, we attempted to provide an
explanation for the experiential process through which the integrated trans-
portation application was successfully adopted by non-local users who attended
the mega sport event.

Keywords: User experience � Mobile as a service � Transportation interface
first section
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1 Introduction

This study investigated the factors that could lead international travelers and users to
adopt an integrated transportation system (i.e., the GoPyeoungChang mobile applica-
tion). Such systems are also known as Mobility as a Service (MaaS) [1–3]. MaaS has
emerged as a term for denoting mobility information technology as it integrates various
information technologies such as transportation services, infrastructures for traffic, and
passenger information based on cloud computing and networks. Currently, the MaaS
Alliance, which is formed in Finland and being used in the UK provides integrated
transportation information services. This service considers itself as “a public-private
partnership to creating a common approach to MaaS [4]”.

The MaaS Alliance is aimed at building a single integrated mobility service
application by providing diverse transportation options through a single payment
channel and by connecting users with infrastructures, drivers, vehicles, transport ser-
vice providers, and mobility service providers. Similar to the MaaS Alliance, the
GoPyeongChang Winter Olympic Official application integrated transportation
infrastructures (e.g., the high-speed train called, KTX; road/rail networks; sharing car
system) with multiple public transport service providers (e.g., bus companies, subway,
taxis) to provide easier access via integrated digital services. The GoPyeungChang app
services include the road construction/pavements, road/rail networks, and the
departure/destination information. All different services were gathered by a platform.
The vendor provides the Application Programming Interface (API) platform services
and directions from Location A (departure) to B (destination). Through this service, the
several available modes of transportation can be calculated and provided. They also
provide a distance matrix API, which computes the travel distances and durations
between multiple departures and destinations, by collecting information from available
transportation modes (e.g., bus, train, taxi, carpool, shuttle bus, rental car, and driving).
Also, the MaaS connects each different level of service platforms. It may create
usability problems.

1.1 Determinants of MaaS Acceptance

Within the information communication technology (ICT) scholarship the Technology
Acceptance Model (TAM) is Participants used widely to explain possible determinants
that could influence the acceptance of emerging technologies [5, 6]. While much
attention has been previously paid to the role of Perceived Ease of Use (PEOU) and
Perceived Usefulness (PU) [7]. Habib et al. suggest that perceived trust could play a
critical role as a new facilitator in the context of cloud computing systems [8].

Guided by the extended technology acceptance model [9], this study examines how
perceived trust, together with PEOU and PU, will play a role in affecting MaaS
acceptance. In addition, this study examines how trust might extend to more favorable
attitudes toward South Korea and the Winter Olympic game, considering that trust is
interconnected with attributes of brand image improvement [10].
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Previously, the extended TAM has been applied to seek out other determinants of
technology acceptance, i.e., trust, prior experience, attitude [9], context [9, 11], com-
puter playfulness and perceived enjoyment [12]. Similar studies have suggested other
possible factors that could play a role as determinants of the acceptance of emerging
technologies, such as speed, navigability, content, interactivity, response time, per-
sonalization, intuitiveness, and attractive visual interface elements [12]. Given that
individual differences in technology usage (e.g., prior technology experiences, topic
relevance), may moderate the acceptance of a technology [13], this study measured and
statistically controlled for all three different prior experiences such as technology usage,
and pre-existing attitude toward the S. Korea and Olympic Games [9]. Generally, ICT
scholarship demonstrates the vital relationship between the technological attributes of
the services and consumer trust in e-vendor [9]. Specifically, Gefen et al. examined the
role of trust in e-commerce because consumers are often reluctant to provide their
transaction information and personal data to e-vendors, i.e., cloud computing infras-
tructure. [6, 9, 14]. The interactivity and download speed are the keys to increasing
trust in technology. These factors could increase the intention to accept the technology.

Attitudes and Perception Improvement with Trust in Technology. Trust is an
antecedent that plays a dominant role in influencing consumer behaviors, especially in
online shopping contexts [15]. The usage of cloud computing service and the purchase of
online shopping are based on virtual network and virtual online shopping mall, which are
all digitized. In this respect, trust can be the most decisive factor that could influence
consumers’ intention to purchase an itemor use online services.Gefen et al., examined the
association between trust and technology acceptance in an e-commerce context, while
reviewing the conceptualization and the operationalizations of trust, andmeasuring how it
emerges in e-commerce contexts [9]. Based on related work in commerce and trust
studies, they suggested that trust is comprised offour different elements: 1) a set of specific
beliefs: integrity, benevolence, and ability; 2) a general belief, also known as trusting
intentions; 3) affect related trust; 4) a combination of three elements. In the same research,
they adopted the notion of “a set of specific beliefs,” which are known as “integrity,”
“benevolence,” and “ability,”This notion separates trust and actual behavioral intentions,
which is consistent with the theoretical foundation of TAM.

Fig. 1. GoPyeongChang App: The official transport app for the PyeongChang 2018 Olympic
and Paralympic Winter Games (Left) Developed Persona for this case study: Sean hasn’t been in
S.Korea nor Olympic games before but interested in K pop and culture. (Right)
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According to McKnight et al., the structural assurances could be the cues of safety
nets and guarantees: the Better Business Bureau’s seal (http://www.bbb.com/), explicit
privacy policy statements, a 1–800 number, or affiliations with respected companies
[16]. Such an application of warranting cues in the e-commerce setting can increase
perceived feeling of trust. To put it clearly, such cues might motivate users to build
trust on services in e-commerce. Therefore, the integration between public trans-
portation, commerce rental car company, and individual transportation networks can
potentially interplay in enhancing the structural and institution-based trust and this may
eventually contribute to the formation of trust on the MaaS.

2 Method

2.1 Participants

In order to control for users’ previous experiences, the UX with GoPyeongChang, the
integrated services as a one app was evaluated by US population who had not previ-
ously attended Olympic games or experienced Naver Maps (i.e., the dominant map
service app in S. Korea). A total of 26 participants (male = 5 and female = 21) were
recruited at a University located on the West Coast in the U.S. Most of the participants
reported previous experiences with mobile transportation applications such as Uber
and/or Lyft. All participants’ first language was English. In addition, all participants
were experience in the use of the Google Map mobile application, which provides
geographical information for navigation.

2.2 Procedure

Before participants experience the GoPyeongChang application, we had them finish the
pre-survey questionnaire which asked their attitude toward the Winter Olympic, brand
image towards Korea, Korean culture, and products of S. Korea. The main usability test
included 5 tasks (See Table 1) Detailed instruction for each of the five tasks were
provided during the experiment. After completing the 7 tasks (see left), a post-survey
was given to the participants.

2.3 Measurement

The items from Media Technology Usage and Attitude scale (MTUAs) were used to
measure users’ app usage behavior. To control for participants’ attitude toward the
Winter Olympics, which can be another predictor of TAM, we developed some items
to check their attitude toward the Olympics. For scales of PEOU, PU, attitudes of the
system, evaluation of the technology, and behavioral intention, we adopted the items
from the TAM measurement, including Trust. The pre and post-attitude toward S.
Korea, as well as familiarity with and intention to visit S. Korea, were also measured.
All the information in regard to the descriptive statistics, internal consistency reliability
of measures, are presented in Table 1. The Cronbach’s alpha was used to check the
internal consistency reliability. Most of the measurements’ reliability was 0.6 or higher,
which is an acceptable level.
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Data Analysis. The individual data were recorded and analyzed using the Morae
software which is automated usability test tool. The behavioral data were analyzed with
other coders.

3 Results

FINDINGS 1: UI Design Problem Found from UX Usability Test
The behavioral data commonly showed the following results:

• User guide was difficult to find
• The main screen has overloaded information and hidden the features e.g., two

menus (see Fig. 3)
• Participants could not tell that grayed out buttons were clickable (see Fig. 4)
• There was no beginning tutorial to help one get comfortable with the system,

resulting in confusion and annoyance (see Fig. 4)

The results of usability test were in line with the behavioral data. Users have
reported that GoPyeongChang is not comfortable to use and it was hard to complete the
tasks (see Fig. 5 and 6) (Fig. 2).

Table 1. Tasks for MaaS usability test.

Tasks Content

1. Check the daily event
schedule

Find today’s competition and look for the place and the time for
figure skating game *Able to find the page that has the schedule?
Able to identify the place the game will be held?

2. Set the destination
and departure

Set your current location as “Shinhan Museum” and destination
location as “Pyeongchang Olympic Stadium.” Select your
departure time as February 27 at 11 am. *Able to find the
“direction” without help? Able to differentiate current location
and destination

3. Find the route With Public transportation, choose the route that uses least
amount of time to reach the destination or choose the route cost
least amount of money. *Able to make route change? Able to
change transportation option freely?

4. Reserve a train ticket For the same route that was given, find the designated route that
allows you to reserve a train ticket. *Able to find the reservation
button for the train?

5. Use the Naver map
navigation

Click on the Naver map button and use the same route that was
given. Observe the route and start the route. *Able to head back to
the main page easily
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Fig. 4. Survey Responses-Averaged number of users describing how they feel on a scale of 1 to 7

Fig. 2. Problem Found: The duplicated menu was embedded in the main page.

Fig. 3. Possible solutions for UI Design (1) Having the user guide pop up the first time the app
is downloaded would be immensely helpful to everyone using the app and (2) Any buttons that
are not clickable should be any color other than gray.
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FINDINGS 2: MaaS Acceptance While Comparing Attitude Change and Survey Data
analysis the path model has suggested that while the foreign participants evaluated Go
PyeongChang’s user experience as causing some confusion and hard to learn, the app
might induce positive user perceptions on S. Korea. The usability evaluation of app
was relatively low (See Fig. 4, most of the average points) while the emotion report
shows relevantly better, mostly above 5 points (See Fig. 5). After comparing the results
from pre-and post-survey, the path model has suggested that while the foreign par-
ticipants evaluated Go PyeongChang’s user experience as causing some confusion and
hard to learn, the app might induce positive user perceptions on S. Korea.

4 Discussion

The mega sport event is a chance to show host country’s technological advancement.
The current case study found that the experiencing integrated transportation app,
GoPyeongChang may improves the users’ attitude towards a country, in this case S.
Korea. In addition, the government driven technology improves users’ trust of the
technology including app and system. This government context makes users feel secure
enough to share their credit card information and willing to use the application, even if
they evaluate the app UX negatively and feel uncomfortable to use the app. As a result
of the case study, we identified the problems of user interfaces which creates confusion
and difficulties thus, we suggested possible UI solution. Also, the survey results show
that the integration of a private and public transportation and transaction system, which
relate with trust by showing government logo or Olympic signage, is appealing to the
users and increases the intention to make the transaction through MaaS Application.
A number of trust antecedents have been identified, namely: cognition-based [17],
knowledge-based [9], and institution-based trust [18]. MaaS and the extended TAM
with trust can be based on cognition-based and institution-based trust. Cognition-based
trust is formed through categorization [19]. The categorization progress occurs while
accessing a person’s trustworthiness based on the stereotypes or without first-hand

Fig. 5. Visualized Emotional Response from average number of users rating the emotions they
felt on a scale of 1 to 10
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information [20]. Generally, a different form of trust is built on first impressions [21]
With high-quality information, e.g., completeness of design, helps to reduce the
uncertainty and risk regarding the transaction.

Fig. 6. MaaS acceptance mediating trust: the ease of used doesn’t lead to purchase intention but
the trust leads to purchase intention. (PLS analysis was used to validate the proposed model. We
used the WarpPLS 6.0 software for the validation of our model. PLS analysis allows the testing
of the causal relationship between variables and also allows the assessment of the combined
hypotheses in one operation model with several hypotheses. In addition, this method also allows
to test the validity of constructs in latent variables (Chin 1998, Gefen et al. 2000). The reliability
and validity of the measurement were assessed with the SPSS software. Finally, the combined
hypothesis with one path model was assessed using the WarpPLS 6.0 software.)
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At a global level, loyalty to a brand, service, or product is known as an important
factor that predicts the formation trust on brand [22]. Loyalty is closely related to
purchasing behaviors [23]. When the service provides transaction service through
technology (e.g., e-commerce), trust in technology can be understood as an attribute of
loyalty, and this could also lead to purchasing behaviors. Institution-based trust affects
a buyer’s perception, which is in-effect for “third-party institutional mechanism” [9].

Limitation. This study has some limitations while the path modeling shows many
potential implications with trust and technology acceptance tendency by controlling
preexisting conditions. The data were acquired from college students in USA. Thus, to
extend this study the population should be expanded. Also, the path model is needed to
be tested several times to show generalizability. For the future study, we need to choose
other MaaS type of services and test with larger population.

Implication. A practical implication of this study is that emphasizing structural- and
institution-based trust on MaaS type of service can increase the penetration rate of the
technology, e.g., emphasizing cues of government driven or networks between public
transportation and trustworthy private corporations or emphasizing on embedded high
technology of constructs in latent variables (Chin 1998, Gefen et al. 2000).
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Abstract. The introduction of highly and fully automated vehicles (SAE levels
4 and 5) will change the drivers’ role from an active driver to a more passive on-
board user. Due to this shift of control, secondary tasks may become primary
tasks. The question that arises is how much information needs to be conveyed
via an internal Human-Machine Interface (iHMI) to fulfill users’ information
requirements. Previous research on iHMI regarding lower automation levels has
shown that user require different information respectively. The present study
focuses on how users’ information requirements change for highly automated
driving (SAE level 4) when the on-board user is distracted with a secondary task
opposed to when the user is non-distracted. Twelve participants experienced
different driving conditions and were asked to rate their attention distributions to
other traffic participants. Results show clearly that users rated their attention
distribution to other traffic participants significantly lower in automated dis-
tracted mode compared to automated non-distracted mode and manual driving.
Furthermore, the question of users’ information requirements was translated into
iHMI design preferences. For this purpose, four different iHMI prototypes based
on a 360° LED light-band communicating via color-coded interaction design,
which proved to work well for lower levels, were evaluated regarding the
information richness level sufficient for users for highly automated driving (SAE
level 4). Results show that the sufficient information richness level is conditional
upon gender. Implications for future research and applied issues will be
discussed.

Keywords: Highly automated driving � Internal HMI � Intelligent HMI � User-
centered design

1 Introduction

The development of automated vehicles (AV) will change the roads of tomorrow and
will shift the drivers’ role from an active driver to a more passive on-board user [1]. In
conditional automation (SAE level 3), the driver needs to be able to take control over
the vehicle as soon as the driving system reaches its limits, whereas in higher
automation levels (SAE level 4 & 5), the on-board user will be more or less decoupled
from the driving task [2]. Due to this shift of control, the task of vehicle control will
become increasingly irrelevant for the on-board user and secondary tasks may become
primary tasks [3]. Therefore, possible consequences for the on-board user needs to be
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considered, e.g., the increasing allowance to execute non-driving related activities
(NDRA) [4].

The question that arises is how much information needs to be transmitted by a
vehicle’s on-board or so-called internal Human-Machine Interface (iHMI) to meet
users’ information requirements. An iHMI serves as communication channel between
the vehicle and the on-board user ensuring a well-working collaboration by transmit-
ting sufficient information about the vehicle’s behaviors (e.g., driving mode) playing a
key role for the driver’s trust in automation [3, 5]. Latest research on iHMI design
focusing on lower automation levels (until SAE level 3) has shown that information
supporting the monitoring process becomes more relevant compared to information
that is necessary for executing the driving task [6]. So far, there has been little research
as to what extent the on-board users’ information requirements will change in terms of
higher automation levels (SAE level 4 & 5). Therefore, the present study focuses
especially on the change of on-board users’ information requirements for highly
automated driving (SAE level 4).

When translating users’ information requirements into design preferences in terms
of iHMI, former research shows promising results by using the peripheral vision of the
driver as iHMI modality. The presentation of information via a LED light-band showed
great potential even in lower levels of automation [7–9]. However, since the tasks of
the driver and her or his information requirements in higher automation level, the
interaction strategies need to change as well. Even if no driving related task remains at
the on-board user, the interaction between her or him and the AV stays important since
the information communicated by the iHMI plays a key role regarding acceptance and
trust in AV [10]. Since the on-board user does not need to perform any safety critical
system interventions, a certain level of unobtrusive information could be enough to
gain the transparency of the AV. Therefore, besides the investigation of users’ infor-
mation requirements for highly automated driving, the present study focuses on the
desired information richness levels for a LED light-band iHMI design.

2 Users’ Information Requirements (Part 1)

In part 1, the present study investigates the on-board users’ information requirements
for highly automated driving (SAE level 4). Therefore, the attention distributions to
interacting traffic participants when driving in different levels of automation, i.e.,
manual and highly automated driving (SAE level 0 & SAE level 4) is in focus.
Furthermore, the study investigates the changes in attention distributions when the on-
board user of a highly automated vehicle is distracted and occupied with NDRA
opposed to when the user is non-distracted.

2.1 Method

A qualitative in-depth interview using a within-subject design was conducted by twelve
participants (six female) with ages between 23 and 75 years (M = 48.00; SD = 23.90).
In a fixed-base driving simulator, all participants experienced three driving conditions
(manual driving, highly automated driving being non-distracted, highly automated
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driving being distracted) in an urban left-turn scenario. The selected scenario was a
video recording of a partially signalized left-turn intersection at Kastanienallee in
Braunschweig, Lower Saxony (Germany). All participants possessed a valid German
driver’s license and were familiar with the selected scenario since they had experienced
the exact intersection in real life before. The participants’ affinity for technology was
rated M = 4.75 (SD = 0.80) on a 6-point scale (from “completely disagree” to
“completely agree”) with the ATI questionnaire [11]. The participants received an
expense allowance of 10 € per hour. The complete experiment was recorded on video
for later reference with participants’ consents.

The purpose of the study was explained and consent forms were signed by the
participants. The participants were asked to take a seat in a fixed-based driving sim-
ulator consisting of two projection displays positioned in front and on the left of the on-
board user. A 360° LED light-band was in the interior of the driving simulator com-
municating via a color-coded interaction design. A blue LED light-band means the car
is driving in a highly automated mode and white LED light-band means the car is in
manual mode. Firstly, the participants saw a pre-recorded video from the driver’s
perspective of the left-turn scenario for one minute. During the video, the participants
were instructed to keep their hands on the wheel to imagine manual driving. After this,
the participants were provided with a snapshot of the left-turn scenario based on a
segmentation approach [12] and were asked to rate their attention distribution to other
traffic participants on a 7-point Likert scale (from 0 = “not important” to 7 = “im-
portant”). After this, to experience highly automated driving, the participants drove in
highly automated mode on a preselected route in a virtual environment two times. The
first run was non-distracted. The second run was distracted, which means the partici-
pant performed a secondary task, i.e., reading a magazine while driving in the AV.
After both simulation runs, the participants were provided again with the snapshot of
the left-turn scenario based on a segmentation approach [12]. They were asked to
imagine driving in an AV for both runs (being non-distracted vs. being distracted) and
to rate their attention distribution to other traffic participants on a 7-point Likert scale
(from 0 = “not important” to 7 = “important”).

2.2 Results

The participants’ attention distributions given to other traffic participants were cate-
gorized into three types:

• Type 1: Other traffic participants with direct interaction
• Type 2: Other traffic participants with indirect interaction
• Type 3: Environment surrounding the traffic situation

In Fig. 1, the mean attention for type 1 to 3 for all three driving conditions (manual
driving, highly automated driving being non-distracted, highly automated driving being
distracted) are shown.

For manual driving, type 1 traffic was rated highest, i.e., vehicles M = 6.75
(SD = 0.62) and cyclists M = 6.61 (SD = 0.88). Moreover, type 2 traffic was rated
with M = 4.27 (SD = 0.70). Type 3 was rated as not important. During highly auto-
mated driving being non-distracted, type 1 vehicles were rated M = 1.83 (SD = 0.65)
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and type 1 cyclists with M = 1.25 (SD = 0.51). Type 2 traffic scored M = 1.63
(SD = 0.66). Type 3 was rated with M = 0.17 (SD = 0.17). Moreover, for highly
automated driving being distracted, type 1 vehicles scored M = 1.00 (SD = 1.28) and
type 1 cyclists were rated with M = 0.33 (SD = 0.65). Type 2 traffic was rated
M = 0.08 (SD = 0.29) and type 3 M = 0.58 (SD = 0.39).

Non-parametric Friedman tests were used for analyzing the data due to violated
normal distributions. Results show that the mean attention differ significantly between
the three driving conditions for type 1, i.e., for vehicles (v2(2) = 22.29, p = .00) and
cyclists (v2(2) = 21.33, p = .00) and type 2 traffic (v2(2) = 15.94, p= .00). Post-hoc
Dunn-Bonferroni tests showed that the mean attention for type 1 vehicles is signifi-
cantly higher for manual driving compared to highly automated driving being non-
distracted (z = 4.19, p = .00) and highly automated driving being distracted (z = 3.16,

Fig. 1. Driver’s subjectively rated (0–7) mean attention given to other traffic participants for
manual driving (at the top) vs. automated driving being non-distracted (mid) vs. automated
driving being distracted (bottom).
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p = .01) with showing the highest attention for manual driving and the lowest attention
for highly automated driving being distracted. The same effect is found for type 1
cyclists and type 2 traffic (p < .05).

3 Internal HMI Design Evaluation (Part 2)

In part 2, the users’ information requirements were translated into design preferences in
terms of an iHMI. Therefore, four paper-pencil iHMI prototypes using a 360° LED
light-band as key modality for human-machine interaction were presented and evalu-
ated focusing on the users’ desired information richness levels.

3.1 Method

Participants experienced the second part of the study right after the first part on the
same day. Therefore, the same sample as in part 1 was used (see Sect. 2.1). Four
different iHMI prototypes (paper-pencil) using a 360° LED light-band were presented
on a computer screen to the participants. The iHMI prototypes describe different levels
of information richness with a color-coded interaction design (Fig. 2).

Richness level 1 consists of head-down-display (HDD) including speedometer and
the LED light-band giving information about the actual driving mode (automated vs.
not automated). The dark blue colored LED light-band indicates that the AV is in
highly automated mode (SAE level 4). The information available to the user increases
with higher information richness levels. Richness level 2 consists of the richness level 1
information plus the perception of other traffic participants by the AV (e.g., pedestrian
in the direct path of the vehicle). An additional light blue colored bar on the LED light-
band (directly under the object in the environment) states that a traffic participant was
detected, e.g., a pedestrian. Additional to the previous described information, richness
level 3 includes the intention of the AV, i.e., the next maneuver (e.g., braking) which is
displayed via a red colored bar on the LED light-band. Additionally, richness level 4
consists of the path, i.e., the next trajectory of the AV which is conveyed via a green
colored bar on the LED light-band. After the presentation of the iHMI prototypes,

Fig. 2. Different information richness levels for an AV’s LED light-band iHMI design.
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participants were asked to state the sufficient information richness level for iHMI LED
light-band regarding automated non-distracted and automated distracted mode so that
they feel well-informed.

3.2 Results

For the iHMI design evaluation, four different information richness levels for a LED
light-band were evaluated regarding the information richness level sufficient for users
(see Fig. 3).

For automated being non-distracted driving, 33% found richness level 1 and 17%
richness level 2 sufficient. Furthermore, 25% require richness level 3 and 25% richness
level 4. In automated being distracted driving, 33% rate the richness level 1 and 17%
the richness level 2 as sufficient information richness level. 42% of the participants
stated richness level 3 and 8% richness level 4 to be sufficient (Fig. 4).

4 Discussion

In this study a qualitative in-depth interview was conducted to get a deeper insight into
on-board users’ information requirements for highly automated driving (SAE level 4).
Regarding the users’ attention distributions to other traffic participants, results show
clearly that users rated their attention distribution to other traffic participants

Fig. 3. For users sufficient information richness level for iHMI LED light-band (automated
being non-distracted vs. automated being distracted).

Fig. 4. Sufficient information richness level for male (M) and female (F) participants for iHMI
LED light-band (automated being non-distracted vs. automated being distracted).
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significantly lower during distracted mode opposed to not being distracted and espe-
cially in comparison with manual driving. It becomes evident that traffic participants in
direct and indirect interaction that were given a high rating during manual driving are
no longer as important for the user during highly automated driving being distracted.
The results are consistent with previous findings for lower automation levels (until SAE
level 3) which show that users require different information regarding different
automation level [7]. Based on individual statements by the participants, it was noted
that children and to some extend cyclists are of great importance due to their sometimes
unpredictable behavior especially during manual driving. Due to the fact that children
are not included in the stimulus material of this study, it is necessary to particularly
consider other road users, e.g., children, requiring special attention in further research.

Referring to the users’ desired information in terms of an LED light-band iHMI,
results show that when driving highly automated, 33% of the participants found the
lowest information level to be sufficient that just indicates automated driving mode
being active in terms of ensuring the user’s mode awareness. 17% found level 2 in both
conditions (non-distracted vs. distracted) sufficient. But in the distracted scenario, 42%
of the participants require a higher information richness level 3 compared to 25% (non-
distracted). Only 8% of the participants required the highest information richness level
4 (distracted) vs. 25% (non-distracted). So they did not want to be informed about the
AV’s path in the distracted condition. Here participants stated that they just want to be
well-informed in case of any critical interaction so that they quickly can gain a min-
imum of situation awareness. A closer look shows that users’ desired information
richness levels are especially conditional upon gender. Whereas male preferences were
towards lower information richness levels, i.e., 67% found just level 1 sufficient for
both conditions, female preferences were towards higher information richness levels so
that they felt well-informed by the automation. This might be discussed in terms of
trust in automation. So maybe a longer contact of female participants might have
created higher trust in automation. The use of paper-pencil prototypes can be seen as a
limitation and therefore, more realistic prototypes and simulations with the possibility
to experience the AV’s driving dynamics providing additional information to the user
should be used in future research. Overall, the findings can be seen as a first outlook on
how users’ on-board information requirements will change during highly automated
driving (SAE level 4) and how these information requirements can be translated into
design preferences in terms of an iHMI LED light-band.
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Abstract. More and more studies in automotive research and development are
conducting user-centered development in the emerging field of external human-
machine interfaces (eHMI) in virtual reality (VR). As time, cost and risk are
decreasing with progressively affordable sophisticated VR technologies,
researchers have shifted to virtual testing. Within this context, they use a variety
of methods and technologies to develop new designs but so far little examina-
tion has been done towards validity of virtualization and description of the
technical setup. As level of immersion is one of the current pillars in VR and
technology evolves rapidly, study setups differ a lot in recent years, resulting in
poorer comparability. In this paper, our goal is to review the current generation
of VR studies in automotive eHMI development and extract in the sense of a
lessons-learned approach best practices with regard to their VR setup. For that,
we assessed a total of six current studies published between 2017 and April
2020 in automotive eHMI development to extract lessons learned from study
designs and virtualization setups. We took a look at hardware and software used
as well as study procedure. The results allow us to find useful conclusions on
automotive eHMI development practices in VR.

Keywords: Virtual Reality (VR) � external Human-Machine Interface
(eHMI) � Review � User-centered design � HMI development

1 Introduction

Towards multi-modal user-centered human-machine interfaces (HMI) in automotive
research and development, it is essential to consider the user in early stages. Multi-
modality includes visual, auditive and haptic stimuli during development.

These HMIs are designed, e.g. to direct and enable users to understand important
information faster and act properly in relevant situations. A good HMI conveys con-
fidence and trust to the user, therefore needs comprehensive testing to be used on a
larger scale. However, testing is a resourceful component as well as time, money and
labor consuming. Adding the higher risks of testing on open roads and the difficulty to
replicate trials, industry and science has shifted to more advanced and safer ways to
build experiments.

Within this context, virtual reality (VR) has been a common tool in the automotive
sector to design, develop and evaluate new external HMI (eHMI) since the 1990s with
Cave Automatic Virtual Environment (CAVE) [1]. Since then, designers and test
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architects have been able to test human-centered user interaction in a risk-free envi-
ronment while showing prototypes in early development stages. Today’s hardware with
advanced and fast multi-processors is able to output high-resolution stereoscopic 3D-
rendered images on small head-mounted display (HMD) with additional auditive and
haptic feedback. These components help bringing a more immersive experience to the
user and setting up a new environment detached from the physical world while being
more efficient, smaller and less expensive than its predecessor.

Using VR reduces development time and cost but also comes with new challenges
to build real-world-like scenarios. Instead of creating a potentially dangerous situation
and compromising safety, users may sit in a laboratory perceiving auditive signals to
immerse into an virtual world. Different approaches have been described to conduct
automotive eHMI development in such environments but with little analysis of the
overall setup.

To extract important key points and common practices, we are going to take a
closer look at automotive eHMI development procedures in VR and compare experi-
mental hands-on practices. Our analysis is based on the implementation and execution
of the evaluations published in each paper. For that, we are going to take a closer look
in our paper on VR simulation key points that need to be taken into account.

2 Concept of Immersion and Interactivity

To foster authentic feedback in VR, an environment has to be created to trigger realistic
user perception and reaction. Walsh and Pawlowski [2] worked out a set of dimensions
for VR user experience (UX) in information system research based on cumulative
literature review. With multiple studies supporting the same pillars [2, 4], we will use
this as our concept reference and concentrate on immersion and interactivity as being
largely responsible for VR experience and the well-being of users [3]. The two
dimensions will be our main focus when assessing the studies to point out strengths and
weaknesses.

Immersion is the degree of isolation from the real world, i.e., from multi-modal
stimuli according to Slater and Wilbur [5]. Unlike the subjective feel of presence inside
VR, immersion corresponds to the objective stimuli put onto the users’ sense to gen-
erate the degree of immersion. The more we are disconnected from the real world the
more we feel immersed into the virtual world. The level of immersion is a product of
visual, audio and haptic input or output. In 1992, Steuer assessed the field of immersion
and placed breadth (varieties of sense, i.e., visual, audio, haptics) and depth (e.g.,
frequency, resolution, field of view (FOV), detail) as the key factor for an immersive
experience [6]. Common practices uses devices to shield physical environmental input
and overlay virtual ones [6]. To assess the objective stimuli onto study participants, we
are going to take a look at the hardware setup and 3D environment contributing to the
immersion.

Interactivity refers to how the user can modify and interact with the objects and
environments of VR. Interaction can be done using a variety of input devices like hand-
held motion controller, steering wheel or other sensor inputs. On one hand, it enables
user interaction and direct feedback while on the other hand it amplifies the feel of
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presence. To map interactivity to HMI development, we assess the tools used to
generate such interactivity.

3 Automotive HMI Development in VR

Previous studies addressed the concept of driver simulation and its design for near-
realistic UX, giving recommendations when creating a virtual automotive study [7–9],
i.e., high-fidelity setups and multi-modality for better immersion. Most studies agree on
the advantages of VR over conventional testing environments like risk reduction and
reproducibility and encourage to use VR for automotive development and early pro-
totyping [7, 9–11].

In 2019, Colley et al. [12] investigated seven automotive studies in VR using
simulation criteria derived from the discussion paper by Winter et al. [9]. They con-
cluded that the usage of HMD should be limited below one hour. Furthermore, the
researchers suggested more motion opportunities like actual walking and the presen-
tation of questionnaires within VR. They also pointed out to consider the design of
urban environment regarding sociocultural differences in VR to vary experimental
outcome. The conclusion will be taken into consideration while assessing our findings
in this review.

Hock et al. [13] proposed a checklist of eight points to consider in a driver sim-
ulation study. Considering our scope immersion and interactivity for eHMI, i.e., the
view point of traffic participants, we concentrate on two out of the eight points: 1)
simulator sickness (i.e., low motion speed, short VR exposure, for better readability we
will refer to this as continuous immersion) and 2) simulator training (some form of
familiarization for participants to get accustomed).

After defining our criteria to assess the goal of our study, the upcoming sections
will cover the study selection.

4 Paper Selection

To focus on more recent and more affordable HMD technology used, we considered for
a better comparison current studies from 2017 to currently April 2020. We identified a
total of six studies on automotive eHMI prototype evaluation in VR from our database
search (ACM Digital Library, IEEE, Scopus, Springer Verlag). Considering the
emerging field of research both of automotive eHMI in automated vehicles (AV) and
HMDs, The selected studies are only about eHMI development using modern HMDs
and study design in VR. The criteria allow us to give a valid and focused view for
comparison between all reviewed studies.

For the sake of simplicity, we assume that all studies used VR-ready hardware to
back up the computational power. Because of that, variations on computational hard-
ware will be neglected unless feedbacks reported some lag or technical issues. A more
detailed list of the study setup is shown in Table 1.
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5 Results

Now that we have our identified studies accumulated, we can assess the studies against
the background of VR dimensions [2] and simulation criteria [13].

Immersion: In terms of resolution and detail, the level of immersion created by the
3D engine and displayed onto the HMDs is mostly similar as depicted in all studies.
The studies showed a typical western urban environment from a pedestrian’s point of
view showing at least all relevant characteristics of a street (i.e., sideways, lane
markings) and some building structures. The lack of descripted devices used in [17] in
addition to an unspecified hardware failure makes this study in terms of hardware
specification difficult to compare. Aligned with user feedback across all studies, the
immersive experience can be described as positive. Since setups are not fully described
in detail (as shown in Table 1), we are summarizing the approximated setup as suffi-
cient in terms of FOV, refresh rate, resolution and level of detail. Sound was imple-
mented by [14, 16, 17] using audio environment with dynamical changes depending on
vehicle speed and distance. Two studies [15, 18] reported using headphones which can
be attributed to the integrated headphones of the HMD and may imply a sound
environment. In the after-study questionnaire by [14], participants attributed increased
immersion due to the combination of visualization and sound which is align with prior
research [5, 20]. Due to insufficient description, we cannot make a statement regarding
the sound environment in the other studies. Questionnaires are administered before and
after studies and therefore are not presented during VR sessions as suggested by [13].
However, considering the short duration of VR experience for users, we did not find
any immersion drawbacks or need to implement within-VR questionnaires.

Interactivity: Regarding locomotion, [14] allowed for a 9 � 3 m2, [19] for a
4 � 7 m2 area, resembling a road section where participants could move. Controllers
were used in [15, 16] to determine a movement decision by pressing a button on the

Table 1. Setup and procedure of eHMI development studies in VR

[15] Headphones
used

HTC VIVE @2160 � 1200 px,
90 Hz, 110° FOV,
near-realistic vehicle and
world physics, detailed 3D world

n/a Yes, one
test run for
each task

30–40 min. n/a

[16] Background
and vehicle
sound

Oculus Rift CVI @2160 �
1200 px, 90 Hz, 110° FOV,
detailed 3D world

Button
controller

n/a 30 min., divided
in 5 blocks with
2 min. breaks in
between

Increasing
discomfort
but low, no
abortion

[17] n/a n/a Gesture
recognition

Yes n/a Technical
issue

[18] Integrated
headphones

HTC VIVE Pro @2880 �
1200, 90 Hz, 110° FOV,
detailed 3D world

n/a Yes,
baseline
run

n/a n/a

[19] n/a HTC VIVE @2160 � 1200 px,
90 Hz, 110° FOV,
detailed 3D world

Motion
tracker

Yes, multi-
staged
virtual
lobby

40 min. No abortion,
no reported
discomfort
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motion controller. In the study by [17], participants used gestures to signal the AV to
stop. However, an unspecified technical problem occurred during the recognition which
limits the results. [18] did not offer any interactivity as the participants had to fill out a
survey to report their experience.

Simulator sickness: Questionnaires measuring the user’s well-being help
researchers to evaluate potential discomfort during their study. Conducted question-
naires to assess level of immersion and simulation sickness showed little to no dis-
comfort in user feedbacks [14, 16, 19]. Some participants experienced increased
discomfort [16] but no abortions were documented [14, 17, 19]. The time spent in the
VR was documented between 20 and 40 min which is within the recommended limits
stated by [13]. Differences in duration showed no significant changes across all iden-
tified studies.

Simulator training: Familiarization or warm-up period was given in almost every
study. So most researchers do practice some kind of user acclimation to the VR. [15]
suggested no longer than 30 min experiencing VR at a time, [19] conducted their study
within 40 min per participant and [16] recommended taking a break every 5 min. It is
shown that the learning curve helped users to get familiar and comfortable within VR.
Feedback on the VR experience and level of immersion therefore was reported posi-
tively and is in line with prior research.

Overall, all researchers concluded a positive experience with their VR setup,
praising the safe execution over real-life scenarios and confirmed to use it again.
Although slightly different in setup constellation, studies share similar HMD specifi-
cations. All setups provided a visual environment with currently common 3D engines
like Unity or Unreal Engine, providing potentially high-resolution images for the HMD
[15–19]. Conference Name: ACM Woodstock conference Conference Short Name:
WOODSTOCK’18 Conference Location: El Paso, Texas USA.

6 Discussion

Our goal was to assess studies in automotive eHMI development in VR to understand
and filter for common applications. The studies had some descriptive gaps, making it
difficult to understand certain setup structures as well as having a comprehensive view
on the study design. The lack of multi-modal immersive stimuli in [15, 17–19] makes it
challenging to compare immersion factors to other studies, especially when the differ-
ences in hardware use can be neglected. To our surprise, little effort was done to
stimulate more senses, i.e., embodiment or locomotion for a better feel of presence in
VR.

Besides multimodality, the analyzed studies seem to focus on ready-made and easy-
to-use hardware and software solutions. Since hardware and software available on the
market is still in an early product phase, it is hard to create a multimodal experience.
However, as described in Sects. 2 and 3, we would still suggest to take more senses into
consideration than just visual immersion to allow more reliable results and stable user
well-being during the assessment. Overall, we tackled different aspects of VR and
simulation structures and found frequent similarities between implementation and
theory.
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We do understand the lack of necessity to provide virtual interaction as studies
often concentrate on the premise of observing the decision-making of traffic partici-
pants choosing to cross a street or not. Because of that, most studies disabled loco-
motion or even a virtual body representation. This is align with the conclusion [13]
came to in their review study. Even without the need to take any action inside the VR,
based on studies like [16], we encourage more interactivity to increase participants’ UX
and give them a sense of presence through, e.g., walking or hand movement.

Regarding the simulation criteria, we found little to no drawback. Most studies
introduced a warm-up phase to get familiar with the VR. The extended familiarization
period presented in [19] showed a rewarding effort to lower feel of uncertainty and
discomfort which we believed can help inexperienced users in VR. The consideration
of sample was difficult to conclude as little was reported to show heterogeneity and
overall user profiles. As for our examination, we believe this might not be as relevant
for our paper as this study dimension has not produced abnormal study results and
participants were mostly selected randomly.

Considering our challenge to show eHMI evaluation done in VR, we came across
multiple limitations in our study: Firstly, it is important to point out that the automotive
eHMI studies found and considered in our review are mostly of visual nature, making
the perception of eHMIs highly dependent on visual input while auditive, haptic and
interactive factors mainly serve the purpose to increase level of immersion. Depending
on the assessing eHMI, auditive, haptic or interactive elements might be highlighted
more. In general, we would suggest future studies to further take multi-modal stimuli
into consideration to not only increase the feel of presence within a virtual situation but
also to emphasize genuine reaction. Secondly, most study designs were methods to
evaluate a specific eHMI design. Therefore, the validity is difficult to confirm or
disprove by just criticizing the VR setup. Furthermore, as new technological devices
reach the market, they become more accessible. Advanced VR interaction tools like VR
gloves or gait recognition are still limited in their usage and need more time to be tested
to reliably enhance virtual interactivity.

7 Conclusion

We assessed six different eHMI development VR setups against the background of VR
dimensions and simulation criteria recommended in research to gain a comprehensive
immersive experience for user studies. The scenarios built and setups made an overall
immersive and profound baseline to evaluate new eHMI designs and test users in near-
realistic environments. Towards our attempt to extract ideas and lessons learned, we
distilled the following recommendations:

– Let the user get familiar with the system and observe the user’s well-being during
the study to ensure reliable results;

– Build a near-realistic visual VR environment, backed up by a multi-modal envi-
ronment to enable better interactivity and proprioception within VR;

– Decide to use immersion factors depending on the evaluating eHMI;
– Document setup description precisely and mention factors contributing to the VR

experience of the user (i.e., hardware specification and study procedure).
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Overall, all studies in our review support the usage of VR as a promising addition
to early prototyping and they advocate the advantages of immersive virtual environ-
ments. Further studies are needed to provide a more in-depth look into eHMI-specific
traits when building a virtual test environment for participants. The results suggest a
high potential in future automotive eHMI development studies in VR with higher
immersion and better multi-hardware setups.
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Abstract. Driver assistance (DA) technologies pose challenges to the forma-
tion and maintenance of drivers’ mental models (i.e., understanding) of their
operation. The challenges can be overcome through consumer education,
training methods, and interface design strategies, but an understanding of how
mental models for DA technologies form and evolve is needed. Therefore, we
studied drivers’ experiences under extended real-world driving conditions for
the purpose of delineating their mental models of DA technologies. Participants
(n = 52) who recently purchased a vehicle with at least two DA technologies
were interviewed for approximately six months. Cluster analyses (hierarchical
and k-means) of data elements extracted from the interviews (e.g., ratings of
mental model complexity, accuracy of technology understanding, trust, per-
ceived usefulness, satisfaction) revealed five different types of learners of DA
technologies: expert, skilled, moderate, uninformed, and misinformed. This
paper reviews how mental model formation and evolution of DA technologies
vary across the five learner types. The results indicate that facilitating efficient
and appropriate mental model development could be enhanced by incorporating
variations in mental model formation and evolution in future consumer educa-
tion and design approaches.

Keywords: Drivers � Mental models � ADAS � Naturalistic � Consumer
education � HMI � Automated driving � Driver assistance

1 Introduction

Driver assistance (DA) technologies such as lane keeping assistance, adaptive cruise
control, and blind spot monitoring are becoming prevalent in newer vehicle models.
However, these systems might pose challenges to the formation and maintenance of a
drivers’ mental model (MM) of their operation. Potential challenges can be overcome
through consumer education, training methods, and interface design strategies, but a
deeper awareness of how MMs of DA technologies form and evolve may be an
important step in facilitating consumer apperception. In the current research we broadly
define a MM as a driver’s conceptualization of his or her vehicle’s systems, including
one’s understanding of the functional capabilities and limitations, one’s emotional
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valence towards the systems, and one’s perceptions about the usefulness and reliability
of these systems.

We conducted a series of longitudinal interviews for the purpose of delineating
drivers’ MMs of DA technologies. We hoped to identify and define the variations in
mental model formation and evolvement as drivers’ experience with the systems
increased. Note, while the findings presented herein are preliminary, we believe they
illustrate the breadth of variation in how users learn about their DA technologies and
could be used as inspiration for the execution of future research and analyses.

2 Method

Fifty-two participants who purchased a 2018–2019 vehicle with at least two DA
technologies (and who had never owned a vehicle with DA technologies before)
participated in the longitudinal study. Forty-seven participants enrolled within the first
month after purchasing their vehicle. Forty completed 9 interviews over the course of
their first 6–7 months of ownership while seven completed 5 interviews over
approximately 3 months. The remaining 5 participants enrolled when they had already
owned their vehicle from 8–60 weeks. They completed three interviews over the course
of approximately 4–7 weeks.

Every participant completed in-person interviews at the beginning and end of the
study. All other interviews were phone-based and occurred approximately every two
weeks. All interviews were recorded for later analysis. Intake questionnaires including
the Hoyle Brief Sensation Seeking Scale (assesses thrill-seeking and general disinhi-
bition), the Driver Behavior Questionnaire (assesses driving risk, errors, lapses, and
violations), and the Rotter Locus of Control (assesses internal vs. external locus of
control) were completed at the first interview [1–3]. During the last interview partic-
ipants completed an outtake questionnaire that assessed confidence in their knowledge
of their vehicle’s DA technologies, their feelings of importance in understanding how
the system works, perceptions of system intuitiveness/difficulty, and how much they
trusted their vehicle’s DA technologies.

The Van Der Laan Scale of System Acceptance was completed at the first and last
interview as a means to gain insight into participant’s perceived satisfaction and use-
fulness of their vehicle’s DA technologies [4]. Additional data extracted from both the
first and last interviews included researchers’ ratings (i.e., interpreted variables) that
were reduced using pre-defined criteria. For example, functional accuracy of capabil-
ities (see below) was rated high if participants had multiple correct statements, no
incorrect statements, and stated at least one limitation to system operation. In contrast,
functional accuracy was rated low if multiple incorrect statements, guesses, and vague
descriptions were provided. Interpreted ratings for the variables were analyzed for
interrater reliability, with the final set of interpreted variables all having an interclass
correlation of r = .6 or greater. The final six interpreted variables are considered to be
critical elements of drivers’ MMs and include:

• MM complexity (e.g., number of systems mentioned, detail and specificity provided
in descriptions)
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• Accuracy of technology understanding (e.g., types of sensors of technologies pre-
sent, how those systems work, details of interface, system logic)

• Functional accuracy of capabilities (e.g., systems capabilities and limitations,
enabling conditions)

• Emotional valence (e.g., overall emotional response to their safety system)
• Level of anthropomorphic orientation (e.g., extent that the participant describes

vehicle or safety assist system having human-like characteristics, emotion, mood, or
intellect)

• Level of mechanical orientation (e.g., extent that the participant describes their
vehicle or safety assist system as a machine or computer)

MM complexity, technology understanding, and functional accuracy were rated on
a 3-point scale of low, medium, and high. Emotional valence was assessed on a 5-point
scale from very negative to very positive. Anthropomorphic orientation and mechanical
orientation of the participants’ descriptions were rated on a 3-point scale of none, low,
and high.

For data collected at the first and last interviews only, a hierarchal cluster analysis
using the hclust function in R was used to determine the initial number of plausible
clusters: based on the clustering diagnostics, 5 clusters appeared to be the optimal
choice. A k-means cluster analysis (using the kmeans function in R) was then run to
divide participants into exactly 5 groups. For this analysis, two observations with
missing last interview data were dropped.

3 Results

Execution of the k-means cluster analysis resulted in clusters we labeled as expert,
skilled, moderate, uninformed, and misinformed learners (see Table 1). A description
of each learner type is provided below.

3.1 Experts

Expert learners exhibited a stable, highly complex mental model over time. In their first
interview, all experts were rated as having a high level of MM complexity, 90% had
high accuracy of technology understanding, and 70% had high functional accuracy. By

Table 1. Number of participants by learner/cluster type.

Learner Type N

Expert 10
Skilled 21
Moderate 9
Uninformed 7
Misinformed 5
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the last interview, 100% of participants in this cluster were rated as high in all three
categories (see Table 2).

Further, in their first and last interviews experts had the highest ratings of
mechanical orientation (80% and 90% respectively). Finally, experts self-reported a
high level of trust in their system (M = 8.8; see Fig. 1).

Table 2. Percentages of summary variables ratings within each cluster for the first and last
interviews.

Expert Skilled Moderate Uninformed Misinformed

Summary Variable First Last First Last First Last First Last First Last

Complexity: High 100 100 43 62 11 22 0 14 20 60

Complexity: Medium 0 0 57 33 78 78 14 14 20 0

Complexity: Low 0 0 0 5 11 0 86 71 60 40

Accuracy of
Technology: High

90 100 5 19 0 11 14 0 0 20

Accuracy of
Technology: Medium

10 0 57 57 89 78 0 71 80 60

Accuracy of
Technology: Low

0 0 38 24 11 11 86 29 20 20

Functional Accuracy:
High

70 100 14 52 44 44 0 14 40 60

Functional Accuracy:
Medium

30 0 86 48 56 56 43 71 60 20

Functional Accuracy:
Low

0 0 0 0 0 0 57 41 0 20

Emotional Valence:
Very Positive

60 50 76 71 11 0 14 14 20 0

Emotional Valence:
Somewhat Positive

40 50 24 29 89 89 29 57 80 80

Emotional Valence:
Neutral

0 0 0 0 0 11 43 29 0 0

Emotional Valence:
Somewhat Negative

0 0 0 0 0 0 14 0 0 20

Emotional Valence:
Very Negative

0 0 0 0 0 0 0 0 0 0

Anthropomorphic: High 40 50 14 24 33 22 43 0 20 20

Anthropomorphic: Low 40 40 71 71 56 44 29 86 80 60

Anthropomorphic: None 20 10 14 5 11 33 29 14 0 20

Mechanical: High 80 90 0 10 0 0 0 29 0 20

Mechanical: Low 20 10 33 57 22 33 43 43 40 0

Mechanical: None 0 0 67 33 78 67 57 29 60 80
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3.2 Skilled Learners

57% of skilled learners were rated as a having medium and 43% were rated as high
levels of MM complexity in the first interview. In the last interview, 33% of skilled
learners had medium while 62% had high MM complexity, which demonstrates this
cluster’s ability to learn over the course of the study. Similarly, high rating for function
accuracy of DA technology increased by 38% from first to last interview (see Table 1).
Finally, skilled learners had the highest ratings of satisfaction and usefulness for their
vehicle’s DA technologies at the last interview (see Figs. 2 and 3).

Fig. 1. Final Interview: Mean self-reported trust in safety system ratings by cluster.

Fig. 2. Van Der Laan Scale: Change in mean satisfying scores by cluster between first and last
interviews.
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3.3 Moderate Learners

Moderate learners displayed mostly medium ratings for MM complexity and accuracy
of technology understanding in both the first and last interviews. Functional accuracy
was rated as either medium (44%) or high (56%). Overall, there was little change
between the first and last interview for the interpreted variables (see Table 1). No one
in this cluster was rated as high for level of mechanical orientation in either interview.
Moderate learners self-reported a decrease (from 1.44 to 1.00) in DA technology
satisfaction from the first to the last interview (see Fig. 2). Finally, most moderate
learners (78%) did not feel confident that they understood everything there is to know
about their safety system (see Fig. 4).

Fig. 3. Van Der Laan Scale: Change in mean usefulness scores by cluster between first and last
interviews.

Fig. 4. Final Interview: Percent response of self-reported confidence in understanding
everything participant needs to know about their vehicles driver assist systems by cluster
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3.4 Uninformed Learners

In the first interview, uninformed learners were rated as having the lowest MM com-
plexity (86%), lowest level of accuracy of technology understanding (86%), and lowest
functional accuracy (57%). This group continued to display low ratings of complexity
mental model by the last interview (71%). There was some learning for accuracy of
technology understanding and functional accuracy (see Table 1).

Uninformed learners are the only cluster to display a somewhat negative or neutral
emotional valence in the first interview (14% and 43% respectively), though they rated
higher in emotional valence at the last interview. 71% of uninformed learners reported
that they were not confident in their understanding of DA technologies at the last
interview. Finally, 43% of uninformed learners self-reported that they did not find their
safety system to be simple and intuitive.

3.5 Misinformed Learners

Misinformed learners generally had incorrect DA technology knowledge in their first
interview as 60% were rated as having low MM complexity while 80% had medium
accuracy of technology understanding. The percentage of misinformed learners with
high MM complexity increased by the last interview, and there were slight improve-
ments as a group for functional and technical accuracy (see Table 1). Misinformed
learners self-reported the lowest levels of trust in their DA technologies (see Fig. 1),
self-reported the lowest satisfaction with their DA technologies (see Fig. 2), and by the
last interview they were the only type to rate as having a “somewhat negative” emo-
tional valence towards their system (see Table 1). Interestingly, this cluster also self-
reported the highest level of knowledge about their DA technologies (see Fig. 5) with a
high amount of confidence (see Fig. 4).

Fig. 5. Final Interview: Self-reported rating of how well participants know the capabilities and
limitations of their driver assist systems by cluster.
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4 Discussion

Inspection of the differences between clusters enabled the identification of five types of
learners of DA technologies and highlighted key differences between them across a
number of different attributes. We believe that the delineated differences between
learner types can be utilized to tailor design and consumer education approaches to
improve users’ understanding and subjective experience with their vehicle. For
example, the results revealed that a group of learners (we labeled misinformed) had
inaccurate and incomplete MMs of ADAS technologies and associated low levels of
trust and satisfaction. However, they also self-reported the highest levels of knowledge
in DA technology capabilities and limitations and had high levels of confidence in their
knowledge. Thus, misinformed learners could benefit from consumer education pro-
grams that are designed to break down barriers and overcome internal biases about
one’s own knowledge about system operation so that actual knowledge and self-
perceived knowledge are more accurately calibrated.

Further, uniformed learners, who scored lowest in many of the mental model
categories but displayed some ability to refine their MMs over time, could benefit from
additional trainings over the first year or two of vehicle ownership. Finally, the results
revealed a group of learners (we labeled experts) had relatively refined MMs even at
the first interview which were, in general, maintained over time. Developing ways to
predict which consumers are expert learners may prove useful since additional training
could be better allocated to other consumers. More strategic allocation of consumer
education resources could prevent misuse, non-use, or over-reliance of DA technolo-
gies by other learner types and in turn, lead to increases in trust, perceived utility, and
satisfaction.

5 Limitations and Future Research

In the current study we were able to delineate five clusters using an extensive and
varied set of data. Yet, while we feel confident that these clusters are representative of
real-world learner types, we should acknowledge that our inclusion of drivers who
owned their vehicle 8–60 weeks prior to entering the study (i.e., experienced drivers
with relatively longer exposure to their vehicle’s DA technologies) could influence the
analysis. Simply, the inclusion of “experienced” drivers could have introduced a small
set of subjects who weren’t as naïve to the technologies as the other drivers; thus, we
are planning to re-run the analysis excluding the more “experienced” drivers. However,
it is worth noting that of the 5 experienced drivers, only 1 fell into the expert learner
cluster (3 fell into the uninformed learner cluster and 1 fell into the skilled learner
cluster). Further, the five clusters make sense in that there are essentially three logical
groups: drivers with varying knowledge and varying ability to learn, drivers with no
substantial knowledge, and drivers with inaccurate knowledge. The number of clusters
identified in the analysis simply identifies and clusters the range of variance within
these clusters.

Additional planned analyses include a more detailed inspection of MM evolution.
In this paper, we reviewed differences in MMs between the first and last interviews
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relative to the 5 learner types identified. However, as stated previously, we interviewed
subjects approximately every two weeks while they were in the study. Many of the
insights presented herein were also gleaned during the intermediate phone interviews.
Thus, more detailed analysis of changes in MMs, and in the information that influence
MM formation and evolution, has begun and will be released at a later date.

Further, we noted previously that a number of different personality and driving
behavior questionnaires were completed at the beginning of the study. Sample findings
from a preliminary analysis include misinformed learners self-reported the highest
scores in driving lapses, errors, and overall risk in comparison to the other drivers,
uninformed learners self-reported high ratings in risky driving behaviors and associated
aggressive violations, and expert learners self-reported generally low ratings in risky
driving behaviors. Future analyses will also include a more detailed inspection of the
intersection between personality, driving behavior, and formation and evolution of
MMs of DA technologies.

Finally, it is worth noting that conducting research on this topic in a natural setting
is important as it affords information to the driver and opportunities for the researcher
to observe behaviors that cannot be replicated in a driving simulator. The information
and experiences by the driver could have impacts on the formation and evolution of
MMs. To date, this study is one of only a few that study the formation and evolution of
MMs of DA technology in a naturalistic setting [e.g., 5]. Thus, our hope is that this
research can inspire more studies like this.

6 Conclusion

The current research provides insight into the formation and evolution of MMs of DA
technologies, specifically with regard to the variation in various learner types.
Understanding of mental model components, different learner types, and external
factors associated with these leaner types can provide vital information about which
driver assist systems are most frequently misunderstood, the types of training that are
needed, and if different consumer populations require tailored trainings. Facilitating
efficient and appropriate mental model development could be enhanced by incorpo-
rating variations in mental model formation and evolution in future consumer education
and design approaches. Finally, while the findings herein are insightful, additional
research is necessary in order to confirm and more fully capture the variation in ways
drivers develop their understanding of DA technologies.
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Abstract. The purpose of this study was to investigate the effect of shifting
among and updating of mental models in multi remote tower operations.
Background. Within the development of the future workplace for air traffic

controllers (ATCO), innovation shifts to multi remote tower operations. Multi
remote tower means, that an ATCO serves air traffic control services for more
than one airport at a time from one physically remote located workplace. This
change requires adjustments in the way how the ATCO works, as multiple
mental models need to be updated constantly. Frequent shifting between airports
and mental models respectively is necessary. Updating and shifting are cognitive
cost sensitive, as they affect workload and situational awareness negatively. In
contrast, higher workload could be beneficial for alertness which could act as a
countermeasure in turn.
Method. Four 90-min lasting remote tower Human-In-The-Loop simulation

runs with traffic and weather were performed by eight conventional tower
experienced ATCOs. Each ATCO completed two runs in multi- and two runs in
single-mode. Situational awareness, workload and alertness was measured via
self-reports before, during and after each run.
Results. No differences between both modes with respect to situational

awareness and alertness could be found. However, significant workload differ-
ences could be found during the simulation runs at two times, due to a simulated
snowstorm.
Conclusion. The findings indicate no negative effect of shifting among and

updating of mental models in multi remote tower. A possible explanation could
be, that a common hybrid mental model for in multi-mode is internally devel-
oped so that shifting among mental models is perhaps not necessary.

Keywords: Multi remote tower � Air traffic control � Mental models �
Situational awareness � Workload � Alertness

1 Introduction

A recent major development in air traffic control is the change from the conventional
tower to remote tower services. The conventional tower workplace is characterized
through a direct view on the airport operational surfaces, runway and the airspace
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surrounding. In remote tower operations air traffic control services for a single airport
are performed from a physically remote located control center workplace (single-
mode). Since there is no direct view of the airport surface, real-time video cameras are
positioned at the airfield, which provide an image on screens at the remote tower
workplace in the tower [1].

The interest to serve multiple airports from a limited number of workplaces in the
remote tower center is increasing. Here, the upcoming step is providing multi remote
airport service, meaning, that more than one airport is controlled from one air traffic
controller (ATCO) at one workplace at the same time (multi-mode). While techno-
logical feasibility is already given, the impact on mental models of the ATCO is not yet
fully understood. The aim of this study was to investigate the effects of updating of and
shifting among mental models in multi remote tower. The chosen approach comprises a
Human-In-The-Loop simulation that shall allow a comparison of human performance
measures in single and multi-mode.

2 Theoretical Background

2.1 Multi Remote Tower as a Safety Challenge?

Multi remote tower is considered as a fundamental change for ATCOs, since it
influences how, which and when tasks are done. Presumably, visual scanning and task
patterns require modifications [2]. From a cognitive perspective, the impact on ATCO
workload in multi-mode must be considered. A relevant aspect that influences work-
load is the increased traffic volume in multi-mode [3]. In a simulation study by
Moehlenbrink et al. this influence was investigated and a significant increase in
workload in multi-mode in comparison to single-mode was shown [4]. A further aspect
is the constant updating of the respective mental models for all controlled airports by
the ATCO [2, 3]. Mental models contain mental representations of airspace, aircraft as
well as air traffic control (ATC) procedures and technical systems. These models
support the development of situational awareness [5]. Since multi-mode is character-
ized by a higher degree of dynamic changes, it is considered to be more complex than
single-mode, which seems to be associated with reduced situational awareness [6].
Updating of mental models is accompanied by the monitoring and coding of external
information and requires replacing of outdated information, which is affecting work-
load [7]. In order to update all mental models, a frequent cognitive shifting among the
models is also necessary, affecting workload as well [8]. For shifting, attention is
practically relocated from on to the other airport. Updating and shifting are executive
functions that are considered as causing cognitive costs [9]. This influence of shifting
among and updating of mental models on workload and situational awareness in multi-
mode has not yet been investigated. Increased workload and reduced situational
awareness pose a potential challenge for multi-mode, since safety could be decreased.
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2.2 Multi Remote Tower as a Safety Chance?

Multi remote tower is of special interest for airports that feature low traffic volumes. In
the conventional tower, a low traffic volume can cause working conditions that promote
low workload (underload). Underload can lead to monotony and decreased vigilance,
which could impair performance, alertness and safety in air traffic control [10].
Moreover, Straussberger and Schaefer [11] showed a link between monotony and
increased sleepiness in ATCOs. In the multi remote tower, a safety benefit is expected
by the lower exposure of the ATCO to monotony which is, combined with a demand
for high alertness, a known stressor [12].

To compare, the radar workplace in air traffic control allows changes of the con-
trolled area (sector) size, based on traffic load and time of day. The idea behind this
procedure is, to avoid overload within peak hours (decreased sector size) and underload
during nighttime (increased sector size). The multi remote tower enables a similar
flexibility of balancing workload, which could be a key to adapt to human demands.
Hence, adjusting the workload by increasing or decreasing the number of airports and
aircrafts provides the scope to respond to monotonous working conditions.

For multi-mode, it could be interesting if shifting among and updating of several
mental models is workload sensitive. Besides the higher amount of traffic in multi-
mode, the increase in workload could support ATCO alertness. Increased alertness
shows a potential chance for the multi-mode, since this could improve safety and
working conditions.

2.3 Research Aim and Hypotheses

Research activities undertaken so far show an ambiguous picture on the expected
effects of multi-mode to ATCO performance and related safety. The central aim of this
study is to gain a better understanding of mental models and executive functions in
multi remote tower.

Firstly, we hypothesize, that the ATCO develops a separate mental model for each
airport in multi-mode. As the monitoring of multiple airports requires the shifting
among and updating of the various mental models, we secondly hypothesize an
increased ATCO workload in multi-mode. Thirdly, we hypothesize, that this increased
workload causes reduced situational awareness, which can be regarded as ‘shift costs’.
Finally, we hypothesize that higher workload increases alertness, as there is less
exposure of the ATCO to monotony.

3 Methods

Our approach bases on a Human-In-The-Loop simulation study that was chosen for
gaining empirical evidence by observations and subjective questionnaires. A pivotal
element of the simulation is to keep the traffic volume at an equal load across the single
and multi-scenarios. This is to exclude any secondary variance induced by an added
traffic load on workload and situational awareness.

Multi Remote Tower - Challenge or Chance? 613



3.1 Sample Characteristics

In the study, n = 8 licensed Swedish ATCOs (1 female) with a mean age of 48,8 years
(SD = 8,5) and a mean work experience of 24,2 years (SD = 8,1) participated.

3.2 Apparatus

We conducted the study in the ATC research lab at the Area Control Centre in Malmö.
The platform based on the NARSIM simulator that featured a high-fidelity simulation of
a remote tower workplace. Video presentation of 14 simulated cameras was shown on
six 55’’ wide-screen screens. A smaller, pan-tilt-zoom camera was shown in a picture in
picture view for each airport. The pan-tilt-zoom camera could be operated by means of a
control stick and buttons for pre-defined zoom levels and camera directions (Fig. 1).

3.3 Test Design and Scenarios

Within the study, participants controlled air traffic across two scenarios in four simu-
lation runs; each run had a duration of 90 min. All runs followed a crossover-design for
counter balancing confounding factors and to provide a design for within-subject
comparison. The scenario set consisted of two runs in single- and two in multi-mode as
independent variables. All scenarios shared the same amount of flights, weather figures
and ground movements. Simulated flights compromised scheduled Instrument Flights
(IFR) and non-scheduled Visual Flights (VFR). VFR-Flights performed touch-and-go
and circling exercises. In multi-mode, traffic movements were split fairly over both
airports, while in single-mode the traffic was handled at one airport. Calls of the
adjoining control sector and from the meteorological department were simulated as
well. Two pseudo pilots and one simulation operator ensured a realistic radio com-
munication and aircraft behaviour during every run.

Prior to the first simulation run, a 90 min training run was conducted to ensure
sufficient system knowledge and confidence. Before and after each experimental run,
participants completed questionnaires.

Fig. 1. Workplace during multi-mode, including left-right-split for outside view and screens.
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3.4 Measured Variables

Situational Awareness was measured by means of the Situation Assessment Rating
Technique (SART) [13], applied after each run. Workload was measured during and
after every run. During simulation, the Instantaneous Self-Assessment (ISA) [14] was
administered. It had to be completed every three minutes (indicated by a tone) and
represents a workload self-rating. After the run, participants completed the NASA Task
Load Index (NASA-TLX) [15]. Alertness was measured using the Karolinska
Sleepiness Scale (KSS) [16] before and after each run.

4 Results

Pre-analysis of the data characteristics revealed a lack of normality (significant
Kolmogorov-Smirnov-Test) and variance equality (significant Levene-Test). Mann-
Whitney U-Tests were applied to analyse the data obtained from SART, ISA, NASA-
TLX Raw and KSS.

4.1 Situational Awareness

Analysis of SART data revealed no differences between single- and multi-mode (global
score, U = 93.0, Z = −1.07, p = .283; U = 103.5, Z = −.658, p = .510; supply,
U = 73.0, Z = −1.88, p = .060; understanding, U = 111.0, Z = −.362, p = .718).

4.2 Workload

During each run, workload was measured every 3 min through ISA queries. Figure 2
shows the mean values with respect to both modes. The analysis revealed significant
(p < .05) higher ratings in multi-mode in comparison to single-mode for ISAMinute 48

(U = 72.0, Z = −2.14, p = .033) and ISAMinute 51 (U = 75.0, Z = −2.18, p = .029).

Analysis of NASA-TLX Raw data revealed no significant difference between
single- and multi-mode (U = 95.5, Z = −.969, p = .338).

Fig. 2. Mean results of ISA values. Error bars represent standard deviation. *p < .05
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4.3 Alertness

The analysis of KSS data indicated no differences between both groups in pre- and
post-measurements (pre, U = 103.5, Z = −.987, p = .324; post, U = 126.0, Z = −.059,
p = .953). In order to analyse for any changes over the time of the scenarios, a
Wilcoxon-Signal Rank test was conducted. Analysis within every group revealed for
single- and multi-mode no differences between pre and post measurements (single,
Z = −1.35, p = .177; multi, Z = −.302, p = .763).

5 Discussion

The present study investigated the effects of shifting among and updating of mental
models in single and multi-remote tower. Simulations with experienced ATCOs were
conducted. Measures for situational awareness, workload and alertness were applied.

The results revealed no differences for workload and situational awareness between
single and multi-mode. Shifting among and updating of two mental models in multi-
mode did not lead to reduced situational awareness and increased workload. While this
result is contrary to our hypothesis, this means nevertheless no additional risk for multi-
mode. ATCOs were able to control a high traffic volume across both modes with good
performance. The initial assumption, that multiple mental models are developed, needs
to be rejected. Instead of developing two independent mental models for two airports,
the ATCO is perhaps developing a common, hybrid mental model for both airports at a
time, including a clear distinction between both airports. Since ATCOs are trained to
work in high traffic situations, the participants had probably sufficient remaining
cognitive capacity to handle traffic on both airports parallel and update a single mental
model accordingly. Furthermore, as multi-mode featured the same traffic amount across
two airports, less of control advices are necessary to keep traffic safely separated. This
concerns especially the runway and airspace whose capacity was doubled in multi-
mode on the expense of time separation between simultaneous landings. The added
separation may lead to a reduced demand for situational awareness in multi-mode.
A probable aspect to consider is behavioural adaption of the participants that may feel
uncertain in multi-mode due to its novelty beyond the familiar working environment.
This may hide any effects, which perhaps become evident on the long-run. Through a
possible subjective feeling of a higher situational instability in multi-mode, participants
may have checked more the surrounding area and concentrated more.

The hypothesis, that multi-mode increased workload which in turn leads to higher
alertness cannot be confirmed. The shift costs per se was concludingly not a pivotal
factor for workload. However, traffic amount and characteristics are dominant factors
as demonstrated by the workload diagram during the snowstorm.

5.1 Conclusion: Safety Challenge or Safety Chance?

Based on the data gathered, shifting among und updating of mental models in multi
remote tower should not be considered as a safety challenge. Shifting among mental
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models is, if existing, not as workload demanding, and hence situational awareness
reducing and alertness increasing, as expected.

The indicated, workload is rather associated with traffic characteristics and volume.
Multi remote tower will feature increased traffic volumes, that will have an effect on
workload subsequently. While overload could lead to reduced situational awareness,
slightly increased workload could act as a countermeasure for monotony, supporting
alertness in turn [17]. Additionally, we did not measure long-term effects of working in
both modes. This is from a great interest, since the hypothetical optimum of ATCO
workload is dynamic and changes over time due to workload and shift work factors
[18]. Moreover, a long-lasting strain due to constant shifting is associated with cog-
nitive fatigue [19]. Taking together, a well-balanced mixture between under- and
overload seems to be a key for safety and for operational implementation of multi
remote tower. Here, a follow-up study to compare realistic traffic volumes in single-
and multi-mode should be striven for.

Finally, we conclude, that multi remote tower still accommodates ‘challenges’ and
further research should be performed to answer remaining questions. The ‘chance’ to
overcome monotony and promote alertness by multi-mode is evident, however, it
requires a careful workload management, that takes margins for individual variations
and overload peaks due to emergencies into account.
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Abstract. Cooperative automated vehicles (CAV) are not able to drive auto-
mated in all situations. Each vehicle has or is going to have its own operational
design domain (ODD), which exactly specifies which situations can be handled,
and which cannot. Vehicles of higher levels of automation according to SAE
J3016 will try to take the driver back into the control loop if the vehicle
approaches the border of its ODD by issuing a transition of control (ToC). If the
driver is not responding, the vehicle will perform a minimum risk maneuver
(MRM), where the CAV is stopping. Instead of looking at the internal HMI of
single CAVs, the H2020 project TransAID focusses on the effects of automation
limitations on traffic efficiency and safety. Besides helping the CAV to reduce
negative impacts of such situations by infrastructure measures, also informing
the surrounding vehicles about a CAV’s current issues and about its plans to
solve them will most likely improve such situations. To approach this
assumption, DLR conducted a first virtual reality study, where e.g. a 360°
externally mounted LED light-band as external HMI (eHMI) of a CAV and
specific vehicle movements as dynamic HMI (dHMI) are used in case it needs to
perform an MRM. In the study, ten participants tested different variants and
combinations. Preliminary results show that the use of an eHMI is a useful and
informative approach.

Keywords: Cooperative automated vehicles � Transition of control �Minimum
risk maneuver � External HMI � Exploratory study

1 Introduction

Cooperative automated vehicles (CAV) will be introduced into so called mixed traffic
environments, e.g., interacting in traffic with other manually driven vehicles, cyclists or
pedestrians, and therefore CAVs must be able to communicate with other traffic par-
ticipants (TP) [1]. Whereas in SAE level 1 or 2 [2], the driver is still required to
intervene if the operational design domain (ODD) is malfunctioning, in SAE level 3
and beyond, the driver becomes more and more decoupled from the manual driving
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task and more demanding actions need to be made if a transition of control (ToC) is
needed due to system failure [2]. If there is no response by the driver during a ToC, the
vehicle automation will (in level 3 optionally, in level 4 and above mandatory) stop the
CAV due to safety reasons executing a so called Minimum Risk Maneuver (MRM) [2].
If this MRM is not communicated to other TP, an MRM has fatal consequences in
terms of traffic efficiency as well as safety issues, esp. when the vehicle is simply
stopping on the driving lane [3]. Therefore, this information needs to be communicated
to the surrounding traffic environment in order to achieve a safe and sound collabo-
ration of all TP.

To ensure this, external and dynamic Human-Machine Interfaces (HMI) represent
promising approaches [4]. An external Human-Machine Interface (eHMI) serves as a
communication tool to transmit implicit and explicit signals to its surrounding traffic
environment [4, 5] (Fig. 1).

Apart from the communication of MRMs, recent research developed several eHMI
designs to face the challenge of technological progress while taking traffic communi-
cation patterns into account, e.g., light-strips on the surface of a vehicle, displays and
laser projections [5, 7]. As one example, displays positioned on the vehicle’s front
mostly use symbols or text in order to communicate with other TP [8]. Furthermore,
laser projections are suggested that project information about the CAV’s status and
willingness to cooperate with other TP on the road surface [9]. One promising approach
within this context are light-strips on a CAV’s surface that can transmit information
about the CAV’s behavior through different light patterns, e.g., flashing and pulsing [1,
10]. In the EU H2020 project interACT, a 360º LED light-band eHMI with color-coded
interaction design was developed that is able to transmit information about the CAV’s
perception (i.e., the detection of other TPs) and the CAV’s intention (i.e., next

Fig. 1. External LED light-band on a CAV as eHMI used in the EU project interACT [6].

620 J. Schindler et al.



maneuver) to other TPs. Results show that the LED light-band works well for the
interaction between CAV and pedestrians or CAV and manually driven cars in urban
scenarios [6].

Another way of communication used by a CAV to transmit implicit signals to its
traffic environment is a dynamic Human-Machine Interface (dHMI), i.e. the CAV
communicates with its surrounding environment via the vehicles’ motion patterns in
terms of translatory and rotational dynamics [5]. A study by Beggiato et al. [12]
focusing on the interaction between CAV and pedestrians showed that motion
parameters (i.e., deceleration rate) can influence the gap acceptance. Latest research on
lane changing and merging processes emphasize the consideration of motion patterns
showing that other drivers need to be informed about the CAV’s behavior and intention
to cooperate and to perform a safe maneuver [13].

So far, eHMI and dHMI communication designs in terms of critical traffic situa-
tions, e.g., MRM, have not been sufficiently studied. Therefore, the present study
focuses on the consideration of different communication strategies, i.e., eHMI and/or
dHMI, in the case of a MRM. Within this context, this study follows an exploratory
approach to shed some light on the design of eHMI/dHMI for MRM and it can be seen
as a first step in the user-centered design process investigating CAV’s possibilities of
different communication strategies for transmitting information to other TPs when an
MRM needs to be executed by the CAV.

2 Method

The sample included in total N = 10 participants (4 male; 6 female). All of them were
between 19 and 35 years old (M = 23.2; SD = 5.5). All participants possessed a valid
German driver’s license. 80% of the participants had an annual mileage of at least
7,000 km per year, half of them more than 15,000 km per year (M = 14,350 km;
SD = 9,928 km; Min = 4,000 km; Max = 35,000 km). All participants were interested
in automated driving, with the largest proportion of the sample indicating a very strong
interest (M = 5.7; SD = 1.7) on a Likert scale from 1 = ‘not at all’ to 6 = ‘very much’.
Only two participants had previous experiences with similar studies before. 80% of the
participants had experiences with gaming and VR systems. The participants received an
expense allowance of 10 € per hour.

Following a within subject design, participants experienced in a randomized order
six different scenarios in virtual environment using VR glasses, being the driver of a
manually driven car following a CAV until the CAV performed an MRM (Fig. 2).

Each scenario presents a different communication strategy to the driver (Table 1).
Scenario 1 was used as baseline condition in which no information was provided to the
driver. In scenario 2, the driver was informed by the CAV showing hazard warning
lights as a kind of traditional eHMI. In scenario 3, the CAV transmitted information via
an LED light band eHMI which flashed constantly. In scenario 4, a dHMI was used
transmitting information by the CAV driving waving lines in the street. Scenario 5 was
a combination of hazard warning lights (scenario 2) and the dHMI (Scenario 4).
Moreover, scenario 6 combined the LED light-band eHMI (Scenario 3) and the dHMI
(Scenario 4).
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In Fig. 3, examples of the communication strategies in the presented scenarios
above are displayed. After each run, the participants were asked to rate the usability of
the six communication strategies. This was assessed by the Van der Laan acceptance
scale [14] and items out of the standardized UEQ [15]. For the subscale ‘usefulness’ of
the acceptance scale the values range between −2 and 2. For the perceived information
content, we used items of the UEQ ranging from −3 to +3. A higher score represented
that the participant assessed the scenario (or better the communication strategy) as more
useful or informing respectively. In addition to that, the participants were asked at the
end of the experiment to rank all communication strategies according to their
preference.

Fig. 2. Use case of the present study in virtual environment.

Table 1. Driving scenarios presented to the participants focusing on the CAV’s different
communication strategies.

Scenario Communication
strategy

Description

1 Baseline CAV does not inform
2 eHMI 1 (traditional) CAV informs by hazard warning lights
3 eHMI 2 (new) CAV informs by the LED light-band constantly flashing
4 dHMI CAV informs by driving waving lines
5 Combination

eHMI 1 + dHMI
CAV informs by hazard warning lights + driving
waving lines

6 Combination
eHMI 2 + dHMI

CAV informs by LED light-band constantly
flashing + driving waving lines
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3 Results

In the following, the results of the ratings of the acceptance scale’s subscale ‘useful-
ness’ and the perceived information content for all six communication strategies
(scenarios) are reported. The descriptive results and the participants’ preference
rankings of all communication strategies are presented (Table 2).

For the participants rated ‘usefulness’ of the communication strategies for conveying
an MRM highest ratings were obtained by the both eHMI versions. Lowest ratings
obtained baseline and dHMI. Participants were rather indecisive for both combinations
of eHMI and dHMI. However, for all six different communication strategies standard
deviations were quite high indicating larger variability of participants’ ratings for each
communication type. Non-parametric Friedman tests were used for analyzing the data
due to violated normal distributions. Results showed that the participants’ mean
acceptance ratings for ‘usefulness’ differed significantly between the communication
strategies (v2(5) = 24.6, p = .00). Post-hoc Dunn-Bonferroni tests show that the mean
acceptance rating for ‘usefulness’ differ significantly for scenario 1 compared to sce-
nario 2 (z = −3.2, p = .02) and scenario 3 (z = −3.0, p = .04), with showing the highest
rating for scenario 2 (M = 1.0; SD = 0.7). Furthermore, post-hoc tests show significant
differences for scenario 4 compared to scenario 2 (z = 3.6, p = .00) and scenario 3
(z = 3.5, p = .01), with presenting the highest rating for scenario 2. All other com-
parisons showed no significant differences (n.s.).

Regarding the mean perceived information, content ratings of the communication
strategies for conveying an MRM, highest ratings were obtained by both eHMI versions,
especially eHMI 2 (new). Lowest ratings obtained baseline and dHMI. Again, partici-
pants were rather indecisive for both combinations of eHMI and dHMI. These ratings
are in line with the ‘usefulness’ ratings. Moreover, again for all six different commu-
nication strategies standard deviations were quite high again indicating larger variability

Fig. 3. Communication strategies in scenario 1 (top left), scenario 2 (top right), scenario 3
(bottom left), and scenario 6 (bottom right).
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of participants’ ratings for each communication type. Non-parametric Friedman tests
showed significant differences between the communication strategies (v2(5) = 23.4,
p = .00). Post-hoc Dunn-Bonferroni tests show that the mean perceived information
content differ significantly for scenario 3 compared to scenario 1 (z = −3.7, p = .00) and
scenario 4 (z = 3.8, p = .00) with the highest rating for scenario 3 (M = 1.5; SD = 1.2).
All other comparisons showed no significant differences (n.s.).

Finally, with regard to the forced choice preference rankings of the six different
communication strategies we found the same pattern again as before in the other
ratings. Here the results indicated that both eHMI strategies (eHMI 2 as best and eHMI
1 as second best) were placed first and second best according to their mean ranks,
whereas the baseline and dHMI were ranked as lowest. The combinations of both
eHMI and dHMI were ranked third and fourth.

4 Conclusion

The question how a CAV could communicate a MRM to other traffic participants via
eHMI and/or dHMI is hardly studied yet. Within this context, this study follows an
exploratory approach to shed some light on the design of eHMI/dHMI for MRM and it
aimed at making a first step in the user-centered design process towards a CAV’s
possible communication strategies for transmitting information to other TPs when an
MRM needs to be executed by the CAV.

With regard to the preference rankings the study showed that participants prefer
eHMI communication strategies, especially the new eHMI 2, over not having any
eHMI. The same pattern was found for the acceptance scale ‘usefulness’ as well as for
the rated information content of the presented communication strategies. Here, the both
eHMI (eHMI 1, eHMI 2) communication strategies were ranked significantly higher
compared to the baseline, i.e., having no eHMI or dHMI. In summary, compared with
all other presented communication strategies the LED light-band as new eHMI 2 was
rated highest by participants.

Table 2. Participants’ mean ratings (M; SD) for acceptance (usefulness), perceived information
content and preference ranking of the scenarios/communication strategies.

Scenario Communication strategy U I Rank
M SD M SD

1 Baseline −1.1 0.8 −1.7 1.5 5.3
2 eHMI 1 (traditional) 1.0 0.7 1.0 1.5 2.2
3 eHMI 2 (new) 0.8 0.9 1.5 1.2 2.1
4 dHMI −0.9 0.8 −1.6 1.6 5.3
5 Combination

eHMI 1 + dHMI
−0.1 1.2 0.1 1.9 2.9

6 Combination
eHMI 2 + dHMI

0.3 1.3 0.5 1.5 3.2

Note. U = Usefulness (−2 to +2), I = Information Content (−3 to
+3), Rank of preference (1 = best to 6 = worst)
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Nevertheless, all ratings included high standard deviations resulting from partici-
pants’ heterogeneous answers. This is an indication that more research and especially
more participants are required in this area probably combined with qualitative research
to grasp this variance. In terms of eHMI, this research should also include lane changes
when performing MRMs, e.g., when the vehicle is not simply stopping on the lane but
changing to a safe spot position or the emergency lane. In this case the usage of hazard
warning lights (eHMI 1) prohibits the direction indication of the vehicle which is using
the same lights for all emergency issues. Here, LED light-bands (eHMI 2) may enable
their full potential when used properly, e.g., in combination with standard direction
indication using indicator lights, or in an animated way.

Furthermore, the appropriate color, brightness and pattern (e.g., pulsing, flashing,
dynamically animated) of the LED light-band are important factors. While in the study
a pulsing bright orange-red has been chosen for the MRM, this may be confused with
the strobe lights of emergency vehicles in some countries.

Equally, dHMI needs to be composed and parametrized in a very careful and
tentative way. In case of this study, the dHMI has been designed using the simple
pattern of driving in waving lines. Here, both the amplitude and the frequency of the
waves will have large impact on visibility and perceived criticality. In addition, the
impact of driving in waving lines in already complex situations needs to be investigated
in terms of safety. This applies as well for the complex interplay of both dHMI and
eHMI.

Therefore, as the present study follows a first exploratory approach, the results can
be identified as first outlook on how a CAV could communicate a performed minimum
risk maneuver.
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Abstract. The satellite navigation system provides continuous, timely, and
precise temporal-spatial information signals to users all over the world.
Although modern satellite systems, such as GPS and Beidou, are highly
autonomous, human supervision and control still play an important role in the
normal functioning of the system, especially when certain parts of the system
break down. Therefore, it is vital for improving the response and disposal
efficiency of equipment failures. This study used real documents to examine
how human factors affected the recovery process of the system. The actual data
of this study came from the log files of a ground control center of the Beidou
satellite navigation system. In total, 169 records of the fault handling process of
an uplink equipment were of particular interest in the present study. We col-
lected the malfunction information, including the technical description of the
failure, the time it took place, the information of the team on shift, and the task
completion times of two different stages (fault judgment and recovery opera-
tion). We then transformed this information into task complexity, time of day,
shift handover period, and operator team skill composition as the independent
variables, while the judgment time and operation time were used as the
dependent variables. Multiple regression analysis showed that task complexity is
the most significant predictor of the two completion times. More complex tasks
took longer time to finish. Moreover, it took more time to finish the recovery
operation when the time was 16:00–18:00, and when the most adept team
member on shift lacked relevant expertise. Based on the results, we made cor-
responding suggestions for both management and interface design.

Keywords: Satellite navigation system � Human factors � Fault handling

1 Introduction

Satellite navigation system (SNS) is important for a modern society for it can provide
continuous, timely, and precise timing, position, and navigation service to users all
over the world [1]. Like many other complex systems, SNS is already highly automatic,
yet human supervision is still vital, especially when certain equipment failure occurs.
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When a certain instrument, among the many thousands on a satellite, has a failure,
quick discovery and recovery are key for the system’s effectiveness.

Previous studies have found many human factors may influence the fault handling
process of operators. However, most studies used data from either pre-operation
evaluation or self-reported measurement [2, 3], except for a few [1]. In this study, we
aimed to expand a previous study [1] using log file data to investigate how task
complexity, time of day, shift period, and team expertise may influence the fault
handling process of the Beidou satellite.

The Chinese Beidou satellite navigation system (BDS) is one of the four SNSs in
the world, in addition to US-owned GPS, EU-owned GALILEO, and Russia-owned
GLONASS. We collected 169 records from the ground control center of the Beidou
satellite navigation system on the fault handling process of a particular type of
equipment to understand the underline human factors that may influence the Satellite
Control Operation during equipment failure.

The operational control of BDS is managed by the navigation service control center
(NSCC) and the satellite platform control center (SPCC). The two centers have dif-
ferent functions but work together in a sequential and dependant manner. In case of an
equipment failure, the operators at NSCC will first receive the alarm and have to check
the alarm, conduct an early diagnosis to figure out the location of the failure, and report
it to the operators at SPCC. This process is called the failure judgment stage. Receiving
the notification from NSCC, the operators at SPCC will then conduct further diagnosis
and manual operations to recover the onboard equipment, which is called the onboard
diagnosis and recovery stage. In certain circumstances, the operators and SPCC will
further ask NSCC operators to do some software reinitiation (which is not relevant in
the current study, for details, see [1]). In this study, we collected the log files of NSCC,
in which the two completion times (T1 for the first stage and T2 for the second stage)
are recorded in addition to the technical details of the failure, the time the incidents
happened, and the team composition of NSCC operators on shift. In this way, such data
can be used to identify the possible influential human factors.

2 Method

2.1 The Nature of the Equipment Failure

In this study, we focused on the failures of a particular type of uplink equipment. For
confidential reasons, the specificity of the equipment was not revealed, but such
equipment is vital for the normal functioning of the satellite. Indeed, the fault of this
equipment is not quite difficult to handle, but it should be done in a timely manner, so
correct early diagnosis (by NSCC operators) is important, which may also have a
certain carryon effect on the operation of SPCC operators. We collected 169 cases of
these failures, which accounted for 26.2% of all faults (639 records), suggesting such
failure is also quite common.
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2.2 Dependent Variables

The judgment time (T1) and the operation time (T2) were used as the dependent
variables. T1 referred to the length of time from the operator in the NSCC detected the
alarm sound to the time when the operator sent the request to the SPCC operators. T2
referred to the length of time from the SPCC received the notification from NSCC until
the satellite platform was fully recovered.

2.3 Independent Variables

Task complexity. Through expert interviews and analysis of fault recovery process
and operation steps, the task complexity was determined by two factors: the number of
fault modules and the location of the satellite when the fault occurs [4]. According to
the above two factors, the task complexity of navigation fault handling was divided into
three levels:

Level 1. Only module A fails, and the satellite was within the visual range of navi-
gation service control center.

Level 2. Module A and module B failed at the same time, and the satellite was in the
visible range. Or only module A was faulty, and the satellite was out of the visible
range.

Level 3. Both module A and module B fail at the same time, and the satellite was
beyond the visual range of navigation service control center.

Time of Day. In our study, the time of day was analyzed by examining the differences
among the 12 two-hour time periods in a whole day, starting from 0:00–2:00 to 22:00–
24:00. Using the time period 8:00–10:00 as the reference, eleven dummy variables
were created and used in the regression analysis.

Shift Handover Period. The shift handover period was coded as “1” if it fell into the
specified period (30 min before or after the shift handover time at 8:30 and 16:30, that
is, 8:00–9:00 and 16:00–17:00, respectively) and as “0” if it was another time. We
assumed that when an unexpected fault occurs during the shift handover, the processing
time would be prolonged.

Highest Skill Level in the Shift Team. All on-shift operators’ skill levels were
evaluated on the three-point scale from Level 1 to Level 3 based on their major and past
experience in relation to performing the diagnosis of this particular equipment. An
operator is score level 1 if his major was not relevant and had not much direct expe-
rience, while scored level 3 if his major was very relevant and had often been in charge
of similar situations. As a previous study has found the skill level of the most adept
team member was the best predictor of the completion time, we used the highest value
of the shift team in our further analysis.
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3 Result

3.1 Differences of T1 and T2 Across Three Task Complexity Levels

We first conducted an one-way ANOVA to examine the difference of T1 and T2 across
the three Task Complexity levels. It was found that higher task complexity level was
linked with longer T1 (Judgement time) (F (2,166) = 7.988, p < .001), and longer T2
(Operation time), F (2,166) = 10.943, p < .001), respectively. The post-hoc test showed
that for T1, the differences between level 1 and level 3 (MD ¼ �3:47, p < .001) and
between level2 and level 3(MD ¼ - 3:32, p < .001) reached significance. For T2, the
differences between level1 and level2 (MD ¼ - 8:52, p < .001), level 1 and level 3
(MD ¼ �11:94, p < .001) reached significance.

3.2 Regression Analysis

To synthesize the findings and adequately control possible confounding variables,
hierarchical regression analyses were conducted, and the results were shown in
Table 1.

In predicting T1, the whole model was non-significant, but task complexity can
significantly predict T1 (b = .25, p < .001). In predicting T2, the whole model was
significant, F (14, 154) = 3.44, p < .001, and all variables accounted for 24% of the
total variance of the operating time. It was found task complexity was a significant
predictor of T2 (b = .34, p < .001). In addition, it was found that more time was spent
when the breakdown happened between 16:00–18:00 as compared with 8:00–10:00

Table 1. The difference between the time and level
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(b = .24, p < .05). Finally, if the most adept operator in NSCC had higher skill level,
the operation time at SPCC could be reduced (b = −.19, p < .05) (Table 2).

4 Conclusion and Discussion

The purpose of this study is to explore the influence of task complexity, shift period,
time of day, and team skill composition on the fault handling and recovery process of
the Beidou satellite navigation system. Based on the 169 records from log files of a
ground control center, we found that task complexity was the most significant predictor
of the judgment time (T1) and the operation time (T2). The more complex the task, the
longer time to conduct the work, regardless of the stage. In addition, we found the
operation time (T2) can be influenced by time of day; it is interesting to note the longest
operation occurred during 16:00–18:00. One possible explanation is that this is the
most tiring period of the day shift, plus it was close to supper. Moreover, another more
interesting finding was that the highest skill level of NSCC could predict the operation
time of SPCC. Such carry-over effect suggested that there is a high level interdepen-
dency among the two centers and the failure of early diagnosis caused by non-
proficient teams (rather than the response time of the first stage) may result in troubles
for later operations.

Table 2. The regression analyses of the two stages

Independent variables T1 (Judgement time) T2 (Operation time)

1. Task Complexity .25** .34***

2. Shift handover Period+ .02 −.02
3. Highest team skill level −.07 −.19*

Time of day
4. 0:00–2:00 −.14 −.02
5. 2:00–4:00 .04 .08
6. 4:00–6:00 −.06 .05
7. 6:00–8:00 −.00 .06
8. 8:00–10:00++ – –

9. 10:00–12:00 .05 .11
10. 12:00–14:00 −.07 −.14
11. 14:00–16:00 −.08 −.03
12. 16:00–18:00 −.08 .24*

13. 18:00–20:00 −.05 .01
14. 20:00–22:00 −.16 .14
15. 22:00–24:00 −.04 −.07
R2 .11 .24
F 1.35 3.44***

* Significant at .05 level, ** Significant at .01 level, *** Significant at .001
level + Shift handover Period was coded as 1 when the time is 30 min
within shift handover, as 0 if it is out of this period; ++ referenced category
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This research expands previous studies and has implications in several ways. First,
we replicated the findings that task complexity plays an important role. Since task
complexity is the strongest predictor of fault processing time, it is necessary to reduce
task complexity from the aspects of simplifying operation process, improving interface
availability of instruments and equipment, etc. Second, we found the time period may
have certain effects, but further studies are needed to understand the underline mech-
anisms. Finally, the carry-over effect we found in our study has two implications. On
the one hand, the expertise composition of personnel on duty is important, so the team
must be carefully trained and arranged. Rotational training might be useful. On the
other hand, since the performance of the two centers are highly correlated, a more
careful communication system and performance evaluation system are needed.
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Abstract. At the University of Applied Sciences Kaiserslautern, empirical user
interface studies in the automotive sector are being conducted at the driving
simulation environment K3F. To improve the workflow, the driving simulation
software Mave is being developed specifically designed for the setup of
empirical automotive studies. A major problem is the use of different tech-
nologies for the realization of the different study components. Driving tasks are
implemented via scripts; user interfaces are based on Web UI components and
virtual environments are defined by several geographic data formats. The sum of
these technologies is difficult to handle if a user does not have in-depth technical
knowledge. The goal of this contribution is to design and develop an integrated
development environment that makes it easier for new users to get started with
each of these elements and to make further work more efficient. An easier start is
possible by providing many example scenarios that solve different tasks.
Working on own scenarios is simplified through an integrated documentation
and context-aware code completion. In addition, error sources are reduced by a
syntactic validation of code.

Keywords: Integrated development environment � Driving simulation �
Scripting

1 Introduction

The steadily increasing use of driving simulations for the implementation of empirical
user studies is coupled with increasing possibilities of software solutions. Depending
on the study question to be addressed, the software must be capable of creating very
different driving tasks. However, this increases the complexity of the software and its
user interface. An automotive study contains one or more driving tasks including their
own sequences and events like changing the lane on a highway with heavy traffic. The
addressed study question may require to adapt these very accurately to the requirements
of the study. The virtual vehicle used by the test persons for the driving tasks may have
to be customized for the respective purpose. In some cases, the virtual environment is
also predefined. Simulation software may provide tools for this as well. Optionally,
graphical user interface elements such as study menus or special visual control
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elements can be created. They are used, for example, to display information to the
subject or to organize several driving sessions of a study.

Allowing the flexible customization of all these components in a driving simulation
software results in an increasingly complex usability for the study setup. This requires
the development of a specially designed study development and setup environment.

2 Driving Simulation Framework Mave

The driving simulation frameworkMave is part of the driving simulation project K3F [2]
and is based on Unreal Engine 4, which was originally designed as a framework for the
development of video games. Due to its performance and functionality, it is increasingly
used as a platform for interactive 3D real-time applications including driving simulation
[3, 5]. The framework is based on the programming language C++ and for the devel-
opment of own software usually an API for this language is used. Alternatively, a visu-
alized type of programming language called Blueprints is offered. Much of the
functionality of the Unreal Engine can be accessed in a blueprint editor using visualized
functional blocks. Mave provides a plug-in API that can be used to implement studies via
blueprints, but this approach requires in-depth knowledge of computer graphics and the
Unreal Engine itself. For this reason, an additional interface is offered to make the
implementation of studies more efficient.

2.1 Study Scripting

Primarily the creation of a study scenario is done via a scripting interface. The scripting
language Lua mainly developed by Roberto Ierusalimschy of the University of Rio de
Janeiro is used for this purpose. This language is straightforward and has an easy to
read syntax. It is also technically well suited because it is designed to be embedded and
extended in other applications [4]. Inside Mave, the language is extended with func-
tionalities that are specifically designed for use in driving simulation studies.

A study scenario in Mave consists of at least one script file. Project name, version
and similar meta information are defined in this file. Subsequently, various elements
such as courses, events, input and data collection of a study are specified. Initial
instructions, such as loading files and creating environments and vehicles, are given at
the start in the OnStart entry point. Repeated instructions can be made in the Update
function. Triggers in the virtual environment can be used to define additional functions
that are executed when certain conditions occur. Optionally, functionality can be
moved to multiple script files. Figure 1 illustrates a driving task scenario utilizing these
functionalities.

Other components of driving simulations are also implemented or controlled by
means of scripting. Vehicles are provided with characteristics that are relevant to the
study question. Virtual environments are created with the help of procedural generation
using geographic data that can be edited by the user [1].
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2.2 Web Based Graphical User Interfaces

The creation of study scenarios may require the integration of graphical user interfaces
into the study. Possible examples include study menus that coordinate the execution of
several study sessions, displays in three-dimensional space such as head-up displays, or
various information displays for test subjects. These are not solved with Lua scripts like
other functionalities. The creation of any graphical user interface requires extensive and
complex tools. In order to keep the initial effort low, it is therefore offered to create
these interfaces with the help of Web UI frameworks and then display them in the
simulation. This provides the user with a large selection of tools and sufficient
documentation.

3 Integrated Development Environment

Integrated Development Environments (IDE) help developers create software using
tools such as an editor for graphical user interfaces or debugging and testing written
code. The framework Mave combines several technologies where a user is supported
by a specialized, domain specific IDE. A simplified and assisted workflow shall
guarantee an efficient creation of studies.

3.1 Project Setup

All files required for a driving simulation study are included in a project setup. Within
the IDE, different files can be created and arranged in a folder structure. An overview of
the project files is displayed in a tree view. Several files can be opened for editing at the
same time and are listed in a tab view in the workspace. Tabs are highlighted in color
when changes have been made to the corresponding file. Documentation including a

Fig. 1. Screenshot of a driving task including lane ideal line highlighting within Mave
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manual, tutorials and code reference can be displayed optionally next to the workspace
and is thus visible at any time during work. Shortcuts for common functions have been
implemented for faster operation. Default settings can be modified as required or
supplemented with your own shortcuts. Figure 2 provides a screenshot of the entire
application.

3.2 Code Editor

Most of the work for creating a study in Mave is done in the code editor. Many
different text files, such as Lua, HTML, CSS and JavaScript, are modified in this editor.
To assist the work with these different files, the editor provides functionality to avoid
errors in the code and improve navigation and clarity.

• Search and Replace: A search function allows the user to search for terms within a
file and replace them as required. Regular expressions can be used in this contex.

• Go to File: Using a dialog allows the user to search for a file in the project in order
to open it directly. This accelerates the navigation in larger projects.

• Help on Mouse Over: If the mouse cursor is placed over an element, information
such as the structure of the symbol, function signatures and documentation of the is
displayed. The corresponding documentation can also be opened via shortcut.

• Context Sensitive Autocompletion: While users are entering code, the editor pro-
vides suggestions for automatic completion based on their input. Keywords,
functions and custom symbols can be edited more efficiently and less error-prone
due to automatic syntax completion. Figure 3 illustrates an example of context
sensitive autocompletion.

• Code Snippets: When entering certain keywords, the editor offers the possibility to
insert code snippets for the corresponding keyword. The input of variable elements
of the code snippets is guided by an assistant.

Fig. 2. Screenshot of full Mave IDE
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Together with the documentation, these functionalities should ensure that users
without programming knowledge have a quick start into the creation of driving sim-
ulation studies in Mave.

The development environment offers the possibility to start a test run of the sim-
ulation at any time. This way, study processes can be evaluated and iteratively
improved after each modification. Test runs are started in a separate process, ensuring
that the IDE is not affected if errors occur in the simulation.

3.3 Used Technology

The integrated development environment is implemented as a project in the Mave
framework. The graphical user interface of the editor is based on the Web UI frame-
work Angular. This enables the integration into Mave comparable to a study menu. Lua
scripts with the same command set as driving simulation studies are used to implement
parts of the application logic allowing seamless communication between the devel-
opment environment and the scenarios created in it. At the same time, this approach
enhances the functional scope and stability of the framework.

The core of the IDE is the Code Editor Monaco developed by Microsoft. It is also
used in Visual Studio Code and provides many of the usual functionalities of a modern
code editor. It is also designed for integration in Web applications.

4 Conclusion and Upcoming Features

The developed IDE already provides an improved workflow for the creation of study
scenarios, but some aspects of the software are still incomplete. To provide a better user
experience, more features will be added to the editor in upcoming releases. Code assist
will be further improved and provided for all required languages. Monaco already
provides this functionality for the languages TypeScript, JavaScript, CSS and HTML.
The code assist capabilities for Lua scripting including the added functionality of Mave
will be further improved. In order to further reduce programming errors during the

Fig. 3. Code completion in mave
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editing of study code, scripts will be continuously checked for syntactical errors.
Findings are highlighted in color and suggestions for possible corrections are offered.
These will be provided with additional explanations to help users get accustomed to
working with Mave. The number of incorrect test runs will also be reduced.

For an improved workflow during creation of graphical user interface elements with
HTML files a live preview will be displayed. Errors are to be recognized and avoided
as early as possible.
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Abstract. Situation awareness is needed to build dynamic mental models of the
environment and contributes to safety during flight. Radio communications are
key sources of information used by pilots to construct situation models. The
present research investigated linguistic features of messages received during
flight to understand aging effects on situation awareness. Fifty licensed pilots
(age 17 to 71 years) flew a 60-min flight in a Cessna 172 simulator. Situation
awareness was objectively measured throughout the flight. EEG was collected
using a 14-channel wireless system and produced event-related and spectral
indices of mental activity at key brain regions. Linguistic features of radio
messages during flight were analyzed. Results showed significant deleterious
effects of age on situation awareness. The linguistic features of messages, such
as their pitch and intensity, were also associated with specific segments of the
messages. EEG results supported the linguistic findings and indicate that age
may impact later stages of the language processing pipeline. This research is
important for informing efforts, such as the development of cockpit technologies
to improve communication, that address older pilot safety.

Keywords: Linguistics � General aviation � Human-Computer Interaction �
Neuroscience � Cognition � Aging

1 Introduction and Background

Situation awareness (SA) is a critical cognitive function employed by pilots for
building mental models of the environment they are flying in. SA is the ability to
acknowledge elements within an environment and their projections in the near future
[1]. Maintaining up-to-date and accurate mental models is a key cognitive factor
associated with flight safety. Radio communications among pilots provide important
information required to build and add to their mental models regarding the location of
other aircraft.

Most cognitive functions show typical age-related decline in pilot populations [2]
and this decline is extended to SA [3]. Flight simulation studies find that older age is
associated with lower levels of SA, for all three levels, as characterized by Endsley [1,
4]. Lower levels of SA (integrating auditory information) are also linked to increased
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risk for critical incidents [4]. Negative effects of age on processing aurally presented
information was found by Morrow et al. [5], who showed that air traffic controller
information to pilots was reported back with less accuracy in older, as compared to
younger pilots.

Of interest for this research was the process by which pilots perceive auditory
information, encode its features into representations, and further recode it into mental
maps. Specifically, this study investigated whether there were age-related issues at two
key points in the auditory processing pipeline that may cause less robust mental
models: namely, at the message feature level (pitch and intensity) and during middle to
late neural encoding phases in the brain.

2 Methods

2.1 Participants

Licensed pilots were recruited from local flying schools and clubs, and via pilot
associations. Participants were divided into a younger (n = 32, 17–54) and an older
group (n = 18, 55–71). Pilots provided written informed consent and received
refreshments and paid parking as compensation for their participation.

2.2 Procedure

Pilots flew an FTD-6 equivalent Cessna 172 simulator. The 60-min flight scenarios
included circuit patterns, low-level flight over hilly terrain, and cross-country flight.
Pilots were briefed with written and verbal instructions before the flight and at the half-
way point. Pilots wore an EEG headset throughout the flight (see Fig. 1).

Radio calls from other aircraft were communicated throughout the flight path.
There were 14 radio messages which contained information about other aircraft flying
simultaneously (e.g., other pilot’s aircraft type, call sign, location and intention). In
addition, there were tones frequently presented randomly at intervals of 4–7-s
throughout the flight, that were amplified from the two speakers, at the back of the
aircraft. Pilots were instructed to pay attention to the radio messages, as well as to press
a button on the yoke when they heard the tones. At the end of each leg, pilots were
asked to indicate other aircraft locations on a map and report on the other details of the
radio messages heard, including aircraft call sign, type (make or model), and intention
(their planned future location).

Linguistic Analyses. Each communicated message was separated into its common
components. These message segments included the call sign (of the addressing aircraft,
n = 15), type (the make or model of the aircraft, n = 6), location (current position,
n = 13) and the intention (planned actions, n = 14). The total number of cases in these
analyses was 48. Linguistic variables included the average situation awareness scores
based on the accuracy of recalled information pertaining to the call sign, type, location,
and intention. Two other variables were created using Praat (an open source software
package [6]) to investigate the overall pitch and intensity associated with each message
segment. The Praat software decomposed the radio call spectrograms to extract the
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average pitch as well as the average intensity (mean-energy intensity) for each segment
of each radio call.

Electroencephalography Recording and Processing. The 14 electrodes were located
in accord with the 10–20 international system (see Fig. 1). Electrodes P3 and P4 were
the reference locations. The EEG recordings were collected at 2048 Hz and down-
sampled to 256 Hz. Data was transmitted via proprietary Bluetooth technology to an
iMac desktop computer. EMOTIV TestBench acquisition software enabled the
recordings and signal quality monitoring to ensure that impedance levels were within
the 10–20 kX range. The EEG acquisition software applied a bandwidth filter of .2 to
45 Hz before further processing was undertaken with the open source EEGLAB [7]
software (run on MATLAB v. 2016). Independent component analysis (ICA) decom-
posed the raw EEG data to determine 14 independent components. Non-brain noise
components, such as muscle and eye artifacts were removed from the data. The
remaining data was used to conduct a source analysis using the Dipfit v 2.3. plugin for
EEGLAB.

Event-related Potential (ERP) and Event-related Spectral Perturbation (ERSP)
Analyses. During the recording, markers (triggers) were inserted into the EEG data via
a stimulus presentation software (Psychopy 3.0) to mark the onset of the auditory tones.
Epochs based on the onset of the tones were created at −2000 to +2000 ms. For 21
datasets with good ERPs, the Study function in EEGLAB created a grand average of
the ERPs across all participants at selected electrode sites. Average ERSPs were created
using fast-Fourier time-frequency transformation to determine the spectral power
across the tone epoch for the 2–40 Hz frequency bands. Datasets were grouped
according to age of participant (split at age 50-years) to permit the examination of age
effects on neural responses to the tones (Fig. 2).

Fig. 1. Participant in the Cessna 172 simulator with the 14-channel wireless EMOTIV EPOC
+ EEG headset.
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3 Results

The first results presented are the situation awareness and linguistic analyses as related
to the message segment factor. The outcome variables for this first section are the mean
situation awareness scores for older and younger pilots for each of the radio call
segments from the 14 radio messages and the mean pitch (perceived frequency) and
intensity (perceived loudness) values for each of these message segments (N = 48) .
The second section of the results examined the neural responses to the repeated tone
stimuli which were presented while the pilots were simultaneously engaged in the flight
tasks, including listening to the radio messages.

3.1 Situation Awareness Task

Univariate ANOVAs were conducted on the mean situation awareness scores corre-
sponding to recall measures of each message segment for each age group. As shown in
Fig. 3, in the younger group, there was a main effect of the message segment on the
mean performance, F(3, 47) = 26.883, p < 0.001, ηp

2 = 0.647. Posthoc comparisons
(Bonferroni) found that the main effect of the message segment was driven by sig-
nificant differences between Call Sign (M = 0.74) and Type (M = 1.18) with Location
(M = 1.64), p < 0.05. There was no significant difference between Intention
(M = 1.16) and Type, p > 0.1. Also shown in Fig. 3, there were similar effects of the
message segment in the older age group. In the older group, there was a main effect of
the message segment on the mean performance, F(3, 47) = 30.249, p < 0.001, ηp

2

= 0.673. Posthoc comparisons (Bonferroni) found that the main effect of the message
segment was driven by significant differences between Call Sign (M = 0.59) and Type
(M = 0.78) with Location (M = 1.37), as well as Call Sign with Intention (M = 1.15),
p < 0.05. There was no significant difference between Intention and Location, nor with
Type and Call Sign, p > 0.1

For each message segment, paired t-tests were conducted to examine the effect of
age on SA. The strongest effect of age was seen for Type, such that lower SA scores
were seen in the older (M = 0.78) as compared to younger participants (M = 1.18),

Fig. 2. The configuration of the EMOTIV EPOC+ EEG headset used for data collection in the
Cessna 172 simulator [8].
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t(5) = 9.83, p < .001. Similar negative effects of age were seen for Call Sign and
Location, p < 0.05. In contrast, there was no significant effect of age for intention
p > .1.

3.2 Linguistic Analyses

Pitch. A Univariate ANOVA revealed an overall effect of the message segment on the
average pitch, F(3, 47) = 2.894, p < 0.046, ηp

2 = 0.165. Posthoc analyses (Bonferroni)
revealed that the average pitch of Type (M = 39 Hz) was significantly higher than that
of Call Sign (M = 21 Hz), p = 0.043. Similarly, the average pitch for Type was higher
than that of Location (M = 24.21), p = 0.08.

Intensity. A Univariate ANOVA revealed an overall marginal effect of the message
segment on the average intensity, F(3, 47) = 2.473, p < 0.074, ηp

2 = 0.144. Posthoc
analyses (Bonferroni) revealed that this effect was produced by greater intensity for
Call Sign (M = 30.93 dB) as compared to Intention (M = 18 dB), p = 0.076.

3.3 ERP Analyses

The neural responses to repeated tone stimuli were investigated to understand how age
affects the processing of auditory information during flight. An ERP analysis examined
the allocation of neural resources for earlier auditory processing in older and younger
pilots in the primary auditory cortices. The ERSP, using an ICA dipole fitting method,
investigated tone-related perturbation in the parietal regions.

Auditory Cortex Tone Processing. Figure 4 illustrates the average ERP linked to the
onset of the tones for both age groups in the left and right primary auditory cortex. In
the left primary auditory cortex, there was no significant difference in the processing of
the tone at any latency. We also see that in the right primary auditory cortex, there is a

Fig. 3. Mean situation awareness performance
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significant (p < 0.05) difference in the processing of the tone at the P200 such that
older pilots have greater neural responses at this point at this stage in processing.

ERSP. The ICA dipole fitting found there to be clusters of activity in the left parietal
region. In Fig. 5. we see that around 250–300 ms there is greater neural activity in the
younger participants that is greater than that of the older participants. This points to
later-tonal processing along the auditory processing pipeline. The younger participants
(see Fig. 5), in the beta range (20–25) show dedicated energy being put in tonal
processing in which we do not see as intense in the aging group’s data.

4 Discussion

The present research investigated age-effects of linguistic processing on situation
awareness in pilots. It was hypothesized that older pilots would have lower situation
awareness scores than younger pilots. Additionally, higher pitch was predicted to have
a negative effect on pilot performance. Finally, tone-processing was expected to pro-
duce greater neuronal activation in earlier than in later cognitive auditory processing.

The first hypothesis, that older pilots would perform worse on SA tasks, was
supported by the findings. These results are consistent with the aging literature. Bolstad
[5] found that SA performance scores, in non-aviation related tasks, were lower for
older individuals. In a similar analysis, Van Benthem, Enouy, and Herdman [9] also
found that mental models based on auditory information were less robust in older
aviators, although this age effect was attenuated by having greater recent flight hours.

Fig. 4. Auditory cortex ERPs in the left (left ERP) and right cortex (right ERP).

Fig. 5. ERP (left image) and ERSP (right image) at the left parietal region. The far-right image
illustrates areas where age differences in the ERSP were observed (red cells are p < 0.05).
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Significant effects of the message segment were found on SA performance in both
age groups, such that the Type and Call Sign scores were significantly lower than
scores for Location. Linguistic analyses supported the second hypothesis, in that the
message segment, Type, had a strikingly higher overall pitch than the other segments
and illustrated the greatest differentiating performance results between pilot age groups.
The impact of pitch suggests that message segments with higher pitch may disad-
vantage older pilots, since higher pitch is known to reduce auditory processing in older
adults.

The ERP analyses showed that in the left primary auditory cortex, there were no
significant differences in processing of tones. However, in the right primary auditory
cortex there was a significant difference between groups at P200 such that older pilots
showed greater neural responses at this stage of processing. These results could be
associated with hemispheric lateralization of speech versus tone processing in the
auditory cortex [10]. The ERSP analysis showed clusters of activity in the left parietal
region in the younger participants that was greater than the activity of the older par-
ticipants, pointing to age-related alterations in later stages of the auditory processing
pipeline.

5 Conclusion

The results of this study suggest that there can be processing issues in the auditory
processing pipeline. These processing issues can lead to critical issues related to pro-
cessing radio messages and transforming these messages into aspects of mental models.
The greatest effect seemed to be that higher pitch was linked with less accurate SA in
older pilots. The findings of this research contribute to efforts investigating the role of
aging in flight performance. Ideally, the findings can inform the development of
technology and resources to address pilot safety
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