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Abstract. Recognizing persons under unconstrained settings is chal-
lenging due to variation in pose and viewpoint, partial occlusion, and
motion blur. Inference only by face-based recognition techniques would
fail in these cases. Previous studies mainly focus on this problem on still
images while they cannot handle the temporal variations in videos. In
this work, we aim to tackle these challenges and propose a Multi-Cue and
Temporal Attention (MCTA) framework to recognize persons in videos.
For the spatial domain, we extract features from multiple visual cue
regions and utilize a Multi-Cue Attention Module to integrate them. For
the temporal domain, we adopt a Temporal Attention Module to com-
bine the video frames, which is learned to assess the quality of different
frames adaptively. By this means, MCTA can comprehensively explore
the complementary information in spatial-temporal dimensions for per-
son recognition in videos. Moreover, we introduce Character Recognition
in Videos (CRV), a new video dataset for character recognition under
challenging settings. Extensive experiments on CRV demonstrate the
effectiveness of our proposed framework. Dataset with annotations and
all codes used in this paper are publicly available at https://github.com/
zhezheey/MCTA.

Keywords: Person recognition · Multiple cues · Spatial-temporal
attention

1 Introduction

Recognizing persons in images or videos is frequently needed in practical sce-
narios. As a key task of the understanding of multimedia content and computer
vision, person recognition has been widely studied and achieved great success in
multiple settings, including face recognition [1,2], person re-identification [3,4],
and speaker recognition [5]. Nonetheless, person recognition under unconstrained
scenarios remains a challenging task and far from being well solved. Issues like
great variation in pose and viewpoint, partial occlusion, motion blur, and noisy
sounds in practice bring substantial difficulties for these methods.
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Fig. 1. How do we recognize a person in videos when the face is invisible? The hairstyle,
clothing, scene, and information of adjacent frames are significant.

To tackle the problem, a natural idea is to combine the information of mul-
tiple cues. Existing studies mainly focus on image-based condition, in which
additional visual cues, such as hairstyles, clothing, or scenes, are utilized to
recognize persons in photos when the faces are blurred or even cropped. They
rely on concatenation [6,7], heuristics [8,9], or simple attention methods [10]
to combine contextual cues from multiple regions and achieve better results on
benchmarks.

However, compared to image-based person recognition, the video-based sce-
nario attracts far less attention. Recognizing persons in unconstrained videos is
a more challenging task with many practical applications, which needs both the
spatial and temporal context to help recognition (see Fig. 1). Recently, iQIYI and
ACM Multimedia held a challenge [11] towards multi-model person identification
based on a large-scale video dataset and attracted hundreds of researchers [12–15]
to come up with novel ideas. However, these studies are limited in two aspects: (1)
The large dataset with high-quality faces (99.65% of videos contain clear faces)
provides much richer information than practical scenarios that the model can get
over 90% mAP only by face features [12], making other visual and multi-model
cues almost useless. (2) These methods rely on simple concatenation [14,15] to
integrate multi-cue information, and averaging [12] or heuristic rules [13,15] to
model the temporal information separately, which are obviously over-simplified.

In this work, we propose a Multi-Cue and Temporal Attention (MCTA)
framework for person recognition in videos. In the spatial domain, different
regions of a person, including face and upper body, are detected and then input
along with the whole image into specific Convolutional Neural Networks (CNNs)
to extract the features. Moreover, we adopt a Multi-Cue Attention Module
(MCAM) to adaptively combine multiple visual cues. In the temporal domain,
we introduce a Temporal Attention Model (TAM), which applies an attention
weighted average on the sequence of image features, to model the importance of
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different frames. Finally, our MCTA framework achieves person recognition by
end-to-end spatial-temporal information learning in videos.

To evaluate our method under more diverse settings and facilitate the
research, we construct a dataset named Character Recognition in Videos (CRV)
by annotating 79 characters in 4,405 video clips from 34 movies or TV series. In
particular, all of the actors or actresses play multiple roles in one movie or TV
series, and there are certain differences between the characters. To simplify the
problem, each video clip is limited to contain only one or one main person sim-
ilar to [11]. Compared with the existing dataset [11], CRV is more challenging,
which requires additional visual cues like hairstyles or clothing to complement
facial information and recognize the characters. Experiments demonstrate that
our proposed framework can significantly raise the performance on CRV.

In summary, the main contributions of this work include:

– We propose a novel MCTA framework to recognize persons in videos under
unconstrained settings, which incorporates both the spatial and temporal
information for person recognition.

– We introduce an MCAM to integrate features of visual cues from multiple
regions, and a TAM to access the quality of different frames and combine
them. These two modules together comprehensively explore the information
of persons in videos.

– We construct CRV, a novel and challenging dataset for character recognition,
to promote the research on person recognition in videos.

– Our framework achieves state-of-the-art performance on CRV, which demon-
strates the effectiveness of our method.

2 Related Work

2.1 Face Recognition and Person Re-identification

As the most widely studied and applied direction of person recognition, face
recognition algorithms [1,2] have achieved impressive results on verification and
recognition tasks. The state-of-the-art method, ArcFace [2] achieved a face veri-
fication accuracy of 99.83% on LFW [16], which is even better than human-level
performance. Another popular task is person re-identification [3,4], which aims
at recognizing pedestrians across cameras within a relatively short period, where
visual cues are likely to remain consistent. However, these methods are highly
sensitive to environmental conditions and inadequate to handle the variations in
social media photos or movies, where the faces and bodies are always invisible
or blurred and the clothing may be changed.

2.2 Person Recognition in Photo Albums

Person recognition under unconstrained settings is the problem of interest in
this work, which mainly focuses on the persons in photo albums. Zhang et al. [8]
introduced the People In Photo Albums (PIPA) dataset and combined three
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visual recognizers on face, body, and poselet-level cues to recognize the persons.
To further improve the performance on PIPA, some studies [6,7] paid attention
to exploiting more visual cues, such as head [6,7], upper body [6,7], scene [6],
pose [7], or other human attributes [6] respectively. Other studies [9,10] focused
on combining visual cues and social context to exploit domain-specific informa-
tion. Li et al. [9] exploited contextual cues at person, photo, and group levels
and combined them with a heuristic rule to identify persons. Huang et al. [10]
proposed a framework to couple social context learning with people recognition
by a unified formulation, which integrated multiple visual cues adaptively and
achieved state-of-the-art performance. However, simply applying image-based
methods to recognize persons in videos would lose temporal information and
require high computing cost.

2.3 Person Recognition in Unconstrained Videos

Person recognition in unconstrained videos attracts far less attention due to
challenges as follows: (1) Lacking annotated video datasets. (2) The tempo-
ral and multi-model information of videos put forward higher requirements for
algorithms. In particular, the Celebrity Video Identification Challenge [11] held
in 2019 presented iQIYI-VID-2019, a large-scale video dataset for multi-modal
person recognition. However, almost all (99.65%) videos in this dataset contain
clear faces, which is much different from the real-world scenarios. The winning
team [12] relied only on face features and achieved better results than others that
combining multiple cues [14,15]. Moreover, most teams chose averaging [12] or
heuristic rules [13,15] to aggregate the image features of a video in the compe-
tition, which are obviously over-simplified. Another noteworthy task is person
search in videos. Huang et al. [17] proposed a framework to incorporate both
the visual similarity and the identity invariance along a tracklet, and developed
a new schedule to improve the reliability of propagation, which outperformed
mainstream person re-id methods on this problem. However, this task is essen-
tially different, where a clear portrait for each person is required.

3 The Proposed Framework

3.1 Overview

Given a video clip, the task of person recognition in videos is to recognize
the identity in the clip, which is defined as a standard supervised classification
task [8,11] that we train and test on the same set of identities.

In this work, we devise a Multi-Cue and Temporal Attention framework for
this task. As shown in Fig. 2, the overall architecture of MCTA framework mainly
contains four parts:

1) Multi-cue region detector and feature extractor. The framework
takes as input one video clip which is sampled into F frames. To obtain regions of
multiple visual cues, different body parts, including face, head, upper body, and
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Fig. 2. The overall architecture of multi-cue and temporal attention framework.

the whole body are cropped from frames with region-specific detectors. Next,
specific CNNs are adopted to extract the spatial features of these body regions
and the whole images.

2) Temporal feature modeling. For each visual cue region, this stage com-
putes a quality score vector for the feature of each sampled frame and aggregates
them into a video-level representation. For this, a Temporal Attention Module
(TAM) is adopted to adaptively learn the importance of different frames and
integrate them.

3) Spatial feature modeling. This stage fuses the video features of dif-
ferent visual cues and forms the final video-level representation for each video
clip. For this, a Multi-Cue Attention Module (MCAM) is learned to combine the
visual cues from different regions with adaptive weights.

4) Classifier with video-level features. In this stage, the identity of per-
son is predicted by the video-level feature. A three-layer Multilayer Perceptron
(MLP) model is adopted for the final classification.

3.2 Temporal Attention Module

Unlike the task of action recognition in videos [18], the movement between frames
has little effect on person recognition. For temporal information, we mainly con-
sider the quality of video frames, which is represented by the quality of visual
features here. To this end, we devise a Temporal Attention Module (TAM) as
the quality predictor, which is inspired by [3], to compute the scores of different
frames and aggregate them better.

For each visual cue region, the input of TAM is a feature matrix X ∈ R
F×D,

where F is the sampled frame number for a video clip and D is the length of
feature vector. Then X is fed into a fully connected layer and a softmax layer,
to get the quality score matrix Z:

Y = WFX + b , (1)

zi =
exp(yi)

∑F
i=1 exp(yi)

, (2)
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where WF ∈ R
F×F , b ∈ R

F are parameters to be learned, and yi denotes the
i-th row of Y. The i-th row of Z, denoted by zi, is the quality score vector for
the i-th frame. Finally, the output feature vector o is fused through:

o =
F∑

i=1

zi � xi , (3)

where � is the element-wise multiplication operator, and xi denotes the feature
vector of the i-th frame. As a result, TAM calculates an attention weighted
average on the sequence of image features, which aggregates complementary
information from all frames in a video, and the influence of image regions with
poor quality is compensated by other frames.

3.3 Multi-Cue Attention Module

Previous studies [6–10] have proved the utility of incorporating multiple visual
cues for person recognition. The facial features play a decisive role when the front
face is clear. However, in unconstrained videos, the face may be invisible due to
the limited scope of camera or occlusion, where we have to resort to other visual
cues like hairstyle, clothing, or scene to recognize its identity. Moreover, different
visual cue regions always vary in contributions across instances. Inspired by [10],
we utilize a Multi-Cue Attention Module (MCAM) to combine the features of
multiple visual cues adaptively.

The MCAM is a neural network that takes the stacked features X ∈ R
N×D

from all N visual cue regions as input, where N is the number of visual cues
and D is the length of feature vector. N positive coefficients are yielded as the
weights of different regions through a fully connected layer, a mean operation,
and a softmax layer in MCAM:

Y = WNX + b , (4)

ȳi =
1
D

D∑

j=1

yi,j , (5)

zi =
exp(ȳi)

∑N
i=1 exp(ȳi)

, (6)

where WN ∈ R
N×N , b ∈ R

N are learnable parameters, ȳi denotes the average
value of the i-th row (yi,1, yi,2, ..., yi,D) of Y, and zi is the weight for the i-th
visual cue region. Then the final feature vector of the i-th visual cue region is
given by:

oi = zixi , (7)

where the i-th row of X, denoted by xi, is the raw feature vector of the i-th visual
cue region. Finally, we get the output feature vector o by the concatenation of oi.
As a result, MCAM can calculate a weighted score for each visual cue adaptively
and combine them by weighted concatenation.
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4 Experiments

4.1 New Dataset: Character Recognition in Videos

Existing datasets for person recognition under unconstrained settings are mainly
based on still images [8,10], while the video-based dataset is rare. To our best
knowledge, the latest video dataset for person identification is iQIYI-VID [11],
which contains about 200,000 videos of 10,034 identities collected from real online
videos. However, as discussed in Sect. 1, almost all video clips in the dataset have
clear appearances of faces, which makes it different from the practical scenarios
and limited in use.

To facilitate related research and assess our method under more practical
settings, we build a high-quality Character Recognition in Videos dataset from
movies and TV series, dubbed as CRV. This dataset contains 4,405 video clips
of 79 characters in total, which are played by 37 actors or actresses in 34 movies
and TV series. The duration of video clips is in the range of 1 to 30 s, with 5.14
s on average. Particularly, all actors and actresses in CRV play multiple (from
2 to 4) roles with differences in one movie or TV series. We need to combine
facial features with different visual cues, such as hairstyles, clothing, actions, or
surrounding scenes, to identify the specific character in a video clip.

The construction process contains four steps as follows: (1) We first select
more than 50 movies and TV series in which one person (or twins) plays multiple
roles. Videos of characters acted by one person that are nearly indistinguishable
by annotators are excluded. (2) We then ask ten annotators to segment video
clips of the selected characters from the movies and TV series. The length of
each clip is limited to 1 to 30 s to avoid redundant information while keeping
the temporal information. Particularly, each video clip must contain only one
or one main person. The scene in one clip should be fixed. Characters with less
than 5 clips are discarded. (3) Each candidate video clip is labeled according
to its character by another annotator and then checked twice to guarantee the
accuracy of both the segmentation and the label. (4) At last, the dataset is
randomly split into training, validation, and testing sets by the ratio of 4: 3: 3.

Figure 3 shows several examples of video frames in our dataset. It can be seen
that recognizing characters, especially those played by the same actor or actress,
is very challenging. Characters in CRV are diverse in views, poses, clothing, and
scenes.

4.2 Implementation Details

Data Preprocessing and Feature Extraction. In the experiments, each
video clip is uniformly sampled into 16 frames by time. We use three visual
cue regions of each frame: face, upper body, and the whole image. For the sam-
pled frames, the bodies of persons are first detected and cropped with Mask R-
CNN [19] pre-trained on MS-COCO [20]. Then we separately adopt MTCNN [21]
for face detection and alignment, and SSD [22,23] pre-trained on Hollywood-
Heads [24] to detect the heads inside the cropped body regions. The regions
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Fig. 3. Examples of CRV dataset.

of upper bodies are obtained by simple geometric rules based on the region of
heads and bodies. For feature extraction, we adopt ArcFace [2] pre-trained on
MS1M-ArcFace [25] to extract face features, and ResNet-152 [26] pre-trained
on ImageNet [27] as the feature extractor for other visual cue regions. The face
features are duplicated four times and concatenated to have the same dimension
(2,048-D) as the other ResNet [26] features. Each feature is then scaled by its
maximum absolute value. In particular, we use zero vectors as the features for
visual cue regions that are invisible or not detected.

Network Training. In our framework, the features of frames for multiple visual
cues are extracted firstly, and the other parts of MCTA are trained end-to-end.
A three-layer MLP with a hidden layer of 2,048 nodes is chosen for the final
classification based on the validation set. We train MCTA with the cross-entropy
loss at a learning rate of 0.0003. The MCTA is implemented based on the Keras
framework.

4.3 Comparison with the State-of-the-Art Methods

As discussed in Sect. 2.3, person recognition in videos especially under uncon-
strained scenarios is a relatively new task, which attracts less attention and is far
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Table 1. Comparison to the existing state-of-the-art and baseline methods on CRV.

Method Module Result(%)

Multi-cue modeling Temporal modeling mAP@100 mAP Accuracy

Face + MLP [12] – Average 81.82 83.26 79.98

Multi + MLP Concatenation Average 85.71 87.14 87.85

MCTA-t Concatenation TAM 86.49 87.90 90.31

MCTA-mc MCAM Average pooling 86.63 88.04 90.44

MCTA MCAM TAM 87.01 88.42 90.56

from well being solved now. To validate the effectiveness of the proposed MCTA
framework, we compare it with existing state-of-the-art and baseline methods
on the CRV dataset. The mean Average Precision (mAP) and accuracy are cal-
culated as the evaluation metrics. The details of these methods are as follows:

1) Face + MLP [12]. This method uses only face features [2] of frames as
the input and adopts an MLP for classification. The averaged probability vector
of frames in a video is used as its prediction result. The main idea is similar
to [12], the winning team in [11], while we remove tricks like data augmentation
and model ensemble. Therefore we consider this model as the state-of-the-art
method for person recognition in videos.

2) Multi-Cue + MLP. This method uses the same framework with Face +
MLP except that the concatenation of multi-cue features is taken as the input.

3) MCTA-t. This method is a simplified version of MCTA, which replaces
the MCAM with simple concatenation to integrate the multi-cue features.

4) MCTA-mc. This method is another simplified version of MCTA, which
replaces the TAM with average pooling to combine the features of different
frames.

5) MCTA. This is the complete MCTA framework as described in Sect. 3,
which adopts the MCAM to integrate features of multiple visual cues and the
TAM to model the importance of different frames.

Analysis and Discussion. The results of these methods are listed in Table 1.
We can observe that recognizing characters in CRV dataset is challenging. Com-
pared with Face + MLP [12], Multi-Cue + MLP raises the performance by a con-
siderable margin, which validates the significance of multiple visual cues. More-
over, by comparison of Multi-Cue + MLP, MCTA-t, MCTA-mc, and MCTA, we
can find that the multi-cue and temporal attention module are both effective in
this task. MCAM can generate adaptive weights for different visual cues, and as
a result, the mAP is significantly improved. Although the temporal information
between frames is poor in a short video clip, TAM gives slightly better perfor-
mance than average pooling by exploiting the image quality of different frames.
Furthermore, MCTA obtains the best performance on CRV, which demonstrates
the complementary effect of multiple visual cues and temporal information in
videos.
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Table 2. Results (%) of different visual cues.

Cue mAP accuracy

Face (F) 83.18 86.68

Upper body (U) 72.37 80.09

Image (I) 63.81 74.79

F + U 86.26 89.85

F + I 87.30 89.38

U + I 75.59 82.16

F + U + I 88.42 90.56

F + Head + U + Body + I 88.35 91.40

4.4 Ablation Study

Significance of Multiple Visual Cues. Here we show the comparison of dif-
ferent visual cues. The results are listed in Table 2. For single visual cue, face
feature achieves the highest mAP, which can be used to recognize the person
in videos to a pair or group of characters and further recognize it by extra
facial information such as expression and decoration. The combination of mul-
tiple visual cues can significantly improve the performance, which demonstrates
the complementary effect of multi-cue information. Moreover, when we add the
features of head and the whole body to MCTA, the performance changes insignif-
icantly. The head feature can provide extra information when the face is invisi-
ble, while it’s already covered by the upper body feature. Compared with upper
body, the whole body always changes in views for different videos, which makes
the information unclear.

Significance of Different Modules. Here we explore the effect of multi-
cue modeling module, temporal modeling module, and MLP module in MCTA.
Table 3 lists the results of the cross combination of different multi-cue infor-
mation modeling methods, i.e., simple concatenation, heuristic weighted con-
catenation (the weight ratio is set to F: U: I = 0.4: 0.3: 0.3 after experimental
comparison) and MCAM, and different temporal information modeling methods,
i.e., average pooling, max pooling, LSTM, and TAM. From the results, we can
find that MCAM and TAM perform better than all of the other methods, which
proves that our MCTA framework can better explore the spatial-temporal char-
acteristics of persons in unconstrained videos. Moreover, the mAP reduces from
88.42% to 73.92% when we remove the MLP module in MCTA, which reflects
the necessity of the MLP part.

Analysis on Hyper Parameters. For the sampled frame number F , we com-
pare the results of MCTA for F = 1, 4, 8, 16, and 24. The results are listed in
Table 4. It shows that the mAP increases with the growth of input frames (from
71.72% to 88.42%) and reaches a smooth state when F is larger than 16 (88.42%
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Table 3. Results (mAP, %) of the cross combination of different multi-cue and tem-
poral information modeling methods.

Concatenation Heuristics MCAM

Average pooling 87.52 87.81 88.04

Max pooling 86.09 86.16 86.18

LSTM 87.00 87.29 87.42

TAM 87.90 88.14 88.42

Table 4. Results (%) of different sampled frame number (F ).

F 1 4 8 16 24

mAP 71.72 87.60 88.14 88.42 88.50

vs. 88.50%). Therefore, we finally choose F = 16 for the balance of accuracy and
model complexity.

5 Conclusion

In this paper, we propose a new framework named MCTA for person recog-
nition in videos, which utilizes an MCAM to adaptively combine the features
of multiple visual cues and a TAM to aggregate the frame-level features by
assessing the importance of different frames. We construct a novel dataset CRV
from movies and TV series for the recognition of characters under challenging
settings. Extensive comparing experiments and ablation studies on CRV show
that our approach can learn a better spatial-temporal representation for person
recognition in unconstrained videos.
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