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Abstract. In order to solve the problems of insufficient accuracy of
pedestrian bounding boxes in person search and large-scale person
matching. A novel person search framework is proposed, which includes:
(1) A multi-layer cascade heatmap mechanism (MCHM) is proposed,
which aggregates pedestrian features by multi-layer heatmaps cascaded
and improves the accuracy of the pedestrian bounding box by optimizat-
ing the offset between the center of the bounding box and the center
point. (2) A learnable part-based pedestrian feature weight calculation
module is proposed, which can learn the weight of the part according
to the importance of the part-based feature instead of manually set
hyperparameters. (3) A group feature correlation graph convolution net-
work (GFCGCN) is proposed, which can calculate the similarity between
group pedestrian features and provide a more accuracy end to end per-
son search work. Some ablation studies and comparative experiments on
datasets CUHK-SYSU, PRW show that our model can effectively achieve
more accuracy pearch search with accuracy of 88.7% rank-1 and 78.2%
mAP.

Keywords: Pedestrian re-identification · Convolutional neural
network · Graph convolutional network · Person detection · Person
search

1 Introduction

Pedestrian re-identification is a research, which aims at matching a target person
with a gallery of images. Although numerous methods have been proposed, most
methods [1,2] mainly rely on external object detectors to detect pedestrians
in the video, and then perform pedestrian matching on candidate sets. These
methods treat detection and re-identification as two separate tasks. Existing
pedestrian detectors inevitably produce false detections, missing detections, and
misalignments, which will harm the final searching performance significantly.
Person search has recently emerged as the task of finding a person, provided as
a cropped exemplar, in a gallery of non-cropped images [3,4].
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Although the existing works have tried to address these bottlenecks, these
works generally have the following deficiencies: 1) They ignored the impact
of inaccurate pedestrian bounding boxes on pedestrian re-identification. The
general object detection model usually detects multiple categories of objects.
Obviously the wrong category will have a negative impact on pedestrian re-
identification. 2) The simple pedestrian feature similarity measurement method
is not robust enough. Both Euclidean distance and Consine distance require the
feature to be highly robust. The information such as background texture has
a great influence on distance measurement. 3) They do not consider the influ-
ence of the crowd features around the target pedestrian on the re-identification
results. If the pedestrians around the target all appear in another camera, the
confidence that the target appears in that camera should be higher.

To address this deficiency, an novel person search framework is proposed in
this paper. This framework uses MCHM to aggregate information on features to
reduce the impact of background texture in pedestrian features and improve the
accuracy of pedestrian bounding boxes. And the GFCGCN module is proposed
to calculate group pedestrian features so as to achieve more accurate pedestrian
re-identification. The contributions of our model are as follows:

(1) A multi-layer cascade heatmap mechanism (MCHM) is proposed, which
aggregates pedestrian features by multi-layer heatmaps and improves the
accuracy of the pedestrian bounding box by optimizating the offset between
the center of the bounding box and the center point.

(2) A learnable part-based pedestrian feature weight calculation module is pro-
posed, which can learn the weight of the part according to the importance
of the part-based feature instead of manually set hyperparameters.

(3) A group feature correlation graph convolution network (GFCGCN) is pro-
posed, which can calculate the similarity between group pedestrian features
and provide a more accuracy end to end person search work.

2 Related Work

In this section we first introduce prior art on the two separate tasks of person
detection and person re-identification, and then introduce the person search.

2.1 Pedestrian Detection and Re-identification

In recent years, convolutional neural networks (CNNs) at pedestrian detection
joint learning the classification model and the features in an end-to-end fashion
[5]. Commonly used pedestrian detection models can be divided into single-
stage models and two-stage models. While single-stage object detectors [6,7]
are preferable for runtime performance, the two-stage strategy of Faster R-CNN
remains the more robust general solution [8], versatile to tailor region proposals
to custom scene geometries [9] and to add multi-task branches [10,11].

Person re-identification aims to associate pedestrians over non-overlapping
cameras. Most previous methods try to address this task on two directions, i.e.,
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feature representation and distance metric learning. Some methods design differ-
ent kinds of hand-crafted features to achieve certain success on small datasets.
But these methods are limited for large-scale searching. While there are two
main trends in the modern CNN model learning: (1) by Siamese networks and
contrastive losses; (2) by ID classification with crossentropy losses. In the first,
pairs [12,13], triplets [14] or quadruplets [15] are used to learn a corresponding
number of Siamese networks, by pushing or pulling the same or the different
person ids, respectively. In the second, [16] define as many classes as people IDs,
train classifiers with a cross-entropy loss, and take the network features as the
embedding metric during inference.

2.2 Person Search

Person search is a recently introduced problem of matching a probe person
bounding box against a set of gallery whole scene images [17]. Some methods
[11,26] design online learning object functions to learn large number of identi-
ties in the training set and achieve great performance on recent person search
datasets. However, these methods only employ individual appearance for ver-
ification, which ignores the underlying relationship between individuals in the
scene. This is challenging due to the uncontrolled false alarms, misdetections, and
misalignment emerging in the auto-detection process. The multi-scale matching
problem turns out a more severe challenge in person search.

3 Method

In this section, the proposed person search framework will be introduced in
detail. Firstly, a backbone network is used to encode features and a multi-layer
cascaded heatmap mechanism (MCHM) is proposed to makes the bounding box
more accurate, where the center point and bounding box are continuously opti-
mized by training. Secondly, a group feature correlation graph convolution net-
work (GFCGCN) is applied to output the similarity estimation. The overall
structure of the framework is shown in Fig. 1.

Fig. 1. An overview of the person search framework.
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3.1 Multi-layer Cascade Heatmap and Anchor-Free Based
Detection

The ResNet is adopted as backbone to extract deep features and then a multi-
layer cascaded heatmap mechanism (MCHM) is proposed for further information
aggregation. In a non-cropped image, it usually contains rich background infor-
mation, which brings difficulty to detection and re-identification. To reduce the
interference caused by background information, the MCHM outputs heatmaps
from different levels of features to make the model pay more attention to pedes-
trians. Finally, multi-level heatmaps use up-sampling layers to aggregate infor-
mation on features to achieve more accurate pedestrian detection.

The common object detection model obtains the bounding box coordinates
by regression, which depends on the quality of the regression. However, this
method usually causes information loss or contains too much noise information
such as contains too much background information. In this case, the anchor-free
based detect head of the MCHM not only outputs the bounding box coordinates,
but also outputs the center point of the pedestrian. During the training steps,
the bounding box is continuously corrected by minimizing the offset between
the center point and the center of bounding box as shown in Fig. 2. Hence the
center point is responsible for localizing the objects more precisely. Note that
the benefits for pedestrian detection performance may be marginal. But it is
critical for pedestrian re-identification because the pedestrian features extracted
according to bounding box.

Fig. 2. An example diagram of pedestrian bounding box optimization process.

For each box bi = (xi
1, y

i
1, x

i
2, y

i
2) in the image, assign the object center (ci

x, ci
y)

as ci
x = xi

1+xi
2

2 and ci
y = yi

1+yi
2

2 , respectively. Then its location is obtained

by dividing the stride (c̃i
x, c̃i

y) = (� ci
x

4 �, � ci
y

4 �). Then the heatmap response at

the location (x, y) is computed as Mxy =
∑N

i=1 exp
− (x−c̃i

x)2+(y−c̃i
y)2

2σ2
c . Where N

denotes the number of objects in the image and σc denotes the standard devi-
ation. The loss function is defined as pixel-wise logistic regression with focal
loss:

Lheatmap = − 1
N

∑

xy

{
(1 − M̂xy)αlog(M̂xy), if Mxy = 1;
(1 − M̂xy)β(M̂xy)αlog(1 − M̂xy) otherwise

(1)



246 Q. Liu et al.

where M̂ is the estimated heatmap, and α, β are the parameters.
Assume the outputs of the bounding box size and the offset as Ŝ ∈ RW∗H∗2

and Ô = RW∗H∗2, respectively. For each GT box bi = (xi
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4 ) − (� ci
x

4 �, � ci
y

4 �). Denote the estimated size and
offset at the corresponding location as Ŝi and Ôi, respectively. Then we enforce
l1 loss for the two outputs:

Lbox =
N∑

i=1

||oi − ôi||1 + ||si − ŝi||1 (2)

3.2 Pedestrian Feature Extraction and Group Feature Proposal

Once the bounding box obtained, the pedestrians can be extracted by a STN
module. Because there is a gap between feature coordinates and image coordi-
nates. The STN module can correct this gap by affine transformation. As indi-
vidual features are not sufficient for real world retrieval task, a group features is
employed to help calculate the weights of the part-based features. Suppose the
set of persons which appear on both probe and gallery scenes as positive feature
pairs. The way of judging whether two features belong to the same person is to
compute the similarity between the feature pairs. xr

i , x
r
j is denoted as the r − th

part from feature i and j. As shown in Fig. 3, consider different feature parts,
the final similarity s(i, j) can be represented as the summation of different parts:

s(i, j) =
R∑

r=1

∗wrdist(xr
i , x

r
j) (3)

where dist denotes the Euclidean distance between xr
i , x

r
j , R is the number of

part (R = 6 in our framework). wr is the contribution weight of the r−th feature
part.

Fig. 3. A diagram of pair of features similarity weights calculation.

Because the weights of different parts are significantly different across sam-
ples, due to possible occlusions, different viewpoints and lighting conditions. The
weight wr will have a impact on the final similarity. In this case, the model uses
two fully connected layers and a Softmax layer to output a learnable weights wr.
It takes in R pairs of feature vectors, and the Softmax layer output R normal-
ized weights. Given an object pair (i, j), the corresponding label y = 1 if these
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two samples belong to the same person, otherwise y = 1, the loss function is as
follows:

L =

{
1 − s(i, j) if y = 1
max(0, s(i, j) + α) if y = −1

(4)

This loss term builds a margin α between positive and negative pairs, and thus
safeguards the discrminativeness of the embedded features.

3.3 Group Feature Correlation Graph Learning

For a given image pair A, B. The motivation is to determine whether the target in
image A also appears in image B. Therefore, assuming that a target is captured
in image A and B, respectively. All need to be done is to determine whether
these two targets are the same pedestrian. For probability events, if most of the
pedestrians around the target in A appear in B, then there is a higher confidence
that the target also appears in image B. Based on this, we fully consider the
impact of crowd on pedestrian re-identification.

Fig. 4. An overview of the model structure of the GFCGCN network.

Given K pedestrian group feature pairs (Ai, Bi), i ∈ 1, ..,K. A graph is
dessigned to jointly take the target pairs and the K group feature pairs as
well as single features (only appear in one image) into consideration as shown
in Fig. 4. In this graph, the target pedestrian node is the center of the graph,
which is connected to all the group feature nodes for information aggregation
and node weight updation.

Assume the graph mentioned above is denoted by G. Where G = (V,E), V
represents the N-dimensional feature vector, and E represents the edge set of
the graph. Each node is assigned with a pair of features (XAj

,XBj
), j ∈ 0, ...,K.

Suppose the images have K group feature pairs, then N = K + 1. We define
X ∈ RN∗2d and A ∈ RN∗N , where d is the pedestrian feature dimension. A
denote the adjacent matrix associated with graph G and it can be expressed by
the following formula:

Ai,j =

{
1 if i = 1 or j = 1 or i = j,

0 otherwise
(5)
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where i, j ∈ 1, ..., N . To better implement the model, the adjacency matrix A is
normalized for the ease of learning. The adjacency matrix A can be seen as a
stack of {A1, ..., AT }, each At is normalized symmetrically by At = Λ− 1

2
t ∗ Ât ∗

Λ− 1
2

t . Where Ât = At + I and Λt is the diagonal node degree matrix of Ât. Â
and Λ are used to denote the stack of Ât and Λt, respectively. Finally, a group
feature correlation graph convolution network (GFCGCN) is proposed to update
the weights and output the similarity. The network structure can be shown in
Fig. 4 and the layer-wise GFCGCN propagates as follows:

GFC(V l, A)l+1 = σ(Λ− 1
2 ∗ Â ∗ Λ− 1

2 ∗ V (l) ∗ W (l))) (6)

where V (l) is the outputs of the l − th layer, and V (0) = X as input. W (l) is the
learnable parameters and σ is the ReLU activation function. Finally, a fully con-
nected layer is applied to merge all the vertices into a 1024-dimensional feature
vector. And a binary Softmax layer is employed supervise network training.

4 Experiments and Analysis

4.1 Datasets

CUHK-SYSU. The CUHK-SYSU dataset [17] consists of 18184 images, labeled
with 8,432 identities and 96,143 pedestrian bounding boxes (23,430 boxes are
ID labeled). The images, captured in urban areas by hand-held cameras or from
movie snapshots, vary largely in viewpoint, lightning, occlusion and background
conditions.

PRW. The PRW dataset [4], acquired in a university campus from six cam-
eras, consists of 11,816 images with 43,110 bounding boxes (34,304 boxes are ID
labeled) and 932 identities. Compared to CUHK-SYSU, PRW is with features
less images and IDs but many more bounding boxes per ID (36.8, against 2.8 in
CUHK-SYSU), which makes it more challenging.

4.2 Implementation Details

An ImageNet pretrained ResNet-50 model is applied as a backbone. The model is
trained 60 epochs with the Adam optimizer and a starting learning rate of 0.001.
The learning rate is reduced by 10% every 10 epochs. All the training images are
resized to 512 ∗ 128. Besides, a standard data augmentation including rotation,
scaling and color jittering is applied to enhance data. The model is implemented
on Pytorch, trained and tested on two Tesla P100 GPUs.

4.3 Multi-layer Cascade Heatmap Mechanism

The MCHM is used to detect pedestrians and extract features from non-cropped
images. In order to verify the effectiveness of the MCHM, some relevant com-
parative experiments and ablation experiments are conducted.
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Table 1. A comparison of accuracy between the proposed MCHM and common object
detection methods.

Methods AP AP50 AP60

Faster RCNN [19] 26.8 46.7 36.7

RGB-D Faster RCNN [18] 36.7 59.5 38.9

MFI-SSD [20] 45.0 63.5 46.7

CornerNet [21] 47.6 63.7 53.1

CenterNet [22] 52.4 64.8 56.3

MCHM (ours) 56.8 70.1 57.1

Comparative Experiments. Some common object detection models propose
bounding boxes by anchor, which can be summarized as anchor-based methods.
Besides, there are some key point-based methods called anchor-free methods.
In this section, the proposed MCHM is compared with two sorts of common
object detection methods on the datasets CUHK-SYSU. Among them, RGB-D
Faster RCNN [18], Faster RCNN [19] and MFI-SSD [20] are employed as the
anchor-based method. And CornerNet [21] and CenterNet [22] are employed as
the anchor-free method. The results are shown in Table 1. It can be seen from the
experiment that the proposed MCHM is significantly better than the common
object detection model under the optimization of the pedestrian center point.

Ablation Study. Different level of cascaded heatmap layers (3, 4, 5 layers) are
applied to the ablation experiment to explore the performance of the MCHM.
The experimental results are shown Fig. 5.

Fig. 5. The effect of MCHM on pedestrian feature extraction. The greater the number
of cascaded heatmaps, the more clustered pedestrian features are and the less back-
ground information it contains.

Without using MCHM, the model can only learn some roughly information
around pedestrian features. Usually that features contain too much background
information, which is harmful to pedestrian re-identification. The MCHM can



250 Q. Liu et al.

Fig. 6. The accuracy of the comparative experiments on performance.

effectively reduce the background information. In addition, the different level of
cascaded heatmaps also has a greater impact on the information aggregation.
Compared with the 3-layer heatmaps cascaded, The 5-layer structure can more
accurately pay attention to the pedestrians. Overall, the MCHM can effectively
aggregate pedestrian information.

4.4 Group Feature Correlation Graph Learning

Conventionally Euclidean distance is used to calculate the similarity between fea-
tures. However, this approach often requires the features to be very robust. The
quality of the features affects the similarity result directly. This model combines
target pedestrians and contextual pedestrians to form group features to calcu-
late the similarity between features. The proposed GFCGCN model measures the
correlation between group features and finally makes a comprehensive similarity
estimation. Similarly, some research is carried out to explore the effectiveness
of the model. Firstly, some comparative experiments are performed between the
GFCGCN and some existing metric learning methods. Secondly, some ablation
experiments are conducted to study the influence of this part on the final results.
Finally, some person search results of this framework is demonstrated (Fig. 6).

Comparative Experiments. The model is compared with some previous met-
ric learning re-identification models such as IAN [11], Dis-GCN [25], as well as
some other hand-crafted features such as DSIFT [23] and LOMO [24]. The exper-
imental quantification results are shown in Table 2.

Ablation Study. In this subsection, the MCHM and GFCGCN are combined
to do ablation experiments to explore the person search result. The ablation
experiments use different backbone networks, GFCGCN and conventional dis-
tance formula. The quantitative results are described in Table 3. In addition,
the influence of the number of group features K can be qualitatived in Fig. 7
and Fig. 8. It can be seen from the curve in the figure that for five pedestrians
appearing at the same time, this model can significantly improve the effect of
pedestrian search. Therefore, this framework can be more suitable for person
search in crowded scenes.
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Table 2. Quantitative results of some comparative experiments.

Methods Datasets mAP (%) Top-1 (%) Top-5 (%) Top-10 (%)

CNN+DSIFT+Euclidean [23] CUHK-SYSU 34.5 38.6 45.8 56.8

CNN+DSIFT+KISSME [23] CUHK-SYSU 47.8 53.5 60.8 78.9

CNN+LOMO+XQDA [24] CUHK-SYSU 68.9 74.1 80.2 89.9

IAN(Resnet-34)IAN [11] CUHK-SYSU 73.1 78.0 84.2 92.4

IAN(Resnet-50)IAN [11] CUHK-SYSU 75.0 80.5 86.0 96.3

Dis-GCN [25] CUHK-SYSU 75.8 80.1 90.2 93.2

Ours CUHK-SYSU 78.2 88.7 94.8 96.5

CNN+DSIFT+Euclidean [23] PRW 17.4 23.8 32.3 40.7

CNN+DSIFT+KISSME [23] PRW 18.4 25.8 30.1 40.2

CNN+LOMO+XQDA [24] PRW 20.4 23.1 34.8 43.8

IAN(Resnet-34)IAN [11] PRW 23.0 50.8 60.8 74.7

IAN(Resnet-50)IAN [11] PRW 35.8 56.7 65.3 75.8

Dis-GCN [25] PRW 40.5 56.8 62.4 70.0

Ours PRW 57.8 72.3 80.5 86.4

Fig. 7. The impact of group feature size K on performance.

Table 3. An ablation study of the proposed MCHM mechanism on dataset CUHK-
SYSU.

Model structure Similarity estimation mAP (%) Top-1 (%)

Resnet-34+MCHM GFCGCN 73 78.3

Resnet-34+MCHM Euclidean distance 58.1 63

Resnet-34+MCHM cosine distance 56.3 59.8

Resnet-50+MCHM GFCGCN 78.2 88.7

Resnet-50+MCHM Euclidean distance 68.4 71.6

Resnet-50+MCHM Cosine Distance 65.3 70.9
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Fig. 8. The performance of different crowd sizes in the experiment. The red bounding
box represents the target pedestrian, the green bounding box represents the surround-
ing crowd, and the blue bounding box represents the pedestrian first appeared in the
scene. (Color figure online)

5 Conclusion

In this work, a novel person search framework with a MCHM module and
GFCGCN module is proposed. The framework combines pedestrian detection
and re-identification as one task and significantly improves the person search
result. Instead of identifying target independently, the framework combines the
surrounding crowds to form group features for re-identification. The framework
has been verified on public datasets and achieved better re-identification results.
It can be used to implement an end-to-end person search work in the surveillance
system.
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