
Chapter 3
Collective Magnetic Behaviour

Roland Mathieu and Per Nordblad

Abstract The mechanisms responsible for magnetic interaction between nanopar-
ticles are described and modelled in the previous chapter of this book. Here, the
collective superspin glass state resulting from such interaction is discussed, using
a collection of experimental results. Superspin glasses display qualitatively similar
dynamical magnetic properties as canonical spin glasses, including ageing, memory
and rejuvenation phenomena. In the Introduction, the dynamical properties of spin
and superspin glasses are illustrated and contrasted. These properties are discussed
in more detail in Case studies, taking into account the nanoparticle concentration,
size and size distribution, using results from studies of ferrofluids and compacts
of γ-Fe2O3 particles. The Outlook section illustrates recent findings suggesting
that the temperature dependence of the low-field isothermal remanent magnetiza-
tion (IRM) and magnetization as a function of magnetic field (hysteresis or M-H)
curves of superspin glasses include information on the superspin dimensionality
and magnetic anisotropy. The possibility to engineer nanocomposites with tailored
magnetic interaction and anisotropy is also discussed.

3.1 Introduction

Interaction between particles in an ensemble ofmagnetic nanoparticles causes collec-
tive behaviour [1–5]. Figure 3.1 shows the temperature dependence of the zero-
field-cooled (ZFC) and field-cooled (FC) magnetization of a dilute and a concen-
trated assembly of 8 nm maghemite nanoparticles prepared from the same batch.
The magnetic response is altered by the dipolar interparticle interaction, yielding
slowing down of the magnetization dynamics at low temperatures and a nonzero
Weiss temperature (θw). The interparticle dipolar interaction transforms the nanopar-
ticle system frombeing superparamagnetic to becoming a superspin glass (SSG). The
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Fig. 3.1 Temperature dependence of the low-field (H = 5 Oe) ZFC and FC magnetization (M/H)
of a dilute (blue) and a dense (red) assembly of 8 nm maghemite nanoparticles. The measured
magnetization for the dense system has been corrected for demagnetization effects. The inset shows
the variation of the temperature for the maximum in the ZFC curves (Tmax) as a function of particle
concentration (logarithmic scale)

high-temperature behaviour follows the Curie–Weiss law: χ = C/(T–θw), where C
is assumed to be the same for the dilute and the dense system. TheWeiss constant θw

has from the measured data been derived to be about 90 K for the dense system and
0 K for the dilute system. There is thus a dominance of ferromagnetic interaction in
the dense system.

3.1.1 Systems of Magnetic Nanoparticles

The magnetic behaviour of dilute (non-interacting) nanoparticle assemblies is
governed by the sum of the response of each particle. The response of the indi-
vidual particle depends on its magnetic moment (msp) and its anisotropy (Eap). In an
assembly of nanoparticles, there is a distribution of particle sizes and shapes and thus
a corresponding distribution of msp(V ) and Eap(V ) that is given by the composition
and fabrication method of the particles. The building material of the particles can be
ferromagnetic, ferrimagnetic or antiferromagnetic. The magnetic transition temper-
ature of the particle material should be much higher than the temperatures where the
magnetic properties of the particle system are studied.
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3.1.2 Interaction Mechanisms

Dipolar interaction is always present and governed by the magnetic moment of
the particles and the distance between particles. When the particles are touching,
there is a possibility of direct or super-exchange interaction between particles. In
a metallic matrix, interparticle interaction mediated via the conduction electrons
becomes possible. If the matrix is antiferromagnetic, direct magnetic interaction at
the interphase between matrix and particle occurs. Ferro- or ferrimagnetic matrices
yield nanostructured magnets, which constitute a separate class of ordered magnetic
materials. Figure 3.2 illustrates four differentways to suspendmagnetic nanoparticles
for physical property measurements. The two upper panels of Fig. 3.2 illustrate a
ferrofluid, where the interparticle dipolar interaction is tuned by the concentration of
particles and magnetic particles suspended in a matrix material. The matrix material
can be a non-magnetic or an antiferromagnetic insulator or metal. In the two lower
panels of Fig. 3.2, particles in the form of a powder or a compacted powder are
illustrated. In these configurations, the interparticle distance can be tuned by the
compacting pressure and the thickness of an insulating non-magnetic capping layer.

In the following, results obtained on compacts of γ-Fe2O3 maghemite, ferrofluids
and nanocomposites, such as Fe nanoparticles embedded in Cr matrices, will be
presented. The compacts will be referred to as “RCPx” (strongly interacting random
closed-packed systems) and “REFx” (weakly interacting references), where “x”
denotes the diameter of the constituting particles in nanometer [6]. Data obtained on
spin glasses systems are included for comparison. Systems such as the Ag(11 at.%

Fig. 3.2 Illustrations of
magnetic particle assemblies:
a ferrofluid (upper left),
particles suspended in a solid
matrix (upper right), bare
compacted particles (lower
left) and compacted particles
with a capping layer (lower
right)
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Mn), Cu(13.5 at.% Mn) and Au(6 at.% Fe) will be referred to as Ag(Mn), Cu(Mn)
and Au(Fe), respectively.

3.1.3 Time Scales

The dynamics of a magnetic nanoparticle is governed by the Arrhenius law τ p =
τ 0exp(Eap/kBT ), where τ p is the relaxation time of the particle, τ 0 ~ 10−11 s and kB is
the Boltzmann constant [7]. The thick black curve in Fig. 3.3 illustrates the evolution
of the relaxation time of nanoparticles in an assembly of 8 nm maghemite particles
(REF8) with quite narrow size distribution (using Eap = KV and K ≈ 50 kJ/m3) [8].
The corresponding data for smaller (d = 7.5 nm) and larger (d = 8.5 nm) particles
is included using thin lines. The observation time (tobs) range of conventional AC-
susceptibility experiments is indicated by horizontal dashed lines (tobs = 1/ω, where
ω is the angular frequency of the AC-field). The particles become blocked when the
relaxation time of the particles exceeds the observation time of themeasurement. The
distribution of particle sizes significantly broadens the region where blocking of the
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Fig. 3.3 Evolution of the particle relaxation time with temperature for dilute (grey) and dense (red)
7.5, 8 and 8.5 nm maghemite nanoparticles according to the Arrhenius law and assuming critical
slowing down with Tg = 140 K, respectively. The inset shows the measured ZFC magnetization
curve of REF8 and the calculated curve for a corresponding truly monodispersed 8 nm particle
system
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different particles occurs. The inset shows themeasured low-fieldZFCmagnetization
(χ = M/H) of the dilute 8 nm assembly (REF8) and the calculated behaviour for a
corresponding monodispersed 8 nmmaghemite assembly (Debye AC susceptibility;
tobs = 10 s). Also drawn in Fig. 3.3 is the evolution of the relaxation time of the
system assuming a compact nanoparticle systemwith dipolar interaction yielding Tg

= 140 K. The individual particle relaxation time that corresponds to the volume of
the particles and critical slowing down (τ crit = τ pt−zν, t = (T-Tg)/Tg [9] and zν =
10 the dynamic critical exponent) have been used to calculate the evolution of the
critical relaxation time (τ crit) of the dense particle assemblies (red curves; 7.5, 8 and
8.5 nm particles).

3.1.4 Model Behaviour Contra Collective Phenomena

A model superparamagnetic or superspin glass system would consist of monodis-
persed particles. However, such a system does not exist and the blocking behaviour
of a non-interacting system of magnetic nanoparticles is always significantly broad-
ened compared to a model calculation using the mean volume (see inset Fig. 3.3).
The relaxation times of a model superspin glass approaching the glass temperature
obey critical slowing down [10–13]. In spite of the inevitable size distribution of the
nanoparticles, critical slowing down is observed in compact nanoparticle systems,
with similar sharpness as that observed in archetypal atomic spin glasses [14]. On
the other hand, nanoparticle systems with broader size distributions exhibit typical
characteristics of collective dynamics in glassy magnetic systems such as ageing and
memory phenomena although critical slowing down indicating a phase transition is
not observed [15].

Figure 3.4 illustrates the correspondence between the ageing/memory behaviour
of an archetypal spin glass (Cu(Mn)) [16] and a strongly interacting magnetic
nanoparticle assembly (RCP8) showing superspin glass behaviour [6]. The main
frames show low-field ZFCmagnetization (M/H) versus temperature curves; a refer-
ence curve (red) where the system has been continuously cooled to a low temperature
where the magnetic field is applied and the magnetization recorded on increasing
temperature, and a memory curve (blue) where the sample has been kept at a halt
temperature a wait time tw during cooling. The memory curve shows a dip at the halt
temperature as a memory of the halt [17]. The insets show ZFC magnetic relaxation
at the halt temperatures using two different wait times (0 (red curves), and 3000 or
10,000 s (blue), respectively) at constant temperature before the magnetic field is
applied. At an observation time of 100 s, the magnetization is lower when the system
has been kept at constant temperature a longer wait time, this is in accord with the dip
in theM versus T memory curves. The fact that the reference andmemoryM versus T
curves coalesce at lower temperatures reflects the rejuvenation phenomenon (chaotic
nature); the response of the (super)spin glass at lower temperatures is unaffected by
the halt.
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Fig. 3.4 M/H versusT (main frames) andM versus log (t) (upper insets) for an archetypal spin glass
(top, Cu(Mn)) and a compacted ensemble of 8 nm maghemite nanoparticles (bottom, RCP8); H =
0.5 Oe. In the latter case, corrections due to demagnetization effects have been made to extract the
internal susceptibility. The main frames illustrate memory behaviour (lower insets show difference
curves �M = Mmem-Mref) and the upper insets magnetization relaxation curves measured after
two different wait times tw as indicated in the figure
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3.2 Case Studies: Superspin Glasses

Spin glasses are formed by atomic systems where there is structural disorder and
competing ferro- and antiferromagnetic interaction giving rise to frustrated spins.
The properties of model spin glasses such as Cu(Mn) and Fe0.5Mn0.5TiO3 have
been extensively studied and exhibit universal properties as to the existence of a
second-order phase transition (revealed from static and dynamic scaling analyses)
and infinite relaxation times and non-equilibrium dynamics manifested by ageing,
memory and rejuvenation phenomena at temperature below Tg [18]. Measurable
physical manifestations of superspin glass states are found in systems with strong
enough dipolar interaction. Dipolar interaction can in randomly packed systems
gives rise to dynamic frustration, i.e. depending on how neighbouring particles flip
their magnetization direction, the dipolar moment on a specific particle changes sign
with time. Strong enough means that the dipolar interaction strength causes a glass
temperature that exceeds the blocking temperature (at the observation time (about
10 s) of magnetization versus temperature measurements) by a factor of two or
more. For instance, if the dipolar interaction Edd /kB = 100 K, the anisotropy of the
particles Eap/kB < log(τ /τ 0) × TB ~ 1250 K (considering TB = 50 K, on experimental
observation time (10 s) and τ 0 = 10−11 s). Translated to observation times, this
implies that the relaxation time of the particles at Tg, τ p ~ 10−5 s. When Tg exceeds
TB by a factor of five, the relaxation time of the particles at Tg becomes τ p ~ 10−9

s. To measure critical slowing down on the time scales of standard ac-susceptibility
experiments (1–10,000 Hz, tobs = 1/ω ~ 0.16–1.6 × 10−5 s) the relaxation time of
the slowest particles should always be much shorter than the observation time of the
probe. In systems with weak interparticle interaction, this criterion is not fulfilled.
On the other hand, as mentioned above (see Sect. 3.1.4), other manifestations of
collective phenomena, such as ageing and memory, are readily observed in systems
with wide distributions of particle sizes and comparably weak dipolar interparticle
interaction.

3.2.1 Frozen Ferrofluids

Ferrofluids allow continuous tuning of the particle density and thus the strength
of the interparticle dipolar interaction. Dense randomly packed frozen ferrofluids
show magnetic ageing behaviour due to collective non-equilibrium dynamics intro-
duced by dipolar dynamic frustration [14]. Interparticle interaction broadens the
relaxation function at low temperatures and shifts the maximum in the low-field
ZFC magnetization versus temperature curve to higher temperatures. In cases of
strong dipolar interaction and narrow particle size distributions, critical slowing
down indicating a spin glass like transition is observed on the time scales of AC-
susceptibility experiments. An example of this is shown in Fig. 3.5 citing results
from AC-susceptibility measurements on a system of FeC nanoparticles at different
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Fig. 3.5 In-phase (upper frame) and out-of-phase (lower frame) AC-susceptibility versus temper-
ature at 125 Hz (red) and 1000 Hz (blue) for a frozen ferrofluid of amorphous Fe–C nanoparticles
of different concentration; hac = 0.1 Oe. The figure is adapted from Fig. 3.1 in [10]

particle densities [10]. The sequence of curves elucidates the transformation of the
particle assembly from superparamagnetic blocking behaviour to a superspin glass
with increasing particle density and increased dipolar interaction strength. Analyses
of the slowing down of the dynamics using wide frequency windows yield spin glass
characteristic behaviour for the most dense sample, however with a microscopic
relaxation time that corresponds the relaxation times of the particles near the derived
glass temperature (Tg).

3.2.2 Compacts

Figure 3.1 showed ZFC-FC magnetization curves on assemblies of 8 nm maghemite
nanoparticles with narrow size distribution (RCP8). The left panel of Fig. 3.6 shows
the same ZFC/FC data for the compacted assembly together with the in- and out-of-
phase components of the low-field AC-susceptibility measured at 10 Hz. The right
panel shows the out-of-phase component of the AC-susceptibility data at different
frequencies (0.17–510 Hz). The temperature for the onset of a finite out-of-phase
component can be used as indicator of freezing of the magnetic moments on the time
scale of that frequency. The dots near the onset indicate how the freezing tempera-
tures (Tf ) have been chosen for the different frequencies. Analysing the frequency
dependence of the derived freezing temperatures according to critical slowing down,
the best fit is found for zν = 11 and τ p = 6 × 10−12 s (see inset).
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Fig. 3.6 DC and AC magnetic susceptibility versus temperature for RCP8. Left panel: ZFC and
FCM/H (H = 5 Oe; corrected for demagnetizing effects) and χ′(T ) and χ′′(T ) at 170 Hz (hac = 4
Oe). Right panel χ′′(T ) measured at 0.17–510 Hz and hac = 4 Oe. The inset shows the best fit of
the data to critical slowing down

Corresponding systemsofmaghemite nanoparticles of other sizes havebeen inves-
tigated with the same experimental methods and found to exhibit critical slowing
down [14]. Figure 3.7 shows the temperature dependence of the ZFC and FCmagne-
tization (normalized to the magnetization value at the maximum of the ZFC curves)
for compacted samples of sizes: 6, 8, 9 and 11.5 nm. The derived temperatures
for the maximum in the ZFC magnetization versus temperature curves, Tmax, are
plotted as a function of particle volume in the inset together with the corresponding
blocking temperatures for dilute samples of the same nanoparticles. The superspin
glass temperatures derived from dynamic scaling analyses increase in a similar way
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Fig. 3.7 Left panel: Normalized ZFC/FC magnetization versus temperature curves for compacted
maghemite assemblies of 6, 8, 9 and 11.5 nm nanoparticles; H = 5 Oe. Right panel: Tmax and
TB plotted versus the mean volume of the particles for the compact (RCP) and the dilute (REF)
assemblies. The magnetization curves were not corrected for demagnetization effects [14, 20]
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as Tmax with particle volume. Tmax (and Tg) exceeds TB by a factor of 4 or more for
all samples.

All the discussed compacted samples have similar and quite narrow particle
size distributions and exhibit well-behaved critical slowing down indicating super-
spin glass transitions [14]. Figure 3.8 shows ZFC and FC magnetization curves for
compacted samples of 9 nm (RCP9) and 11.5 nm (RCP11) maghemite particles, as
well as for a sample consisting of a mixture of 9 and 11.5 nm particles (65% mixing
fraction). The volume (2V ) of the 11.5 nm particles is about twice the volume (V ) of
the 9 nm particles. The size distributions of the two particle systems are shown as an
inset in the right panel of Fig. 3.8. The evolution of themeasuredTmax with increasing
fraction of larger particles is shown in the main frame of the right panel in Fig. 3.8.
Tmax increases linearly with the mixing fraction (mean particle size). Analyses of
the frequency dependence of the freezing temperatures indicate that the assemblies
of mixed particle sizes obey critical slowing down at all different mixing fractions
from 0 to 100% of larger particles [19]. In all cases, the SSG temperature exceeds
the blocking temperature of the dilute reference sample of the largest particles (2V )
by at least a factor of three.

At low temperatures, where the particle moments are thermally blocked on the
time scale of magnetization measurements, interparticle interaction can be revealed
from a comparison between the field dependence of the isothermal remanent magne-
tization IRM(H) and the direct current demagnetization DCD(H) [21]. IRM is
measured starting from a zero-field-cooled sample, applying a field pulse and then
measuring the remanent magnetizationMIRM in zero field. DCD is measured starting
from a high negative field (−Hs) that saturates the remanent magnetization (MRS),
applying a reversal field (Hr ≥ 0), then removing this field and measuring the rema-
nence MDCD in zero field. The relative values of these remanences: mIRM(H) =
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MIRM/MRS, and mDCD(H) = MDCD(H)/MRS are used to calculate δM = mDCD-(1–
2mIRM). For a non-interacting system of ideal superspins δM = 0 at all fields, whereas
for systems with interparticle interaction and/or non-ideal particle moments δM(H)
�= 0 at low fields [21]. The field dependences of IRM, DCD and δM of REF6, REF8
and RCP8 at 5 K are shown in Fig. 3.9 a–c. REF6 shows the expected behaviour
of a non-interacting system of magnetic nanoparticles being switched according to
the Stoner–Wohlfarth model, i.e. δM(H) ≈ 0 at all fields. For REF8 on the other
hand, δM(H) �= 0 at low fields. The different behaviour of REF6 and REF8 reflects
non-ideal behaviour of the 8 nm particles [22]; these particles exhibit finite exchange
bias after field cooling, whereas the 6 nm particles do not. Figure 3.9c shows the
very strong influence that interparticle interaction and collective behaviour of the
compact 8 nm particle system (RCP8) has on the field dependence of δM.

At higher temperatures, thermal relaxation implies that themeasuresMIRM,MDCD

and δM become time dependent: i.e. dependent on the duration of the magnetic field
pulse (how long timeHr has been applied), the observation time of the measurement
of the remanence and for an interacting system the wait time before the magnetic
field is applied after zero-field cooling. This implies that also these time parameters
need to be controlled when this kind of measurements is made at temperatures where
significant magnetic relaxation occurs. The crucial influence that thermal relaxation
has on the hysteresis behaviour of (super)spin and glasses is evidenced by first-order
reversal curves (FORC) simulations of an Edwards-Anderson Ising spin glass at T =
0 and T = 0.3 Tg, where finite temperature smoothens all sharp features of the FORC
diagram (in accord with experimental results) and effectively wipes out the reversal
field memory effect characteristic of 3D Ising spin glasses at T = 0 K [23]. FORC
diagrams and magnetic hysteresis of Heisenberg spin glasses are on the other hand
dominated by an induced excess moment that exhibits field-dependent exchange bias
[24, 25]. FORC diagrams of RCP8 at low temperature are very different from those
of the weakly interacting system (which primarily are controlled by the particle size
distribution) but also very different from FORCs of atomic spin glasses [22].
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At lowfields, where the particle system obeys linear response to field applications,
MIRM reflects the relaxation function, p(tw, t) and the time dependence of MIRM(t)
obeys the principle of superposition. The relaxation function is directly measured
by the ZFC relaxation after the application of a weak magnetic field (h): p(tw, t) =
MZFC(tw, t)/h [26], where t is the time elapsed after the field application and tw the
wait time at constant field before the magnetic field is applied. The right panel of
Fig. 3.10 shows zero-field-cooled magnetic relaxation,MZFC(t, tw) versus log (t), of
the compact 8 nm particle assembly (RCP8) measured at 110 K. The relaxation at
temperatures below Tg (= 140 K) occurs over extended time scales stating from the
individual particle relaxation time (τ p) and continuing well beyond any experimental
time scales.

The fact that there is a wait time dependence of the relaxation function implies that
the system experiencesmagnetic ageing, as already thememory behaviour suggested
(Fig. 3.4). Themagnitude of the low-field IRM is controlled by the relaxation function
p(tw, t): and given by: MIRM(t) = hp(tw, t + th)−hp(tw + th, t) [26]. Where the
response function empirically is defined from the measuredMZFC(tw, t) curves. The
inset of the right panel of Fig. 3.10 shows the calculated mIRM(t) using the tw =
0 and tw = 300 s curves of the main panel and the field application sequence is
indicated in the left panel of Fig. 3.10: a positive field is applied at t = 0 and a
negative field change h (= 0.5 Oe) is made at time th (= 300 s). The remanence,
mIRM [ = MIRM/MFC(Th)], that has been attained after the field has been cut to
zero can be frozen in by immediately cooling the sample to lower temperatures.
Figure 3.11 shows the temperature dependence of MIRM on cooling and heating
(red dots) and on heating after the sample has been quenched to low temperature
immediately after the field has been switched off (black dots) [27]. As can be seen
by the red curve there is a rapid decrease of the magnetization in the temperature
region close to the halt temperature (cf. the decay of mIRM(t) on a linear scale shown
in the inset of Fig. 3.11, the same mIRM data as shown on a logarithmic scale in
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Fig. 3.10). mIRM(T ) very rapidly decays towards zero when the temperature reaches
near the temperature where it was attained. The frozen in magnetization attained in
the time window 1–300 s rapidly relaxes when their relaxation times again reaches
the order of the observation time of the magnetization measurement (~10 s).

3.3 Outlook

3.3.1 Superspin Dimensionality

Experiments on different spin glasses have shown that the frozen in mIRM(T ) can be
used as an indicator of the spin dimensionality of the investigated spin glass [28]. The
inset of the left panel of Fig. 3.12 shows the temperature dependence of mIRM of an
Ising and aHeisenberg spin glass as a function ofT /Tg, wheremIRM has been frozen in
at Th/Tg = 0.6. There is a clear distinction between the behaviour of the two systems
near Th: the curve for the Ising spin glass smoothly decays whereas mIRM(T ) of the
Heisenberg system exhibits a distinct maximum before decaying towards zero. The
right panel of Fig. 3.12 shows corresponding curves for a compact of 8 nmmaghemite
particles (RCP8) with a superspin glass temperature of 140 K. Notable in the figure
is that the low-temperature curves show a smooth decay of mIRM(T ) (Ising like)
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Fig. 3.12 Superspin dimensionality and relation to TB for RCP6 and RCP8 (Tg ~ 140 K in both
cases).mIRM(T ) is recorded on reheating after halts made at Th = 50, 60, 70, 80, 90, 100 and 110 K
(h = 0.5 Oe, th = 300 s) during the cooling. The inset shows mIRM(T ) for Ising and Heisenberg
spin glasses, for Th/Tg ~ 0.6–0.7 (h = 10 Oe, th = 3000 s) [28]

at lower temperatures, whereas the curves at higher temperatures exhibit a clear
maximum (Heisenberg like) before the decay. All mIRM(T ) curves for the compact
of 6 nm particles on the other hand exhibit a clear maximum (Heisenberg like) before
rapidly decaying to zero at temperatures aboveTh. The significant dynamic difference
between the two systems is that the blocking temperatures of the non-interacting
systems are significantly different although the superspin glass temperatures are the
same (140 K) for the two compacts. TB = 12.5 K for the non-interacting system 6 nm
particles and TB = 35 K for the compact 8 nm particle assembly. This difference
between the two compacts hints that the crossover is related to the evolution of the
relaxation times of the particles with temperature and that the particles behave Ising
like at temperatures T < TB and Heisenberg like at T � TB. At low temperatures,
the particles are mainly confined to point along the anisotropy direction, whereas
at higher temperature, T �TB, they very rapidly switch between the two energy
minima. This type of experiments reflects properties of the collective dynamics of
the particle system and is only viable in the temperature region between TB and Tg.
At temperatures below TB of the non-interacting system, the particles are essentially
blocked on the time scales of the experiment and no remanence is induced from a
field pulse of duration minutes.

The spin dimensionality has been found to affect the anisotropy and reversal of
the magnetization of spin glasses [25]. For example strikingly different hysteresis
curves are displayed by spin glasses such as Au(Fe) with an Ising character—brought
forth by the single ion anisotropy of the Fe spins—and the above-discussed Cu(Mn)
Heisenberg spin glass.As seen inFig. 3.13 (main frames), theZFCM(H) curves of the
Heisenberg system include an excess moment (�M). Furthermore, as seen in inset,
these curves, like the field-cooled ones recorded after cooling the system inHFC , are
exchange biased. The FCM(H) data recorded after sweeping the magnetic field from
HFC to−HFC and back includes an excess moment and defines two switching fields.
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inset shows the zero-field-cooled and field-cooled (HFC = 20 kOe) on a smaller field scale for the
Cu(Mn) spin glass; adapted from [29]

This behaviour has been interpreted in term of the chirality of the spin structure of
Heisenberg systems, which may be affected by a small magnetic field applied during
cooling, and the excess moment �M.

This brings forth unidirectional and uniaxial anisotropies and their respective
switching fields [25]. The evolution ofmIRM(T ) curveswithTh presented in Fig. 3.12,
and the behaviour of FORC distributions for superspin glasses [22] suggest that such
M(H) experiments shall be relevant to superspin glasses.

3.3.2 Nanocomposites

Magnetic nanoparticles covered with an antiferromagnetic shell or dispersed in an
AF-matrix have magnetic properties that emanate from direct exchange coupling at
the interphase between the ferro- or ferrimagnetic core of the particles and the AF-
coating/matrix. Unidirectional anisotropy and shifted FC hysteresis loops (exchange
bias) were reported by Meiklejohn and Bean [30] in the mid 1950ies: “The material
that exhibits this property is a compact of fine particles of Co (100–1000 Å) that
have a cobaltous oxide coating”. This phenomenon is illustrated in Fig. 3.14 which
shows low-temperature hysteresis curve recorded after zero-field cooling and field
cooling for amorphous Fe@(Fe,O) core-shell nanoparticles (core diameter ~8 nm,
shell thickness ~2 nm). In the latter case, theM(H) curve is recorded by increasing the
magnetic field strength from its cooling valueHFC to themaximum (Hmax = 50 kOe),
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and then cycling the magnetic field to ±Hmax [31]. Some decades after Meiklejohn
and Bean’s discovery, in 2003, a corresponding system of Co nanoparticles with a
Co core of 30–40 Å and a shell of CoO of about 10 nm was found “Beating the
superparamagnetic limit with exchange bias” [32]. These particles were investigated
embedded in a paramagnetic (Al2O3), as a compacted powder and embedded in an
antiferromagnetic CoOmatrix. The behaviour is remarkably different in between the
three systems and indicates that the particles in Al2O3 behave as a superparamagnetic
systemwith thermally blockedparticles at temperatures below10K.When embedded
in an antiferromagnetic CoO matrix, the particles become exchange coupled to the
matrix and blocked up to the Neel temperature of CoO near room temperature [32].
In addition, the low-temperature FC hysteresis loops of the CoO embedded particles
are strongly exchange biased, in accord with the Meiklejohn and Bean findings.

It was reported recently that including the Co@CoO core-shell particles in a
Cu2O matrix would enhance the interfacial morphology and exchange bias [33].
Interestingly, the matrix may have specific electrical and magnetic properties, which
affect the magnetic interaction as well as exchange bias of the embedded particles.
For example small (~2 nm diameter) Co nanoparticles embedded in a Mn matrix
were found to interact magnetically, while the same particles in a Ag matrix show
little interaction effects [34, 35].
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In the related system of similarly small Fe particles embedded in a Cr matrix, the
magnetic anisotropy and interparticle interaction of the particles are greatly influ-
enced by the Cr matrix [36]. As illustrated by the middle panel of Fig. 3.15, the
magnetization curves of the Fe@Cr nanocomposite with a volume filling fraction of
10% are reminiscent to those superspin glasses (main frame). On the other hand, the
Fe@Ag nanocomposite with the same filling fraction exhibits a superparamagnetic-
like behaviour with a lower blocking temperature [36]. The evolution of the magne-
tization curves in Fig. 3.13 mimics those of the susceptibility curves depicted in
Fig. 3.5 for a ferrofluid with increasing particle concentration. In the present case,
a ferromagnetic-like response is observed for the largest volume filling fractions
[2]. One could envisage that inversed magnetic nanoparticle systems such as non-
magnetic nanoparticles (holes) in an antiferromagnetic matrix may provide collec-
tively locked field-cooled excess moments with extraordinary high coercivity and
paramagnetic zero-field-cooled behaviour.

Nanocomposites comprising two or more materials mixed on the nanoscale may
be designed, in order to maximize the interaction between the two constituents. For
example exchange-spring nanocomposites have been considered as a novel way to
design permanent magnets [37, 38]. In spintronic nanocomposites including transi-
tion metal oxides, it was found that magnetoresistive [39] and magnetoelectric [40]
properties could be tuned owing to the interaction of the two constituting phases.
Hole-doped La1-xCaxMnO3 transition metal oxides (x is the hole concentration) are
prototypical colossal magnetoresistance manganites [41]. Akin to the results of [39],
it is expected that in nanocomposites of La0.67Ca0.33MnO3 (LCMO) and CoFe2O4

(CFO), CoFe2O4 particles may exert a dipolar field onto the LCMO ones. Two types
of composites have been considered, either the simplemechanicalmixture (nanomix-
ture) of the two nanosystems, or LCMO nanoparticles grown around the CFO ones
(nanocomposite) [42]. Interestingly in this case, the CFO phase acts as hard phase
for the soft LCMO. As seen in Fig. 3.16, owing to the more homogeneous core-
shell-like morphology in the nanocomposite, interaction of the two phases is much
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stronger and switching is more coherent, akin to that observed in exchange-coupled
nanocomposites [37, 38]. On the other hand, the M(H) curves of the nanomixture
show two individual switchings, corresponding to the independent switching of the
two phases. Interestingly, there are many parameters which may be varied to tune the
magnetic (e.g. electrical) properties of such exchange-spring-like nanocomposites,
for example phase volume fractions, magnetic properties (saturation magnetization,
anisotropy) of the phases, and particles size.

3.3.3 Superstructures

The magnetic nanoparticle systems that we have discussed are all amorphous from a
structural point of view, i.e. the particles are randomly distributed in space. Assem-
blies of nanoparticles are found to display magnetic properties determined by the
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arrangements of the particles and orientational dependence of the magnetic inter-
action [43]. The organization of the particles results in the formation of three-
dimensional structures, such as helices [44], superlattices [45], and other nanos-
tructures [46] and mesoscopic systems [47, 48]. Systems built on spatial structural
order provide possibilities of ordered magnetic structures. The fabrication and study
of superferromagnets, superferrimagnets and superantiferromagnets provide a chal-
lenging field of collective experimental magnetism promoted by the possibility of
3D printing on the mesoscale [49].
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