
Chapter 1
Single Nanomagnet Behaviour:
Surface and Finite-Size Effects

Òscar Iglesias and Hamid Kachkachi

Abstract In this chapter we discuss some intrinsic features of nano-scaled mag-
netic systems, such as finite-size, boundary, shape and surface effects. We mainly
review in a succinct manner the main results of previous works. We first present the
basics of theoretical models and computational techniques and their applications to
individual nanomagnets. Results of both simulations and analytic calculations for
specific materials, compositions and shapes are given based on these models.

1.1 Introduction

Nanomagnetism is the magnetism of nano-scaled objects. In general, the magnetic
state of a body is characterized by its macroscopic property that is magnetization,
which is the module of the statistical average of the magnetic moment vector, pro-
jected onto the applied field. The module and orientation of the latter are stable with
respect to thermal fluctuations during a certain interval of time that depends on the
underlying material, the size and shape of the magnetic body, as well as external
environment parameters such as temperature and magnetic fields. Depending on the
system’s setup, the magnetic moment may adopt several possible orientations corre-
sponding to the various minima of its energy, which are separated from each other
by energy barriers that depend in turn on various intrinsic physical parameters of the
system as well as on external ones. In bulk systems the energy barriers happen to be
too high for the system to cross them (within the observation time) and to sponta-
neously switch from one state to another. On the opposite, in nano-scaled systems
these barriers are drastically reduced leading to rather short switching times. Indeed,
when the size of the system reduces from bulk to nanometric scales, the magnetic
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properties are drastically modified owing to the fact that finite-size, boundary and
surface effects then play a major role. Roughly, finite-size and boundary effects are
due to the nanometric size and shape of the system, while surface effects emerge
from the symmetry breaking of the crystal structure at the boundaries of the nano-
object. As such, before addressing the study of nano-scaled magnetic systems, call
them nanomagnets (NM), we ought to distinguish between these effects and try to
assess their separate contributions, at least from the standpoint of theory. In reality
all these effects are intertwined together and it is not possible to single out the impact
of each effect on the macroscopic observable, for the simple reason that the surface
is intimately connected with boundary, shape and size.

Accordingly, in this short review we will attempt to cover, with no pretension to
be exhaustive, the main results of previous works on these effects. We first recall a
simple comparison and clear distinction between finite-size, boundary and surface
effects. Next, we will proceed through chosen examples to illustrate each one of
these effects on the main physical observables which are relevant in the context of
nanomagnetism [1]. We will then consider the magnetization reversal, relaxation
time and blocking temperature and the (quasi-)equilibrium properties of the NMs
such as the hysteresis loop, the “critical temperature”, spin configuration and, of
course, the magnetization itself. We will also discuss, where necessary, the main
computing methods (analytical and numerical) employed.

1.1.1 Finite-Size Versus Boundary Effects

As discussed above, when dealing with confined magnetic systems, such as a NM,
one should distinguish, at least from a theoretical point of view, between finite-
size, boundary, and surface effects. For instance, for a cube with simple cubic (sc)
lattice (see Fig. 1.1 left) with periodic boundary conditions (pbc), there is only one
environment (crystal field) with coordination number z = 6.

In this case, the temperature behavior of the magnetization is marked by the well-
known M ∼ 1/

√
N tail in the critical region, whereN is the total number of spins

in the NM (Fig. 1.1, right). In the case of more realistic free boundary conditions
(fbc), a cube with sc structure shows four different environments with z = 3, 4, 5, 6
(see Fig. 1.2 left). In this case, in addition to the previous finite-size effects, one
is faced with boundary effects. These induce stronger fluctuations that suppress the
magnetization of the system (see Fig. 1.2 right). Considering both cases of pbc and
fbc allows for a separate estimation of the related effects. Now, if the boundary of a
systemwith fbc is endowedwith a surface anisotropy, which is indeed a consequence
of boundary defects,wemay then speak of surface effects, in addition to the finite-size
and boundary effects (see below).

For both pbc and fbc, it can be shown [2] that the magnetization can be written
in a simple form. At low temperature and zero field, M (when normalized) deviates
from unity, its saturation value, according to
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Fig. 1.1 Cubic system with pbc and thermal behavior of the magnetization for two sizes

Fig. 1.2 Cubic system with fbc and thermal behavior of the magnetization for pbc and fbc systems

M ∼= 1 − θ

2
WN , (1.1)

where

WN = 1

N

∑

k

′ 1

1 − λk
, θ = T

TMFA
c

(1.2)

and for a three-dimensional (d = 3) sc lattice λk = (cos kx + cos ky + cos kz)/d. It
is important to note that WN in (1.2) for pbc and fbc differ only by the definition of
the discrete wave vectors [2, 3], since

kα =
{
2πnα/N , pbc
πnα/N , fbc

, nα = 0, 1, . . . , N − 1 (1.3)
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where α = x, y, z. This subtle difference is responsible for much stronger thermal
fluctuations in the fbc model due to boundary effects. Indeed, the separation between
two successive values of the wavenumber k for fbc is smaller than that for pbc.
Therefore, more spin-wave modes are excited in the fbc system, thus leading to a
weaker magnetization.

Surface Effects

Surface effects are due to the breaking of crystal-field symmetry at the boundary of
the NM, and in reality they cannot be disentangled from boundary effects. In order
to study surface effects one has to resort to microscopic theories capable of dis-
tinguishing between different atomic environments and taking account of physical
parameters such as single-site surface anisotropy, exchange and dipolar interactions
(DI), in addition of course to the magneto-crystalline anisotropy and magnetic field.
Unfortunately, this leads to complex many-body problems which can only be effi-
ciently dealt with, in general, using numerical approaches such as Monte Carlo
simulations or numerical solutions of the Landau-Lifshitz equation (see Sect. 1.2.2).

Shape Effects

Apart from the finite-size, boundary and surface effects, the NM shape is also a
distinctive property that has an influence not only on its magnetic properties but
also on the optical, plasmonic and electric properties of nanostructured systems. The
equilibrium states and hysteresis loops are clearly dependent on the NM’s shape
(see Sect. 1.3.2). Indeed, when the shape changes, the distribution of atomic spins
changes and the core-to-surface ratio is thereby modified, leading to a change in the
corresponding effective fields. There is even a drastic change in the distribution of
local fields that lead to new spin configurations and thereby to new magnetic states
with different macroscopic properties.

1.2 Basic Theoretical Models and Computing Tools

Building theoretical models for confined magnetic systems requires explicitly taking
into account the local atomic environment with all its specificities which are strongly
dependent on the size, shape and underlying material. On the other hand, the model
have to account for the macroscopic behavior of the net magnetic moment which
is rather sensitive to the external stimili such as heat and magnetic fields. Such a
behavior is exemplified by superparamagnetism, which is a fast shuttling motion of
the net magnetic moment between its energy minima. Low temperature magnetic
order within the NM has to incorporate exchange coupling between the magnetic
ions, the Zeeman coupling to the external field and the (local) magnetic anisotropy
energy. Apart from this, the spatial lattice in which the magnetic ions reside has to
reflect the real crystallographic structure of the material to be studied, since lattice
geometry may play an essential role in establishing the minimum energy configura-
tions by inducing competing orders and frustration. For these reasons, a reasonable
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model and the corresponding Hamiltonian must necessarily make use of the atomic
magnetic moment as its elementary building block. Consequently, the techniques
for computing the various physical observables using such a Hamiltonian, generally
borrowed from bulk systems, have to be adapted and extended to such nano-scaled
systems, namely spin-wave theory, relaxation time theories, and Monte Carlo simu-
lations, just to cite a few. In some limit, depending on the set of physical parameters,
it is possible to investigate the magnetization reversal of a NM within an assem-
bly using a macroscopic model which represents the NM through its net magnetic
moment. Obviously, this model ignores any internal features of the NM and focuses
on its global behaviour in an external magnetic field and/or in contact with a heat
bath. There are several variants of such a model but all of them may be considered as
extensions of the initial Stoner-Wohlfarth (SW) and/or the Néel-Brown (NB) models
[4–10]. Up to scaling factors, these models are all one-spin problems and will then be
referred to as OSP. On the other hand,many-spin problemswhich involve the atomic
spins of the NM will be referred to as MSP. In this section we shall first succinctly
present the macroscopic model (OSP) and the well known results they render for the
magnetic moment of a NM under the usual conditions of temperature and magnetic
field. Next, we will turn to the presentation of the MSP approach, the corresponding
Hamiltonian and computational methods. In the subsequent sections, we will present
the main results of the application of this approach to a NM, regarded as a many-spin
crystal with its specific features.

1.2.1 Macrospin Approach

As discussed earlier, in the framework of the macroscopic model (OSP), one concen-
trates on the behaviour of the net magnetic moment, ignoring any (local) process that
leads to its onset. Thus, the exchange energy becomes a constant and plays no role
in the minimization of the total energy. Consequently, the Hamiltonian only includes
the anisotropy and Zeeman energies, namely

H = −KV

M2
(M.e)2 − (gμB) H · M, (1.4)

where K is an effective uniaxial anisotropy constant, e the verse of its easy direction
and V the volume of the NM. Upon writing M = Ms, H = Heh and introducing the
dimensionless anisotropy and field parameters

σ = KV

kBT
, h = (gμB) HM

2KV
, (1.5)

the energy in (1.4), measured with respect to thermal energy kBT , becomes

− βH = σ
[
(s · e)2 + 2hs · eh

]
. (1.6)

T is the absolute temperature and kB the Boltzmann constant β ≡ 1/kBT .
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Fig. 1.3 A bulk system versus a nanoscale one. Source Reprinted with permission from [1]. Copy-
right (2020), Elsevier Books

Fig. 1.4 Temperature axis

1.2.1.1 Relevant Time, Length and Energy Scales

To a first approximation, the (dimensionless) anisotropy-energy barrier in zero field
is given by σ . For comparison, in Fig. 1.3 we evaluate the latter for two blocks of a
given material, one of “bulk” dimensions (cm), on the left, and the other on the right
with dimensions of the order of a nanometer.

To be more specific we consider cobalt for the underlying material at room tem-
perature, T = 300K, in the absence of a DC magnetic field. We find for the energy
barrier σ = KV

kBT
∼ 1015. This leads to a switching time between the two minima

which is given by τ ∝ eσ ∼ exp (1015). On the other hand, for the cluster on the
right σ ∼ 10−2 and τ ∼ 10−10 s. This implies that as the magnet’s size is reduced to
the nanometer scale, the switching of the macroscopic magnetic moment between
the various energy minima becomes possible at room temperature. In fact, even at
much lower temperatures this switching becomes accessible to experiments. This
fundamental new effect (i.e. superparamagnetism), induces a shift in the relevant
temperature scale. Indeed, as depicted in Fig. 1.4, in nano-scaled systems the most
relevant temperature is that which corresponds to the thermal energy that is sufficient
for overcoming the energy barrier, rather than the Curie temperature, as is relevant
for bulk systems. This new temperature is known as the blocking temperature and is
denoted by TB . In fact, its should be called the unblocking temperature because it is
the temperature above which the magnetic moment climbs up the energy barrier and
switches its orientation.1

In general, the energy barrier may be lowered by various mechanisms and/or
different external stimuli:

1More precisely, for magnetic measurements with measuring time τm ∼ 100s (such is the case in
magnetometry measurements), the superparamagnetic range is 0 ≤ 	E/kBT < ln(τm/τ0) � 25.
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• At zero temperature, an applied static magnetic field h reduces the energy barrier
as follows 	E = σ (1 − h)2. When h reaches a critical value hc (here 1), the
energy barrier is entirely suppressed and the magnetic moment of the system
switches to the new available minimum. This hysteretic switching mechanism is
well described by the so-called Stoner-Wohlfarth model [4, 8].

• At finite temperature, and even at zero magnetic field, the switching probability
of the magnetic moment becomes nonzero owing to thermal fluctuations. Such a
stochastic mechanism is well described by the so-called Néel-Brown model [5, 7,
9, 11]. Alongside the well-known work of Néel, Brown, and also that of Aharoni
(1969), there is a fundamental approach developed by Langer (1967–69) for multi-
variate systems [12–15]. The only limitation of Langer’s approach is that it applies
to situations where the extrema of the energy potential are well defined in the sense
that they are not flat. Indeed, this approach is based on the quadratic expansion of
the energy potential at the various extrema (minima, maxima and saddle points). In
practice, this turns out to be applicable to intermediate-to-high damping regimes.

For practical applications, such as information storage, one seeks to increase the
storage density by using rather small magnetic elements. However, reducing the
volume of these elements leads to rather low energy barriers and thereby to large
switching rates, especially at room temperature. This drastically deteriorates the
temporal stability of the information stored in the media. One way out consists in
considering magnetic materials with large anisotropy constants K (as in CoPt), but
then the critical field hc required to suppress the energy barrier, which corresponds
to writing a new information, becomes too large and inaccessible to nano-scaled
devices. This is what we could call the superparamagnetic tri-lemma. Consequently,
the nanomagnetism community sought for other alternatives while keeping in mind
the two main objectives for practical applications, namely large storage densities
and long temporal stability at room temperature. Two of such alternatives have been
suggested: (i) add a time-dependent field on top of the static magnetic field [16–21],
thus assisting the switching process without having to entirely suppress the energy
barrier, and (ii) apply a laser beam to the system so as to locally reduce the anisotropy
contribution. This is what it is called heat-assisted magnetization reversal (HAMR)
mechanism.

1.2.2 Many-Spin Approach

In NMs of a diameter of the order of 10 nm (e.g. of cobalt), a great number of atoms
is located on the outer shell. Now, we know that the latter undergoes lattice recon-
structions and atomic rearrangements which in turn lead to a crystal-field symmetry
breaking inducing strong local inhomogeneities. The consequence of this is nonuni-
form atomic spin configurations. For instance, as the surface anisotropy increases
in intensity, the switching mechanism becomes less coherent and rather operates
cluster-wise, leading to steps in the hysteresis loop and the limit-of-metastability



10 Ò. Iglesias and H. Kachkachi

Fig. 1.5 Effects of surface anisotropy on the hysteresis loop and validity of the macrospin approach
(kS ≡ KS/J ). Source Reprinted with permission from [1]. Copyright (2020), Elsevier Books

curve can no longer be scaled with the Stoner-Wohlfarth astroid [22]. The situation
can be summarized in Fig. 1.5, where the Stoner-Wohlfarth switching field is plotted
against the ratio of surface anisotropy constant to exchange coupling (kS ≡ KS/J ).

1.2.2.1 Hamiltonian

In order to account for and investigate the effect of spin noncolinearities, one has
to resort to microscopic approaches that necessarily involve the atomic magnetic
momentwith continuous degrees of freedomas their building block. Such approaches
then take account of the local environment inside the system, including the micro-
scopic interactions and single-site anisotropy.Consequently, this amounts to adopting
many-spin approaches in which the NM is considered as a crystal ofN atomic mag-
netic moments mi = (gμBS) si , where si is the atomic unit spin vector (‖ si ‖= 1)
on site i . The interaction of these atomic moments is usually described with the help
of the (classical) anisotropic Dirac-Heisenberg model [22]

H = −
∑

〈i, j〉
Ji j si · s j + HZ + Han, (1.7)

where Ji j is the exchange couplingwhichmay be ferromagnetic or antiferromagnetic
and whose nominal value depends on the nature of the link i ↔ j . So we may have
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a different coupling for core-core (Jcc), core-surface (Jcs) and surface-surface (Jss)
links.2

Next,

HZ = −(gμB)H ·
N∑

i=1

si (1.8)

is the Zeeman energy of interaction of the external magnetic field H with all atomic
magnetic moments mi . Finally, Han in (1.7) is the (uniaxial) single-site anisotropy
energy

Han = −
∑

i

Ki (si · ei )2, (1.9)

with easy axis ei and constant Ki > 0. If the site i is located in the core, the anisotropy
axis ei is taken along some reference z axis and Ki = Kc. In fact, Kc is the effective
anisotropy constant and ei is the easy axis of the effective anisotropy that is usually
assumed to include the NM’s shape anisotropy. For NMs grown out of a magnetic
material with cubic anisotropy, the termHan may also comprise a cubic contribution.
Altogether, in the absence of experimental data, the anisotropy constant Kc and
easy direction are often assumed to be the same as those of the underlying bulk
material. For surface spins, the anisotropy is also considered as uniaxial with a
constant Ki = Ks and an easy axis that is taken along the radial direction (i.e.,
transverse to the cluster surface), as illustrated in Fig. 1.6. Several works have also
considered the same model with Ki < 0, i.e. with an easy axis that is tangential to
the surface.

A more physically plausible model of surface anisotropy was introduced by Néel
[6] with

Han = Ks

2

∑

i

zi∑

j=1

(si · ui j )
2, (1.10)

where zi is the coordination number of site i and ui j = ri j/ri j the unit vector con-
necting the site i to its nearest neighbors (see Fig. 1.7). This model sounds more
realistic because the anisotropy at a given site occurs only when the latter loses some
of its neighbors, e.g. when it is located at the boundary.

Fig. 1.6 Transverse Surface Anisotropy model. Source Reprinted with permission from [1]. Copy-
right (2020), Elsevier Books

2We define the core as the group of atomic spins whose coordination number z is equal to that of
the bulk material (= 6 for a sc lattive and 12 for an fcc lattice). The other spins with lower z are
considered as surface spins.
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1.2.2.2 Weak Surface Effects

The study of the dynamics of NMs in the many-spin approach, along what was
discussed in Sect. 1.2.1, presents tremendous difficulties related with the analysis
of the energyscape (minima, maxima and saddle points), which is a crucial step in
the calculation of relaxation rates and investigation of the magnetization reversal at
finite temperatures. One may then address the question as to whether it is possible
to establish some conditions under which one may adopt a (simpler) macroscopic
approach and avail oneself from the corresponding full-fledged theory of magneti-
zation dynamics. An answer to this question was provided in [23, 24] in the case of
not-too-strong surface effects, i.e. when the surface anisotropy is not strong enough
so as to consider the spin configuration as almost collinear (see Fig. 1.8).

Under this condition an effectivemacroscopicmodelwas built for the netmagnetic
moment of the NM evolving in an effective energy potential. The latter turns out to be
an infinite polynomial in the components of this macroscopic magnetic moment [23–
26]. However, the 2nd- and the 4th-order terms are the leading contributions to the
effective energy and the corresponding coefficients depend, both in magnitude and
sign, on the underlying material, the size and shape of the NM, and the microscopic
parameters (coupling, anisotropy, etc.) [26]. In the absence of a magnetic field, we
then have the effective energy [23–26]

Eeff. = −K2 m
2
z + K4(m

4
x + m4

y + m4
z ). (1.11)

Fig. 1.7 Néel Surface Anisotropy model. Source Reprinted with permission from [1]. Copyright
(2020), Elsevier Books

Fig. 1.8 Spin configuration
of the middle plane of a
spherical NM with relatively
weak surface anisotropy and
a net magnetic moment
along the diagonal. Source
Reprinted with permission
from [1]. Copyright (2020),
Elsevier Books
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The coefficient K2 of the second-order3 contribution is in fact the result of two
contributions, one stemming from the initial core uniaxial anisotropy and a new
contribution that is induced by surface anisotropy (see below). The latter contribu-
tion is much smaller than the former because its coefficient contains the product
(Kc/J )(K 2

s /J )  1. The 4th-order coefficient K4 in (1.11) was expressed in terms
of the microscopic parameters as [23]

K (0)
4 = κ

(0)
2

N K 2
s

z J
, (1.12)

where Ks, z, J are respectively the on-site surface anisotropy constant (transverse or
Néel), the coordination number, and the exchange coupling of the many-spin NM.
κ

(0)
2 is a surface integral that depends on the underlying lattice, the shape, and the size
of the NM and also on the surface-anisotropy model. For instance, for a spherical
NM (of∼ 1500 spins) cut from a simple cubic lattice with Néel’s surface anisotropy,
κ

(0)
2 � 0.53465.
To sum up, this effective macroscopic model provides us with an intermediate

approach that: (i) involves a macroscopic magnetic moment whose dynamics is
much easier to study since its potential energy is a function of only two variables,
and (ii) does inherit the intrinsic features of the NM through themicroscopic physical
parameters entering the coefficients of the effective potential.

1.2.2.3 Validity of the Effective Models

The effective model (1.11) comes in as a handy tool for investigating the dynamics
of the magnetization of NMs in a macroscopic approach that still captures some
of the intrinsic features of the NMs [27, 28], see Sect. 1.3.1.1. However, it is not
an easy matter to validate this model in experiments. The main reason is that the
quartic term in (1.11) is a pure surface contribution that appears even in the absence
of core anisotropy (see [23, 24]) and which may renormalize the cubic anisotropy
of the (underlying) magnetic material the NM might be made of. Hence, it is not
obvious how to disentangle this surface-induced 4th-order contribution from the
intrinsic cubic anisotropy of magnetic materials. Nonetheless, at least for thin disks
where the effective anisotropy is mostly of (boundary) surface origin, this quartic
contribution may become dominant. An example of this situation was provided by
cobalt nano-dots with enhanced edge magnetic anisotropy [29].

Obviously, for rather weak surface anisotropy the cubic contribution drops and
the Stoner-Wohlfarth model is reinstated as a good approximation to the many-spin
NM. Some experimental macroscopic estimates of the surface anisotropy constant
yield, e.g. for cobalt Ks/J � 0.1 [30], for iron Ks/J � 0.06 [31], and formaghemite
NMs Ks/J � 0.04 [32]. However, one should not forget that this effective constant
depends on the NM’s size, among other parameters such as the material composition.

3With respect to the power of the components of the net magnetic moment.
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Moreover, for a NM of diameter 2 nm, we may expect higher anisotropies. For
such materials, the effective macroscopic model has been shown to be valid for
Ks/J ≤ 0.25 in a simple cubic lattice and Ks/J ≤ 0.35 in a face-centred cubic
lattice [26].

In Sect. 1.3.1.1 we discuss the effect of surface anisotropy on the relaxation rate
in a study that has been made possible with the help of this effective model.

In the case of an assembly of magnetic NMs this model was used to compute the
magnetization, the static susceptibility and the ac susceptibility. More precisely, the
system studied is an ensemble of macrospins, each described with the help of the
effective macroscopic model, and mutually interacting via the long-ranged dipolar
coupling. In such a setup, it was possible to investigate the competition between
(intrinsic) surface effects and dipolar interactions [28, 33–35] and to provide (semi-
)analytical expressions for the observables mentioned above taking account of tem-
perature, applied DC field, surface anisotropy and dipolar interactions. It is clear that
such analytical developments would not be possible for an assembly of NMs treated
as many-spin systems.

1.2.2.4 Strong Surface Anisotropy

When the conditions discussed above are not met, one has to deal with the Hamilto-
nian in (1.7) in its full generality with respect to the various energy contributions.

Thus, as discussed earlier, all techniques, both analytical and numerical, that are
usually applied to bulk systems for investigating the magnetic properties, have to be
adapted to nano-scaled systems. In particular, spin-wave theory, which is the study
of the fluctuations of local spins, has to be extended so as to include the fluctuations
of the net magnetic moment as well. This has been done in [2, 3] and references
therein. The choice of the computing method depends on the observable of interest
and on the approach considered. For equilibrium properties, the hysteresis loop and
the switchingfield, for instance, is computed by numerically solving the deterministic
Landau-Lifshitz equationwithout theGaussian field.Within themacrospin approach,
this equation is in fact a system of two (three) coupled equations in the system of
spherical (Cartesian) coordinates, whereas within the many-spin approach this leads
to a system of 2N (3N ) coupled equations. However, in all cases the numerical
procedure is quite straightforward and uses standard routines such as the Euler,
Heun or Runge-Kutta methods [36, 37]. General magnetic properties of a many-spin
system with, in principle, an arbitrary set of physical parameters, are also accessible
to Monte Carlo simulations.

The classical Monte Carlo (MC) method based on the Metropolis algorithm is a
standard technique [38] used in principle to simulate equilibrium statistical proper-
ties taking averages over a sample of possible spin configurations. At difference from
atomistic simulations based on the Landau-Lifshitz equations, which are well suited
for dynamic studies because theygive the time evolutionofmagneticmoments, inMC
simulations they are evolved through a sequence ofMC steps with no real correspon-
dence to real time. Even so, attempts have beenmade to establish a time quantification
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of MC steps in some particular cases [39, 40] showing that this simulation technique
can also be used to qualitatively understand dynamicmagnetization processes such as
magnetic relaxation or hysteresis. In brief, at each MC step, one selects a single spin
from the lattice either randomly or sequentially and a change of its orientation is pro-
posed, repeating the sequence a number of times equal to the total number of spins.
At each selection, a new trial orientation of the spin, the corresponding energy change
	E and Boltzmann probability p(	E, T ) = exp(−	E/KBT ) are computed. Then
the new spin orientation is accepted if either 	E < 0 or p(	E, T ) > r [r ∈ (0, 1)
being a uniform random number], otherwise the trial is rejected and the initial spin
orientation is kept. For Ising spins, there is one option to change the sign of the spin
variable with probability 1/2, but for Heisenberg spins, the new trial step can be cho-
sen in different ways as long as detailed balance condition is met. Instead of using
as trial moves random directions on a sphere, it turns out to be more convenient to
perform trials inside a cone around the current spin direction whose aperture can be
tuned, in order to keep a high trial acceptance rate [41–43]. It has been noticed that
it is of crucial importance to use a combination of methods (random, inside a cone
and spin flip) when simulating NM with inhomogeneous properties such as surface
anisotropy or NM with core/shell structure (see Sects. 1.3.2.1 and 1.3.2.3).

In order to account for the superparamagnetic behavior of the NM net magnetic
moment the MC method was extended in [3] by including global rotations of the
net magnetic moment, in addition to the usual (local) rotations of the atomic spin.
The semi-analytical expressions for the magnetisation in terms of temperature and
magnetic field were derived it was shown that there are three field regimes separated
by two critical values of the magnetic field, namely the one that suppresses the global
rotation and the higher one that suppresses spin waves.

The dynamics of a many-spin NM can in principle be tackled by solving the set
of coupled (stochastic) Landau-Lifshitz equations written for atomic spins [44, 45].
Indeed, solving the (stochastic) Landau-Lifshitz equation with a Langevin (thermal)
field is a very versatile technique that can deal with multi-variate systems and is
thus well suited for investigating equilibrium and dynamic behavior of such many-
spin systems. However, this method inherently includes time consuming subroutines
that are necessary for (i) generating sequences of arrays of stochastic numbers and
(ii) computing averages over sufficiently large ensembles of time spin trajectories.
The other technique would consists in solving the Fokker-Planck equation but this
requires writing a hierarchy of equations that depend on the energy potential. This
means that this procedure is somewhat model-dependent. Moreover, this technique
is limited in practice to a small number of degrees of freedom, since otherwise this
hierarchy becomes too cumbersome to write and rather costly to solve numerically.
As such, and as far as NMs are concerned, this technique has been applied to a
maximum of two coupled magnetic moments [46]. In conclusion, the study of the
dynamics of NMs in the many-spin approach can only be done efficiently using the
Landau-Lifshitz equation, even though this remains a tremendous numerical task.
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1.3 Results

In the following sections we shall present a sample of our previous results on finite-
size, boundary, shape and surface effects. We first present results for model NMs
with a simple cubic lattice, spherical and cubic shapes. Next, we discuss the results
for more specific situations with antiferromagnetic couplings and core/shell config-
urations.

1.3.1 Finite-Size Effects

1.3.1.1 Switching Field

For many-spin NMs of variable size, but which still exhibit a collinear spin con-
figuration, the hysteresis loop can be scaled with that rendered by the macrospin
Stoner-Wohlfarth model, even in the general case of a field applied at an arbitrary
angle with respect to the core easy axis.

The effect of finite-size on the hysteretic properties of NMs have been investigated
by many authors, see [36, 37, 47] and references therein.

In Fig. 1.9 we plot on the left the coercive field of a spherical NM and on the
right the Stoner-Wohlfarth astroid. We see that the results for a many-spin NM with
physical parameterswithin the range of theOSPmodel scalewith those of the Stoner-
Wohlfarth model. The scaling constant is the ratio of the number of core spins to

Fig. 1.9 Left: coercive field versus the linear size of a spherical NM. Right: Switching field of a
spherical NM with ks/j � 0.01, for different values of the surface-to-volume ratio Nst = Ns/N .
Calculations performed using the Landau-Lifshitz equation. SourceReprintedwith permission from
[37]. Copyright (2020), AIP Publishing LLC
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that of the NM’s total number of spins. Moreover, the limit-of-metastability curves
(astroids) for all sizes fall inside the Stoner-Wohlfarth astroid. This means that when
boundary and surface effects, and the spin noncollinearities they entail, are ignored
the magnetic properties of the NM can be described with the help of the macrospin
model (or OSP).

Next, we consider the case of infinite uniaxial anisotropy thus restricting the
orientation of themagneticmoments to that of Isingmodel. The reason for this choice
is to study in pure form the effect of finite-size without interference from surface
anisotropy effects. As a particular example with important applications, we consider
a ferrimagnetic oxide such as maghemite. In this kind of oxides, Fe ions reside on
a spinel structure where the spins have different coordination and antiferromagnetic
couplings depending on the sublattice (tetra and octahedral) they belong to. The
Ising variables interact through exchange interactions that may vary in value and sign
from atom to atom depending on the spatial arrangement of the nearest neighbours
[48, 49]. Since not all magnetic interactions can be fulfilled, and in spite of the
collinear alignment of the spins, intrinsic geometrical frustration exists that is in part
responsible for some of the peculiar properties of this kind of NM.
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Then, in Fig. 1.10 we show hysteresis loops at different temperatures for NM
with diameters D = 3a, 6a. First of all, we note that the saturation field and the
high-field susceptibility increase as the NM size is reduced, since these quantities
are mainly associated with the progressive alignment of the surface spins towards
the field direction. Thus, the loops of the smallest NM resemble those found in
ferrimagnetic NM [50–52] and other bulk systems with disorder [53, 54], increasing
their squaredness (associated with the reversal of M as a whole) with the size. In
fact, by plotting separately the contributions of the core and the surface to the total
magnetization (see Fig. 1.10, dashed lines), we see that the loop of the core is almost
perfectly squared independently of temperature and NM size, indicating a reversal of
its magnetization with a well-defined ferrimagnetic moment. Instead, the loop of the
surface reveals a progressive reversal of M , which is a typical feature associated to
disordered or frustrated systems [53]. Nonetheless, for a wide range of temperatures
and NM sizes, it is the reversal of the surface spins that triggers the reversal of the
core. This is indicated by the fact that the coercive field of the core is slightly higher
but very similar that of the surface. At zero temperature it was shown in [37] that the
surface switches before the core in spherical NM with moderate surface anisotropy.

1.3.1.2 Magnetization Thermal Behaviour

In Fig. 1.11 we show the magnetization of a (model) spherical NM as a function of
the reduced temperature. This is the ratio of temperature T to the critical temperature
(TPBC) of the cube-shaped NM with size of 403 and periodic boundary conditions.
The corresponding magnetization is denoted MPBC. This is compared with the mag-
netization of the core of a spherical NM of variable size and total number of spins
N = 909, 3766, 6330, with a surface contribution of 53%, 41%, 26%, respectively.
For the details of the system and computing method see [55].

Fig. 1.11 Magnetization as
a function of (reduced)
temperature. Calculations
performed using Monte
Carlo simulations. Source
Reprinted with permission
from [56]. Copyright (2020),
Springer
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It is clearly seen that the critical temperature and magnetization are dramatically
reduced in the core of the NM. The reduction of the critical temperature is obviously
due to the finite-size. There is a size-dependent reduction of the critical temperature
by up to 50% for the smallest NM. The same result has been found by Hendriksen
et al. [60] and many other authors.

Next, we discuss finite-size effects in some specific systems. Accordingly, for
maghemite NM, and as a first example of purely finite-size effects on equilibrium
properties, we present results of the ordering temperature dependence on theNM size
for diameters varying between 3 and 14 unit cells (corresponding to real NM sizes of
2.5–12 nm) as extracted from the peak in the thermal dependence of the specific heat
that signals a second-order transition from a paramagnetic to a ferrimagnetic order.
In Fig. 1.12, we can see that TC decreases with decreasing NM size, approaching the
bulk value extracted from a simulation performed using pbc on a system with linear
size N = 14. The obtained dependence can be fitted accurately to the predictions of
finite-size scaling theory [57, 58] to a scaling law of the kind

Tc(∞) − Tc(D)

Tc(∞)
=

(
D

D0

)−1/ν

. (1.13)
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This expression fits nicely the MC data with D0 = (1.86 ± 0.03)a being a micro-
scopic length scale (in this case, it is roughly twice the cell parameter), and a critical
exponent ν = 0.49 ± 0.03, which seems to indicate a mean field behaviour [59].
This result can be ascribed to the high coordination of the O and T sublattices. The
fitted curve is drawn in Fig. 1.12 where deviations from scaling are appreciable
for the smallest diameters, for which corrections to the finite-size scaling in (1.13)
may be important [57]. Thus, these results discard any important surface effects on
the ordering temperature and are consistent with spin-wave calculations [60] and
old MC simulations [61]. Similar finite-size effects have been found in fine NM
[62] of MnFe04, but with a surprising increase of Tc(D) as D decreases, which has
been attributed to surface effects due to the interactions with the NM coating. More
recently, other experimental [63–68] and theoretical [69–72] studies have reported
similar scaling laws, although with different values of the scaling exponents depend-
ing on the NM composition and spin lattice.

The effects of the NM size can also be appreciated in the thermal dependence
of the magnetization of an individual NM when going from the high temperature
paramagnetic phase through TC , the ordering temperature. Finite-size effects show
up as changes in the M(T ) law with NM size D as compared to bulk behavior. To
study the effects of a free surface and of finite size on themagnetization of theNM,we
compare in Fig. 1.12a the results for fourNMdiameters (D = 3a, 4a, 6a, 8a, 10a, 14a,
symbols) with those corresponding to N = 14 with pbc (representing the behavior
of the bulk). The main feature observed is the reduction of the total magnetization
MTotal with respect to the pbc case (continuous line) due to the lower coordination
of the spins at the surface, which hinders ferrimagnetic order at finite temperatures.
Figure 1.12c, d clearly show the role played by the surface (blue dashes) and the
core (red dashes) in establishing the magnetic order. On one hand, independently
of the NM size, the core tends to a perfect ferrimagnetic order at low T (marked
by M = 1/3), progressively departing from the bulk behavior as T approaches Tc,
this finite-size effect being more important as the NM size decreases. However, the
surface magnetization does not reach perfect ferrimagnetic order at T = 0 even for
D = 8 due to the reduced coordination of the spins. For this reason, a rapid thermal
demagnetization is observed leading toMSur f that significantly departs from the bulk
behavior.

It is worthwhile to note that for all the diameters studied, there is a temperature
range in which this demagnetization process is linear, this range being wider as the
NM size decreases. In this linear regime, the NM demagnetization becomes domi-
nated by surface effects since the core and surface behaviors are strongly correlated.
Linear demagnetization is indicative of the effective 3D-2D dimensional reduction
of the surface shell and has previously been observed in thin film systems [73, 74]
and in simulations of rough FM surfaces [75]. MTotal is always strongly dominated
by the surface contribution, progressively tending to the bulk behavior as the NM
size is increased.

In Fig. 1.12b, we show the size dependence of the MTotal at different temperatures.
All the curves follow a quasi-linear behavior with 1/D except for very small NM
sizes (D = 3). This is consistent with the existence of a surface layer of constant
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thickness 	r independent of D and with reduced magnetization with respect to the
core. With these assumptions, the size dependence of M can be expressed as

M(D) = MCore − 	M
	r S

V
= MCore − 	M

6	r

D
, (1.14)

where S and V are the surface and volume of the NM, and 	M = MCore − MSurface.

1.3.2 Effects of Shape and Surface Anisotropy

Recent advances in the synthesis methods and characterization techniques in the field
of nanomagnetism have allowed us to have control on the production of NM with
specific shapes and morphologies. It has been demonstrated that magnetic nanopar-
ticles can be synthesized with precise control over their sizes, shapes, compositions,
and structures [76–79]. In particular, the control of their shape can be used to tailor
functional properties for specific biomedical and technological applications [80, 81].
In what follows, we will first present examples that illustrate how shape is related
to distinct magnetic properties of NM and then will continue presenting three phe-
nomena that illustrate how the existence of surface anisotropy and interfaces affect
the magnetic properties of NM.

1.3.2.1 Effects of Shape in the Reversal of Oxide NPs

As a first example, let us consider twomaghemite NMwith spherical and cubic shape
and similar radius and length of 20 nm, as the ones used in an experimental study
of the heating properties relevant to hyperthermia applications [82]. Analyzing the
hysteresis loops simulated by atomistic MC (see Fig. 1.13), we see that their shape
and area undergo a substantial change just for the fact of changing their shape, since
they have the same (real) values of the core and surface anisotropies. In particular,
notice that the loop area of the cubic NM is larger than that of the spherical one. It has
been checked that this is accomplished independently of the NM size, thus pointing
to a genuine shape effect associated with changes occuring at the surface of the NM.
Note that the difference in areas stems from qualitative loop shape differences around
the coercive and closure field points that can be traced back to the different reversal
processes of the surface spins as clearly observed on in the right panel of Fig. 1.13.
Since the loop area is directly related to the specific absorption rate, these simulation
results give a convincing explanation of experiments that show a systematic superior
magnetic heating efficiency of cube-shaped NM as compared to spherical ones of
similar sizes [82–87].

In our next example, we compare the phenomenology of spherical and ellipsoidal
NM [88, 89]. Notice that, in contrast with the previous sections, the values of the
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Fig. 1.13 Left panel: Hysteresis loop for a spherical (red circles, diameter 20nm) and a cubic NM
(blue squares, side 20nm) obtained fromMC simulations of an atomistic spin model of maghemite
at low temperature. In both, uniaxial anisotropy at the core and Néel surface anisotropy have been
considered. Snapshots show the spin configurations at the positive coercive field. Spins have been
colored according to their projection onto the magnetic field direction (z axis) from red (+1) to blue
(−1). Right panel: Contribution of the surface spins only to the hysteresis loop of a spherical (red
circles) and a cubic NM (blue squares)

anisotropy constants here are given in temperature units and that they correspond to
maghemite (see Sect. 1.3.2.2 for details).

By comparing, in Fig. 1.14, the loops for kS = 10 to those for kS = 100, we see
that the coercive field increases and the remanence decreases with increasing surface
anisotropy, independently of the elongation L of the NM. Moreover, the presence of
disordered groups of spins at the surface, induced by surface anisotropy, makes the
loops more elongated and increases the closure fields of the loops as found also in
experiments on ferrimagnetic oxides [90]. The rounding of the loops near the coercive
field clearly indicates a progressive departure from a uniform reversal mechanism
with increasing kS . When looking only at the Mz component, not much difference is
appreciated between the loops for NMwith different L because of the compensation
of the spin components transverse to the field direction due to the symmetry of
revolution of the NM around the z axis. However, upon further inspection of the
Mn

Surf and MCore
n contributions and animated snapshots taken along the loops [91],

the details of the reversal process can be better understood.
We first note that when kS is increased from k

S the reversal mechanism changes
from quasi-uniform (induced by the core) rotation at low kS values, to a process
in which the formation of surface hedgehog-like structures induce the non-uniform
switching of the whole NM. In the first regime (kS = 10 case in Fig. 1.14), the core
and surface spins point mostly along the z axis (MCore

n ≈ 1, MSurf
n  1) except near

the coercive field where they make short excursions towards the radial direction
driven by the surface anisotropy (see the dips in MCore

n and the cusps in Mn
Surf ).

However, for kS > k
S (kS = 100 case in Fig. 1.14), the surface spins remain near

the local radial easy-directions Mn
Surf ≈ 1) during the reversal, while the core spins
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are dragged away from the z local easy-axis by the surface spins during the reversal,
except for values of h near the closure field. This is indicated by the widening of
the dips in MCore

n and the global decrease of MCore
n values as kS increases. Finally,

let us remark also that, for all the kS considered, the Mn
Surf values along the whole

hysteresis loops increase with increasing L , which indicates that the surface spins
remain closer to the local radial direction during the reversal as the NMbecomemore
elongated. Upon increasing L , the dips in MCore

n become less profound for kS > k
S ,

an indication that reversal of core spins along the radial direction is suppressed by
the elongation. However, for weak anisotropy (kS < k

S), the more elongated the NM
are, the greater the deviation of surface spins towards the radial direction during the
reversal.

1.3.2.2 Surface Effects on the Thermal Dependence and Hysteresis of
Oxide NP

In order to study surface effects in atomistic simulations, it is necessary to account
for the three dimensional character of the atomic spins considering them as Heisen-
berg classical spins (si ) that can point in any direction in space (see (1.7)). Moreover,
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apart from the exchange interaction, it is necessary to include magnetocrystalline
anisotropy and to introduce the distinct surface Néel anisotropy term (1.10) for
spins close to the surface with reduced coordination as compared to bulk. While
the values of bulk anisotropy constants KC can be obtained indirectly by magnetic
measurements, the surface contribution KS is more difficult to evaluate. However,
for maghemite with KC � 4.7 × 104 erg/cm3 [92, 93], KS has been estimated as
KS � 0.06 erg/cm2 from Mössbauer experiments [94, 95]. Therefore, in the sim-
ulations for maghemite NM, we will vary the core anisotropy values in the range
kC = 0.01 − 1 K and those of the surface anisotropy in the range kS = 1 − 100 K.

We start again by examining the thermal dependence of the magnetization for
different diameters, now with a variable kS and fixed kC = 1K . For small surface
anisotropy (kS < 10), the demagnetizing process has a linear dependence with T
over a wide range of temperature for all NM sizes studied. This linear dependence is
similar to that found for the model with Ising spins [96] in Sect. 1.3.1.2 . However,
in that case, the linear dependence was blurred as the NM size increased and it
was limited to a narrower range of temperatures. For Heisenberg spins, instead,
this behavior is clearly observed for all the simulated D’s and extends up to the
ordering temperature, being more evident for the largest NM and for the core spins
(see Fig. 1.15). This linear behavior is in agreement with the variation predicted by
a surface spin wave theory and, therefore, is indicative of the effective 2D behavior
of the surface shell, that completely dominates the magnetic behavior of the NM
[97]. This is also in contrast with the results for FM NM (not shown, [98]) where,
due to the absence of frustration, the core contribution dominates as indicated by a
clear downward curvature of the M(T ) curves [98, 99]. Note also that the ordering
temperature, marked by appearance of a non-zero Mz value, increases with the NM
size as in the Ising model, but its value is lower.

Next,we focus on themagnetic order reached after the cooling process. For the real
maghemite NM, the attained configurations are the result of the competition between
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Fig. 1.16 Snapshots of the equilibrium configurations attained after cooling from a high tempera-
ture disordered state for FM (left column) and ferrimagnetic maghemite spherical (central and left
columns) NMs with D = 6a and maghemite lattice structure. Configurations are shown for two
values of the surface anisotropy constant kS = 15 and kS = 50. The pictures display the central
unit cell corresponding to a cut through an equatorial plane along the Z or XY axes

the frustration caused by the intra and intersublattice AF coupling of the spins and
the distribution of local anisotropy directions at the surface. As a consequence, due to
the dominant AF intersublattice coupling, a greater degree of disorder at the surface
is induced with respect to the FM case [98]. For low kS values (kS � 20 curves in
Fig. 1.15), the NM orders into a quasi-AF state in which spins in each sublattice are
almost aligned along the core easy-axis, the states attained at T = 0 have core spins
ordered in an AF state along the z-axis but surface spins that progressively depart
from perfect alignment along the core easy-axis direction as kS is increased. This is
indicated by the approach of Mn towards 1 for core spins and towards 0.5 for surface
spins as T is reduced (see the upper panels in Fig. 1.15). Note that while for the FM
NM the maximum value of the total magnetization Mz is 1, this is not the case for the
real maghemite NM since now the low T value of the total magnetization is given
essentially by the contribution of noncompensated spins [96] (see Fig. 1.15).

With increasing kS , this quasi-AF kind of ordering changes. MSurf
n → 1 at low T

(see the upper panels in Fig. 1.15), which indicates that surface spins start to depart
from the core easy-axis towards the local radial direction. Moreover, MCore

n → 0.5,
a clear signature that the radial deviation of surface spins drive the core spins pro-
gressively towards the radial direction as kS is increased. As a consequence throttled
structures as those seen for kS = 15, D = 6 in Fig. 1.16 start to form (similar results
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have been found for other lattices and compositions in [71, 101–104]). Finally, for kS
above a critical value, k

S , hedgehog-like configurations are favoured by the dominant
radial anisotropy contribution (see for example the configuration for kS = 50, D = 6
in Fig. 1.16). The direct visualization of equilibrium configurations presented in Fig.
1.16 shows that the reduction of the saturation magnetization with NM size observed
experimentally in different fine NM of ferrimagnetic oxides, can be attributed to the
random canting of surface spins caused by the competing AF interactions between
sublattices [50, 105]. Moreover, as the results of our simulations confirm, the degree
of disorder at the surface is larger than for the FM NM due to the complex interplay
between the AF intralattice interactions and the local anisotropy easy-axes.

Next, we continue analyzing the influence of surface anisotropy on the reversal
processes. First, we consider the results for a FM NMwith the same lattice structure
than maghemite shown in Fig. 1.17 for different values of kS . For a FM NM, the
hysteresis loops are dominated by the surface contribution for all values of kS studied
as indicated by the non-squaredness of the loops around the coercive field. For high
values of the surface anisotropy (kS = 50, 100), a magnetic field as high as h = 20
K is able to saturate the core, but the surface spins instead point along the radial
direction during the magnetization process. This is more clearly reflected on the
right panels of Fig. 1.17, where we see that for high kS , Mn remains close to 1 at the
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Fig. 1.18 Hysteresis loops for a real maghemite spherical NM with diameter D = 6a for different
values of the surface anisotropy constant kS = 1, 10, 20, 50, 100. The different panels show the (a)
core and (b) surface contributions to the projected magnetization along the local anisotropy axes
(Mn), (c) the core contribution to the component of the magnetization along the field direction, and
(d) the total magnetization

surface during all the reversal process, while the core spins depart from their easy
directions (Mn ∼ 1) dragged by the surface towards the radial direction close to the
coercive field, where Mn ∼ 0.5.

The hysteresis loops for the FM NM are to be compared with those for real ferri-
magnetic maghemite NM presented in Fig. 1.18 for D = 3a, 6a and kS ranging from
1 to 100. Although the reversal process is still dominated by the surface spins, notice
that now the loops for the ferrimagnetic NM becomemore elongated and have higher
closure fields than those for the FM NM of the same size, indicating the frustrating
character of the interactions in ferrimagnetic oxideNMs [106].Moreover, a reduction
in the high field susceptibility and an increase of the closure fields is also observed.
These features are due to the dominance of surface anisotropy over exchange inter-
actions that create surface disordered states which become more difficult to reverse
by the magnetic field.

More importantly, there is a change in themagnetization reversalmechanism upon
increasing kS above k

S , the value for which a change in the low T configurations
was observed. For kS < kS (see Fig. 1.18), the core and the surface have similar
hC and closure fields. The NM core reverses in a quasi-uniform manner with the
spins pointing mostly along the z-axis (Mn ≈ 1) except near hc, and with the surface
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Fig. 1.19 Hysteresis loops of maghemite particles with diameters D = 3a (black),D = 4a
(blue),D = 5a (red),D = 6a (green). Each panel corresponds to a different value of kS as indi-
cated

spins following the core reversal (with Mn < 1 indicating alignment close to the z
direction) [107]. However, at higher kS (see Fig. 1.18 for kS > k

S), surface spins
remain close to the local radial direction (Mn ≈ 1) during all the reversal process,
driving the core spins away from their local easy axis and making their reversal
non-uniform (0.5 < Mn < 1) due to the appearance of the hedgehog-like structures
during the reversal [107].Notice also that for kS > k

S a series of steps in the hysteresis
loops along the irreversibility line can be observed as also seen in [108]. Each step
corresponds to the jump of a cluster of surface spins that are able to overcome the
energy barrier induced by the high radial anisotropy at that field.

The influence of NM size on the hysteresis loop at T = 0 depends on the range
of values of kS , although some features are common to all of them, as can be seen in
Fig. 1.19. As the NM size increases, the high field susceptibility decreases while the
loops at different D all cross at h = 0. However, for kS values below the critical one
(kS < k

S), hC is almost size independent, although the coercive field for the core spins
of NM with high anisotropy is higher for the smaller NM. In contrast, for kS > k

S
(see the panels with kS = 50, 100 in Fig. 1.19) hC increases with increasing NM
size except for the D = 6 NM. These results are in qualitative agreement with those
reported by Morales et al. [109] for maghemite NMs with sizes ranging between 3
and 14 nm. They observed a slight increase of the coercive field with decreasing size
for the range of sizes reported here.

1.3.2.3 Core-Shell NPs

For many technological applications, it has been shown to be useful to synthesize NP
with non-homogenousmaterials having, for example, a gradient in compositionwhen
going from the inner to outer parts [110] or having a core and shell made of materials
with different magnetic properties [111]. The last case is somehow unavoidable since
most magnetic elements are easily oxidized when exposed to air or aqueous media.
These NP can be otherwise produced by controlled chemical synthesis [112, 113] in
a variety of morphologies and compositions. Magnetic core/shell nanoparticles with
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Fig. 1.20 Left: schematic drawing of model of a core/shell NM of total radius R used in the MC
simulations. The spins sit on the nodes of a sc lattice. The AF shell has width RSh (red and yellow
spins) and the FM core (blue and green spins) a radius RC = R − RSh . The core/shell interface
(green and yellow spins) is formed by the core (shell) spins having nearest neighbours on the shell
(core). Right: Hysteresis loops for a core/shell NP with radius R = 12 a obtained from a ZFC state
and after FCdown to T = 0.1 in a field hFC for JSh = −0.5JC Panel (a) displays the total normalized
magnetization component along the field direction. Panel (b) shows the normalized contributions
of the shell spins at core/shell interface to the total magnetization of the loop. Adapted from [124]
Copyright (2020) American Physical Society

functionalyzed shells and coatings are also necessary in biomedicine for applications
in targeted delivery and diagnostics [81, 114–116].

An attractive composition results from the combination of a FM or AF core sur-
rounded by anAF or FM shell (usually an oxide) coupled by the exchange interaction
at the interface between them. Interesting proximity effects result from the structural
modification and competition of different magnetic orderings at the FM/AFM inter-
faces [117–123]. In particular, the so-called exchange bias (EB) phenomenon which,
in brief, consists in the shift of the hysteresis loop along the field axis after cooling the
sample fromhigh temperature through theNéel temperature of theAF, in the presence
of a magnetic field [121]. For thin film FM/AF layers, different semi-analytical mod-
els (for a review see [121] and references therein) based on the macrospin approach
have been proposed to account for the values of the observed EB fields, but none of
them applies to NM, where the role played by the interface needs to be understood at
an atomistic level. In order to unveil the microscopic origin of all the phenomenology
associated to EB effects in NM, a minimummodel that captures the main ingredients
of a single NMwith core/shell structure can be developed as depicted by the drawing
shown in Fig. 1.20.

For simplicity, a core/shell NM is made of atomic spins placed on the nodes
of a sc lattice inside a sphere of radius R (measured in multiples of the unit cell
dimensions a) and inside which three regions are distinguished: core with radius
RC , shell of thickness RSh = R − RC and interface formed by the core (shell) spins
having nearest neighbors on the shell (core). To account for the finite values of
anisotropy in real systems, we consider Heisenberg spins interacting through the
Hamiltonian of (1.7) with uniaxial anisotropy as in Fig. 1.6. Core/shell structures are
typically made of a FM core and AF shell [121, 124–126], represented by JC,Sh ≶ 0
exchange constants respectively (hereafter fixed to JC = 10 and JSh = −0.5JC). The
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Fig. 1.21 Coercive and exchange bias fields for a spherical particle with R = 12, RSh = 3 and
kC = 1. The dependence on the particle radius is shown in panels (a) and (b), while in panels
(c) and (d) the surface anisotropy kSh dependence is shown. Coercive fields at the decreasing and
increasing field branches h−

c , h
+
c are also displayed in (c)

coupling at the interface is represented by JInt, that can be varied in sign and value
to study the role played by the coupling across the core/shell interface on magnetic
properties. Usually, kSh > kC is required in order for the shell spins not to reverse
while cycling the magnetic field, so that EB is observed. Typically its value is higher
than for the core due to reduced local coordination and will be fixed to kSh = 10
K, in agreement with experiments [127, 128]. The core anisotropy will be fixed to
kC = 1 K, which just sets the scale of the anisotropy field of the FM core.

Results of typical hysteresis loops obtained by MC simulation are shown in Fig.
1.20a for JInt = −0.5JC, where the shift of the loop towards negative field values
and a slightly increased coercivity for the loop after FC can be clearly seen. This
can also be obtained for JInt > 0 [124]. In order to demonstrate that the origin of
the loops shift is on the interface, we further computed the field dependence of the
contribution of interface spins belonging to the shell, M Int

Sh , to the total magnetization
as displayed in Fig. 1.20b. The interfacial shell spins acquire a negative (or positive
for AF coupling) net magnetization after FC which is higher than for the ZFC case
[129], reflecting the fact that, after the FC process, a fraction of the interfacial spins
are pinned and they remain so during the field reversal. In contrast, for the ZFC case,
most of the interfacial spins follow the reversal of the FM core. The net magnetic
moment, induced by the geometrical symmetry breaking and the alignment of groups
of spins into the field direction, generates local fields on the core spins that point into
the same direction as the external field, causing the shift of the hysteresis loops.

The results of the simulations allow us to understand that the origin of EB is a
surface (interfacial) effect that, in contrast with those previously presented, scales
with the number of uncompensated spins at the interface and not necessarily with
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the surface size. However, the peculiarities of the shape of the interface in a NM
depend on its size and, as a consequence, EB is also affected by finite-size effects.
As can be seen in panels (a) and (b) of Fig. 1.21, for increasing NP size, hC also
exhibits an increasing trend attributed to a higher proportion of interfacial core spins
that have to be reversed. For heb, the tendency is the contrary, although with clear
oscillations that are in complete correspondence to the ones observed in Mint attained
after the FC process [125, 130]. This demonstrates again the direct link between the
netmagnetization component of the shell interfacial spins and the loop shifts. Finally,
notice that surface anisotropy also influences all this phenomenology. As seen on
panels (c) and (d) of Fig. 1.21, there is a minimal value of kSh for the observation of
EB.On increasing kSh above it, the bias field increases progressively as the proportion
of interfacial spins pinned during the hysteresis loop increases, and finally saturates.
In contrast, in the presence of EB, hC is reduced with respect to the low-anisotropy
case, but its value does not show appreciable variations with kSh .

1.3.2.4 Effects of Surface Anisotropy on the Dynamics of NM

Availing ourselves of the compromise provided by the EOSP approach, i.e. a
macrospin capturing some of the intrinsic features of the NM,we can then investigate
the effects of surface anisotropy on the switching field. Accordingly, the relaxation
rate turns out to be a non monotonic function of the surface anisotropy constant
Ks [27]. More precisely, owing to the variation of the energy barrier as a func-
tion of the surface anisotropy (see Fig. 1.22 left), the relaxation rate increases for
(small) increasing Ks (see Fig. 1.22 right) since the (surface) quartic contribution to
anisotropy induces saddle points at the equator. As Ks further increases, the quartic
anisotropy starts to dominate, inducing much deeper energy minima and thereby
much higher energy barriers, which finally makes the switching less likely.

Fig. 1.22 Left: Energyscape with increasing surface anisotropy and the corresponding energy
barrier. Right: Relaxation rate as a function of the surface parameter ζ = K4/K2 (see (1.11)).
Source Reprinted with permission from [1]. Copyright (2020), Elsevier Books
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Compared to the effect of thermal fluctuations on the switching field, which is a
simple scaling law, the effect of surface anisotropy depends on the direction of the
applied field. This leads to a flattening of the switching field curve [27]. In the case
of an assembly of magnetic NMs, this model is used to compute the ac susceptibility
and to investigate the competition between (intrinsic) surface effects and dipolar
interactions within an assembly of NM [28, 33–35].

1.3.2.5 Magnetic Excitations

When the conditions stated at the end of Sect. 1.2.2.2 regarding the limit of validity
of the effective models are no longer satisfied, one has to adopt the full many-spin
approach discussed earlierwith theHamiltonian in (1.7), and resort to fully numerical
approaches, such as theMonteCarlo simulationmethod and/or the numerical solution
of the Landau-Lifshitz equation, in order to study the equilibrium and dynamical
properties of the NM. Among the results obtained for the equilibrium behavior, using
the extendedMonteCarlo approach that integrates both global and local spin rotations
[2, 3], it has been shown that due to surface anisotropy the magnetization saturation
requires relatively very strongmagnetic fields (∼ 10 T). In addition, as was discussed
earlier, the hysteresis loop exhibits various jumps which account for a (cluster-wise)
switching of groups of atomic spins, and thus showing that themagnetization reversal
is not a coherent mechanism as in the Stoner-Wohlfarth model. Regarding the many-
spin approach to the magnetization reversal, it was shown in [131, 132] that, under
specific conditions, second-generation spin waves can develop within the NMwhich,
through their coupling to the uniform mode, destabilize the latter and ultimately
induce the magnetization switching. More precisely, it was shown that a box-shaped
NM exhibit an exponential spin-wave instability in the case of a uniaxial anisotropy
and a linear spin-wave instability for a random anisotropy, with the exponential
instability leading to a faster relaxation than the linear instability.

We have also studied surface effects on ferromagnetic resonance in magnetic
nanocubes [133]. The numerical method used consists in linearizing the Landau-
Lifshitz equation around the equilibrium state of the system, thus leading to an eigen-
value problemwhose solution renders the excitation spectrum. For a box-shapedNM,
the resultswere also compared to those of the generalized spin-wave theory [2, 3].We
computed the absorbed power as a function of the excitation frequency and showed
that it is possible to attribute the different contributions of the surface and those of the
core spins to the various peaks obtained by our calculations. In particular, the low-
energy peak, corresponding to the k = 0 mode, consists of equal contributions from
the surface and core spins. Furthermore, in the case of less symmetric box-shaped
samples with Néel surface anisotropy, we observe an elliptic precession of the spins
whose signature could be seen in a parametric resonance experiment. For 8nm iron
nanocubes, we show that the absorbed power spectrum should exhibit a low-energy
peak around 10 GHz, typical of the uniform mode, followed by other low-energy
features that couple to the uniform mode but with a stronger contribution from the
surface. There are also high-frequency exchange-mode peaks around 60 GHz.
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Finally, in the [134], the authors investigated the effects of surface anisotropy (and
the ensuing spin misalignment) on the magnetization dynamics of ferromagnetic
nanocubes in the many-spin approach. It was shown that such inhomogeneous spin
configurations induce nutation in the dynamics of the particle’s magnetization. In
addition to the ordinary precessional motion with a frequency of 10GHz, it was
found that the dynamics of the net magnetic moment exhibits two more resonance
peaks with frequencies that are higher than the FMR frequency. In particular, a much
higher frequency of 1 THz was attributed to the magnetization fluctuations at the
atomic level driven by exchange interactions.

1.4 Conclusion

In this chapter, we have studied the equilibrium, and to a lesser extent the dynamic,
properties of nano-scaled magnetic systems taking account of their “intrinsic” fea-
tures, such as finite-size, boundary and surface effects.We deemed it necessary to first
emphasize the difference between these effects illustrated through simplemodels of a
nanomagnet. Then, we presented the various models and approximations employed
for describing nanomagnets depending on the range of their physical parameters
and their ratios. Next, we discussed the corresponding computing methods that have
been developed for these specific systems, such as the Monte Carlo simulations,
Landau-Lifshitz equation (with and without the Langevin field), and the spin-wave
theory.

Wehave covered some of our previous results for the thermal and hysteretic behav-
ior of the magnetization. We first did so for model NM so as to build a qualitative
picture of the general behavior and a fair understanding of the underlying mecha-
nisms. Then, we considered more realistic NM with maghemite as the underlying
structure as well as nanomagnets in core-shell configurations. For the model NM and
the more realistic iron oxide nanocubes, we have also succinctly reported on some
of our works that dealt with the effects of surface anisotropy on the relaxation rate
and the spectrum of spin-wave excitations.

The examples studied allow us to appreciate the wealth of novel features and
physical phenomena, and on the other hand the big challenges, brought about by
nano-scaled spin systems. Their reduced size has deep consequences on their inter-
nal magnetic state as well as their macroscopic behavior. Indeed, finite-size, bound-
ary and surface effects induce nonuniform magnetic states (spin noncolinearities)
which lead to incoherent switching and novel hysteretic properties, reduced critical
temperature and complex magnetization processes. The reduced size also leads to
the interesting phenomenon of superparamagnetismwhich has redefined the relevant
temperature and time scales. The study of the dynamics of such systems is a daunting
task that requires the analysis of a multi-valley energy potential. Nevertheless, it has
been possible to build macroscopic and microscopic models for investigating these
phenomena and for shedding light on the underlying mechanisms. In addition, these
models have allowed us to make estimates of the various physical parameters and to
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compare with experiments. It has thus been possible to figure out how the magnetiza-
tion of the nanomagnet switches, to evaluate the corresponding relaxation time and
the switching magnetic field. The macroscopic models such as the Stoner-Wohlfarth
and Néel-Brown models have already been validated by experiments performed on
nanomagnets for which thesemodels are applicable. In the opposite situation induced
by surface effects, we may say that only qualitative studies have been relatively suc-
cessful, whereas any quantitative investigation still remains a challenge. However,
the fast progress in synthesis, characterization and measurement has allowed for an
unprecedented control of a whole set of properties of these nanomagnets and has
made it to possible to shrink the gap between theory and experiments. In particular,
the possibility of making well organised, nearly monodisperse assemblies of well
defined nanomagnets, offers a real potential for studying the competition between,
on one hand the intrinsic properties due to finite-size and boundary, shape and sur-
face effects, and on the other the collective effects induced by mutual interactions
between the nanomagnets and by their interactions with the hosting medium. This
relatively favorable situation has triggered new impetus for further investigations of
NMs assemblies with a plethora of promising practical applications.
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