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Preface

Magnetic nanoparticles continue to be the object of growing interest, from both
fundamental and technological point of view, since the pioneering works of Louis
Néel about 70 years ago. The reason is because nanoparticles are unique physical
objects with remarkable magnetic properties which differ greatly from their massive
materials. Such properties can be finely tuned trough control of the size,
surface/interface structure, and nature and strength of interactions, allowing to
design and synthesize a variety of magnetic nanostructures for a large number of
applications.

In the last decades, there has been significant progress in understanding the
fundamental magnetization processes in magnetic nanoparticles thanks to contin-
uous advances in theory, materials preparation methods, structural and diagnostic
techniques.

This book is aimed at providing an overview of new trends and challenging
perspectives in the research on magnetic nanoparticles and their applications,
highlighting emerging approaches in theoretical modeling, synthetic methodologies
of new nanoparticle-based materials, fundamental issues and strategies to improve
the magnetic properties, experimental techniques and frontier applications in
strategic sectors. In particular, a special attention has been given to biomedicine,
where magnetic nanoparticles hold great potential in medical diagnosis and therapy.

The book is arranged in topical sections providing a spectrum of the latest
advances and accomplishments in nanoparticle magnetism covering (a) fundamen-
tal properties, by theoretical modeling, simulation and experimental investigations;
(b) design and synthesis of new magnetic nanoarchitectures; (c) selected advanced
structural and magnetic diagnostic techniques; (d) applications in selected strategic
fields such as biomedicine, energy and life science.

v



This book will benefit to physicists, chemists and material scientists interested in
the recent advances and new perspectives of research on magnetic nanoparticles
and their applications. It is also recommended, for its multidisciplinary character, as
additional literature for undergraduate and postgraduate students with majors in
physics, chemistry, engineering and biology.

Genoa, Italy Davide Peddis
Rome, Italy Sara Laureti
Rome, Italy Dino Fiorani
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Chapter 1
Single Nanomagnet Behaviour:
Surface and Finite-Size Effects

Òscar Iglesias and Hamid Kachkachi

Abstract In this chapter we discuss some intrinsic features of nano-scaled mag-
netic systems, such as finite-size, boundary, shape and surface effects. We mainly
review in a succinct manner the main results of previous works. We first present the
basics of theoretical models and computational techniques and their applications to
individual nanomagnets. Results of both simulations and analytic calculations for
specific materials, compositions and shapes are given based on these models.

1.1 Introduction

Nanomagnetism is the magnetism of nano-scaled objects. In general, the magnetic
state of a body is characterized by its macroscopic property that is magnetization,
which is the module of the statistical average of the magnetic moment vector, pro-
jected onto the applied field. The module and orientation of the latter are stable with
respect to thermal fluctuations during a certain interval of time that depends on the
underlying material, the size and shape of the magnetic body, as well as external
environment parameters such as temperature and magnetic fields. Depending on the
system’s setup, the magnetic moment may adopt several possible orientations corre-
sponding to the various minima of its energy, which are separated from each other
by energy barriers that depend in turn on various intrinsic physical parameters of the
system as well as on external ones. In bulk systems the energy barriers happen to be
too high for the system to cross them (within the observation time) and to sponta-
neously switch from one state to another. On the opposite, in nano-scaled systems
these barriers are drastically reduced leading to rather short switching times. Indeed,
when the size of the system reduces from bulk to nanometric scales, the magnetic
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properties are drastically modified owing to the fact that finite-size, boundary and
surface effects then play a major role. Roughly, finite-size and boundary effects are
due to the nanometric size and shape of the system, while surface effects emerge
from the symmetry breaking of the crystal structure at the boundaries of the nano-
object. As such, before addressing the study of nano-scaled magnetic systems, call
them nanomagnets (NM), we ought to distinguish between these effects and try to
assess their separate contributions, at least from the standpoint of theory. In reality
all these effects are intertwined together and it is not possible to single out the impact
of each effect on the macroscopic observable, for the simple reason that the surface
is intimately connected with boundary, shape and size.

Accordingly, in this short review we will attempt to cover, with no pretension to
be exhaustive, the main results of previous works on these effects. We first recall a
simple comparison and clear distinction between finite-size, boundary and surface
effects. Next, we will proceed through chosen examples to illustrate each one of
these effects on the main physical observables which are relevant in the context of
nanomagnetism [1]. We will then consider the magnetization reversal, relaxation
time and blocking temperature and the (quasi-)equilibrium properties of the NMs
such as the hysteresis loop, the “critical temperature”, spin configuration and, of
course, the magnetization itself. We will also discuss, where necessary, the main
computing methods (analytical and numerical) employed.

1.1.1 Finite-Size Versus Boundary Effects

As discussed above, when dealing with confined magnetic systems, such as a NM,
one should distinguish, at least from a theoretical point of view, between finite-
size, boundary, and surface effects. For instance, for a cube with simple cubic (sc)
lattice (see Fig. 1.1 left) with periodic boundary conditions (pbc), there is only one
environment (crystal field) with coordination number z = 6.

In this case, the temperature behavior of the magnetization is marked by the well-
known M ∼ 1/

√
N tail in the critical region, whereN is the total number of spins

in the NM (Fig. 1.1, right). In the case of more realistic free boundary conditions
(fbc), a cube with sc structure shows four different environments with z = 3, 4, 5, 6
(see Fig. 1.2 left). In this case, in addition to the previous finite-size effects, one
is faced with boundary effects. These induce stronger fluctuations that suppress the
magnetization of the system (see Fig. 1.2 right). Considering both cases of pbc and
fbc allows for a separate estimation of the related effects. Now, if the boundary of a
systemwith fbc is endowedwith a surface anisotropy, which is indeed a consequence
of boundary defects,wemay then speak of surface effects, in addition to the finite-size
and boundary effects (see below).

For both pbc and fbc, it can be shown [2] that the magnetization can be written
in a simple form. At low temperature and zero field, M (when normalized) deviates
from unity, its saturation value, according to
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Fig. 1.1 Cubic system with pbc and thermal behavior of the magnetization for two sizes

Fig. 1.2 Cubic system with fbc and thermal behavior of the magnetization for pbc and fbc systems

M ∼= 1 − θ

2
WN , (1.1)

where

WN = 1

N

∑

k

′ 1

1 − λk
, θ = T

TMFA
c

(1.2)

and for a three-dimensional (d = 3) sc lattice λk = (cos kx + cos ky + cos kz)/d. It
is important to note that WN in (1.2) for pbc and fbc differ only by the definition of
the discrete wave vectors [2, 3], since

kα =
{
2πnα/N , pbc
πnα/N , fbc

, nα = 0, 1, . . . , N − 1 (1.3)
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where α = x, y, z. This subtle difference is responsible for much stronger thermal
fluctuations in the fbc model due to boundary effects. Indeed, the separation between
two successive values of the wavenumber k for fbc is smaller than that for pbc.
Therefore, more spin-wave modes are excited in the fbc system, thus leading to a
weaker magnetization.

Surface Effects

Surface effects are due to the breaking of crystal-field symmetry at the boundary of
the NM, and in reality they cannot be disentangled from boundary effects. In order
to study surface effects one has to resort to microscopic theories capable of dis-
tinguishing between different atomic environments and taking account of physical
parameters such as single-site surface anisotropy, exchange and dipolar interactions
(DI), in addition of course to the magneto-crystalline anisotropy and magnetic field.
Unfortunately, this leads to complex many-body problems which can only be effi-
ciently dealt with, in general, using numerical approaches such as Monte Carlo
simulations or numerical solutions of the Landau-Lifshitz equation (see Sect. 1.2.2).

Shape Effects

Apart from the finite-size, boundary and surface effects, the NM shape is also a
distinctive property that has an influence not only on its magnetic properties but
also on the optical, plasmonic and electric properties of nanostructured systems. The
equilibrium states and hysteresis loops are clearly dependent on the NM’s shape
(see Sect. 1.3.2). Indeed, when the shape changes, the distribution of atomic spins
changes and the core-to-surface ratio is thereby modified, leading to a change in the
corresponding effective fields. There is even a drastic change in the distribution of
local fields that lead to new spin configurations and thereby to new magnetic states
with different macroscopic properties.

1.2 Basic Theoretical Models and Computing Tools

Building theoretical models for confined magnetic systems requires explicitly taking
into account the local atomic environment with all its specificities which are strongly
dependent on the size, shape and underlying material. On the other hand, the model
have to account for the macroscopic behavior of the net magnetic moment which
is rather sensitive to the external stimili such as heat and magnetic fields. Such a
behavior is exemplified by superparamagnetism, which is a fast shuttling motion of
the net magnetic moment between its energy minima. Low temperature magnetic
order within the NM has to incorporate exchange coupling between the magnetic
ions, the Zeeman coupling to the external field and the (local) magnetic anisotropy
energy. Apart from this, the spatial lattice in which the magnetic ions reside has to
reflect the real crystallographic structure of the material to be studied, since lattice
geometry may play an essential role in establishing the minimum energy configura-
tions by inducing competing orders and frustration. For these reasons, a reasonable
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model and the corresponding Hamiltonian must necessarily make use of the atomic
magnetic moment as its elementary building block. Consequently, the techniques
for computing the various physical observables using such a Hamiltonian, generally
borrowed from bulk systems, have to be adapted and extended to such nano-scaled
systems, namely spin-wave theory, relaxation time theories, and Monte Carlo simu-
lations, just to cite a few. In some limit, depending on the set of physical parameters,
it is possible to investigate the magnetization reversal of a NM within an assem-
bly using a macroscopic model which represents the NM through its net magnetic
moment. Obviously, this model ignores any internal features of the NM and focuses
on its global behaviour in an external magnetic field and/or in contact with a heat
bath. There are several variants of such a model but all of them may be considered as
extensions of the initial Stoner-Wohlfarth (SW) and/or the Néel-Brown (NB) models
[4–10]. Up to scaling factors, these models are all one-spin problems and will then be
referred to as OSP. On the other hand,many-spin problemswhich involve the atomic
spins of the NM will be referred to as MSP. In this section we shall first succinctly
present the macroscopic model (OSP) and the well known results they render for the
magnetic moment of a NM under the usual conditions of temperature and magnetic
field. Next, we will turn to the presentation of the MSP approach, the corresponding
Hamiltonian and computational methods. In the subsequent sections, we will present
the main results of the application of this approach to a NM, regarded as a many-spin
crystal with its specific features.

1.2.1 Macrospin Approach

As discussed earlier, in the framework of the macroscopic model (OSP), one concen-
trates on the behaviour of the net magnetic moment, ignoring any (local) process that
leads to its onset. Thus, the exchange energy becomes a constant and plays no role
in the minimization of the total energy. Consequently, the Hamiltonian only includes
the anisotropy and Zeeman energies, namely

H = −KV

M2
(M.e)2 − (gμB) H · M, (1.4)

where K is an effective uniaxial anisotropy constant, e the verse of its easy direction
and V the volume of the NM. Upon writing M = Ms, H = Heh and introducing the
dimensionless anisotropy and field parameters

σ = KV

kBT
, h = (gμB) HM

2KV
, (1.5)

the energy in (1.4), measured with respect to thermal energy kBT , becomes

− βH = σ
[
(s · e)2 + 2hs · eh

]
. (1.6)

T is the absolute temperature and kB the Boltzmann constant β ≡ 1/kBT .



8 Ò. Iglesias and H. Kachkachi

Fig. 1.3 A bulk system versus a nanoscale one. Source Reprinted with permission from [1]. Copy-
right (2020), Elsevier Books

Fig. 1.4 Temperature axis

1.2.1.1 Relevant Time, Length and Energy Scales

To a first approximation, the (dimensionless) anisotropy-energy barrier in zero field
is given by σ . For comparison, in Fig. 1.3 we evaluate the latter for two blocks of a
given material, one of “bulk” dimensions (cm), on the left, and the other on the right
with dimensions of the order of a nanometer.

To be more specific we consider cobalt for the underlying material at room tem-
perature, T = 300K, in the absence of a DC magnetic field. We find for the energy
barrier σ = KV

kBT
∼ 1015. This leads to a switching time between the two minima

which is given by τ ∝ eσ ∼ exp (1015). On the other hand, for the cluster on the
right σ ∼ 10−2 and τ ∼ 10−10 s. This implies that as the magnet’s size is reduced to
the nanometer scale, the switching of the macroscopic magnetic moment between
the various energy minima becomes possible at room temperature. In fact, even at
much lower temperatures this switching becomes accessible to experiments. This
fundamental new effect (i.e. superparamagnetism), induces a shift in the relevant
temperature scale. Indeed, as depicted in Fig. 1.4, in nano-scaled systems the most
relevant temperature is that which corresponds to the thermal energy that is sufficient
for overcoming the energy barrier, rather than the Curie temperature, as is relevant
for bulk systems. This new temperature is known as the blocking temperature and is
denoted by TB . In fact, its should be called the unblocking temperature because it is
the temperature above which the magnetic moment climbs up the energy barrier and
switches its orientation.1

In general, the energy barrier may be lowered by various mechanisms and/or
different external stimuli:

1More precisely, for magnetic measurements with measuring time τm ∼ 100s (such is the case in
magnetometry measurements), the superparamagnetic range is 0 ≤ 	E/kBT < ln(τm/τ0) � 25.
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• At zero temperature, an applied static magnetic field h reduces the energy barrier
as follows 	E = σ (1 − h)2. When h reaches a critical value hc (here 1), the
energy barrier is entirely suppressed and the magnetic moment of the system
switches to the new available minimum. This hysteretic switching mechanism is
well described by the so-called Stoner-Wohlfarth model [4, 8].

• At finite temperature, and even at zero magnetic field, the switching probability
of the magnetic moment becomes nonzero owing to thermal fluctuations. Such a
stochastic mechanism is well described by the so-called Néel-Brown model [5, 7,
9, 11]. Alongside the well-known work of Néel, Brown, and also that of Aharoni
(1969), there is a fundamental approach developed by Langer (1967–69) for multi-
variate systems [12–15]. The only limitation of Langer’s approach is that it applies
to situations where the extrema of the energy potential are well defined in the sense
that they are not flat. Indeed, this approach is based on the quadratic expansion of
the energy potential at the various extrema (minima, maxima and saddle points). In
practice, this turns out to be applicable to intermediate-to-high damping regimes.

For practical applications, such as information storage, one seeks to increase the
storage density by using rather small magnetic elements. However, reducing the
volume of these elements leads to rather low energy barriers and thereby to large
switching rates, especially at room temperature. This drastically deteriorates the
temporal stability of the information stored in the media. One way out consists in
considering magnetic materials with large anisotropy constants K (as in CoPt), but
then the critical field hc required to suppress the energy barrier, which corresponds
to writing a new information, becomes too large and inaccessible to nano-scaled
devices. This is what we could call the superparamagnetic tri-lemma. Consequently,
the nanomagnetism community sought for other alternatives while keeping in mind
the two main objectives for practical applications, namely large storage densities
and long temporal stability at room temperature. Two of such alternatives have been
suggested: (i) add a time-dependent field on top of the static magnetic field [16–21],
thus assisting the switching process without having to entirely suppress the energy
barrier, and (ii) apply a laser beam to the system so as to locally reduce the anisotropy
contribution. This is what it is called heat-assisted magnetization reversal (HAMR)
mechanism.

1.2.2 Many-Spin Approach

In NMs of a diameter of the order of 10 nm (e.g. of cobalt), a great number of atoms
is located on the outer shell. Now, we know that the latter undergoes lattice recon-
structions and atomic rearrangements which in turn lead to a crystal-field symmetry
breaking inducing strong local inhomogeneities. The consequence of this is nonuni-
form atomic spin configurations. For instance, as the surface anisotropy increases
in intensity, the switching mechanism becomes less coherent and rather operates
cluster-wise, leading to steps in the hysteresis loop and the limit-of-metastability
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Fig. 1.5 Effects of surface anisotropy on the hysteresis loop and validity of the macrospin approach
(kS ≡ KS/J ). Source Reprinted with permission from [1]. Copyright (2020), Elsevier Books

curve can no longer be scaled with the Stoner-Wohlfarth astroid [22]. The situation
can be summarized in Fig. 1.5, where the Stoner-Wohlfarth switching field is plotted
against the ratio of surface anisotropy constant to exchange coupling (kS ≡ KS/J ).

1.2.2.1 Hamiltonian

In order to account for and investigate the effect of spin noncolinearities, one has
to resort to microscopic approaches that necessarily involve the atomic magnetic
momentwith continuous degrees of freedomas their building block. Such approaches
then take account of the local environment inside the system, including the micro-
scopic interactions and single-site anisotropy.Consequently, this amounts to adopting
many-spin approaches in which the NM is considered as a crystal ofN atomic mag-
netic moments mi = (gμBS) si , where si is the atomic unit spin vector (‖ si ‖= 1)
on site i . The interaction of these atomic moments is usually described with the help
of the (classical) anisotropic Dirac-Heisenberg model [22]

H = −
∑

〈i, j〉
Ji j si · s j + HZ + Han, (1.7)

where Ji j is the exchange couplingwhichmay be ferromagnetic or antiferromagnetic
and whose nominal value depends on the nature of the link i ↔ j . So we may have
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a different coupling for core-core (Jcc), core-surface (Jcs) and surface-surface (Jss)
links.2

Next,

HZ = −(gμB)H ·
N∑

i=1

si (1.8)

is the Zeeman energy of interaction of the external magnetic field H with all atomic
magnetic moments mi . Finally, Han in (1.7) is the (uniaxial) single-site anisotropy
energy

Han = −
∑

i

Ki (si · ei )2, (1.9)

with easy axis ei and constant Ki > 0. If the site i is located in the core, the anisotropy
axis ei is taken along some reference z axis and Ki = Kc. In fact, Kc is the effective
anisotropy constant and ei is the easy axis of the effective anisotropy that is usually
assumed to include the NM’s shape anisotropy. For NMs grown out of a magnetic
material with cubic anisotropy, the termHan may also comprise a cubic contribution.
Altogether, in the absence of experimental data, the anisotropy constant Kc and
easy direction are often assumed to be the same as those of the underlying bulk
material. For surface spins, the anisotropy is also considered as uniaxial with a
constant Ki = Ks and an easy axis that is taken along the radial direction (i.e.,
transverse to the cluster surface), as illustrated in Fig. 1.6. Several works have also
considered the same model with Ki < 0, i.e. with an easy axis that is tangential to
the surface.

A more physically plausible model of surface anisotropy was introduced by Néel
[6] with

Han = Ks

2

∑

i

zi∑

j=1

(si · ui j )
2, (1.10)

where zi is the coordination number of site i and ui j = ri j/ri j the unit vector con-
necting the site i to its nearest neighbors (see Fig. 1.7). This model sounds more
realistic because the anisotropy at a given site occurs only when the latter loses some
of its neighbors, e.g. when it is located at the boundary.

Fig. 1.6 Transverse Surface Anisotropy model. Source Reprinted with permission from [1]. Copy-
right (2020), Elsevier Books

2We define the core as the group of atomic spins whose coordination number z is equal to that of
the bulk material (= 6 for a sc lattive and 12 for an fcc lattice). The other spins with lower z are
considered as surface spins.
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1.2.2.2 Weak Surface Effects

The study of the dynamics of NMs in the many-spin approach, along what was
discussed in Sect. 1.2.1, presents tremendous difficulties related with the analysis
of the energyscape (minima, maxima and saddle points), which is a crucial step in
the calculation of relaxation rates and investigation of the magnetization reversal at
finite temperatures. One may then address the question as to whether it is possible
to establish some conditions under which one may adopt a (simpler) macroscopic
approach and avail oneself from the corresponding full-fledged theory of magneti-
zation dynamics. An answer to this question was provided in [23, 24] in the case of
not-too-strong surface effects, i.e. when the surface anisotropy is not strong enough
so as to consider the spin configuration as almost collinear (see Fig. 1.8).

Under this condition an effectivemacroscopicmodelwas built for the netmagnetic
moment of the NM evolving in an effective energy potential. The latter turns out to be
an infinite polynomial in the components of this macroscopic magnetic moment [23–
26]. However, the 2nd- and the 4th-order terms are the leading contributions to the
effective energy and the corresponding coefficients depend, both in magnitude and
sign, on the underlying material, the size and shape of the NM, and the microscopic
parameters (coupling, anisotropy, etc.) [26]. In the absence of a magnetic field, we
then have the effective energy [23–26]

Eeff. = −K2 m
2
z + K4(m

4
x + m4

y + m4
z ). (1.11)

Fig. 1.7 Néel Surface Anisotropy model. Source Reprinted with permission from [1]. Copyright
(2020), Elsevier Books

Fig. 1.8 Spin configuration
of the middle plane of a
spherical NM with relatively
weak surface anisotropy and
a net magnetic moment
along the diagonal. Source
Reprinted with permission
from [1]. Copyright (2020),
Elsevier Books
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The coefficient K2 of the second-order3 contribution is in fact the result of two
contributions, one stemming from the initial core uniaxial anisotropy and a new
contribution that is induced by surface anisotropy (see below). The latter contribu-
tion is much smaller than the former because its coefficient contains the product
(Kc/J )(K 2

s /J )  1. The 4th-order coefficient K4 in (1.11) was expressed in terms
of the microscopic parameters as [23]

K (0)
4 = κ

(0)
2

N K 2
s

z J
, (1.12)

where Ks, z, J are respectively the on-site surface anisotropy constant (transverse or
Néel), the coordination number, and the exchange coupling of the many-spin NM.
κ

(0)
2 is a surface integral that depends on the underlying lattice, the shape, and the size
of the NM and also on the surface-anisotropy model. For instance, for a spherical
NM (of∼ 1500 spins) cut from a simple cubic lattice with Néel’s surface anisotropy,
κ

(0)
2 � 0.53465.
To sum up, this effective macroscopic model provides us with an intermediate

approach that: (i) involves a macroscopic magnetic moment whose dynamics is
much easier to study since its potential energy is a function of only two variables,
and (ii) does inherit the intrinsic features of the NM through themicroscopic physical
parameters entering the coefficients of the effective potential.

1.2.2.3 Validity of the Effective Models

The effective model (1.11) comes in as a handy tool for investigating the dynamics
of the magnetization of NMs in a macroscopic approach that still captures some
of the intrinsic features of the NMs [27, 28], see Sect. 1.3.1.1. However, it is not
an easy matter to validate this model in experiments. The main reason is that the
quartic term in (1.11) is a pure surface contribution that appears even in the absence
of core anisotropy (see [23, 24]) and which may renormalize the cubic anisotropy
of the (underlying) magnetic material the NM might be made of. Hence, it is not
obvious how to disentangle this surface-induced 4th-order contribution from the
intrinsic cubic anisotropy of magnetic materials. Nonetheless, at least for thin disks
where the effective anisotropy is mostly of (boundary) surface origin, this quartic
contribution may become dominant. An example of this situation was provided by
cobalt nano-dots with enhanced edge magnetic anisotropy [29].

Obviously, for rather weak surface anisotropy the cubic contribution drops and
the Stoner-Wohlfarth model is reinstated as a good approximation to the many-spin
NM. Some experimental macroscopic estimates of the surface anisotropy constant
yield, e.g. for cobalt Ks/J � 0.1 [30], for iron Ks/J � 0.06 [31], and formaghemite
NMs Ks/J � 0.04 [32]. However, one should not forget that this effective constant
depends on the NM’s size, among other parameters such as the material composition.

3With respect to the power of the components of the net magnetic moment.
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Moreover, for a NM of diameter 2 nm, we may expect higher anisotropies. For
such materials, the effective macroscopic model has been shown to be valid for
Ks/J ≤ 0.25 in a simple cubic lattice and Ks/J ≤ 0.35 in a face-centred cubic
lattice [26].

In Sect. 1.3.1.1 we discuss the effect of surface anisotropy on the relaxation rate
in a study that has been made possible with the help of this effective model.

In the case of an assembly of magnetic NMs this model was used to compute the
magnetization, the static susceptibility and the ac susceptibility. More precisely, the
system studied is an ensemble of macrospins, each described with the help of the
effective macroscopic model, and mutually interacting via the long-ranged dipolar
coupling. In such a setup, it was possible to investigate the competition between
(intrinsic) surface effects and dipolar interactions [28, 33–35] and to provide (semi-
)analytical expressions for the observables mentioned above taking account of tem-
perature, applied DC field, surface anisotropy and dipolar interactions. It is clear that
such analytical developments would not be possible for an assembly of NMs treated
as many-spin systems.

1.2.2.4 Strong Surface Anisotropy

When the conditions discussed above are not met, one has to deal with the Hamilto-
nian in (1.7) in its full generality with respect to the various energy contributions.

Thus, as discussed earlier, all techniques, both analytical and numerical, that are
usually applied to bulk systems for investigating the magnetic properties, have to be
adapted to nano-scaled systems. In particular, spin-wave theory, which is the study
of the fluctuations of local spins, has to be extended so as to include the fluctuations
of the net magnetic moment as well. This has been done in [2, 3] and references
therein. The choice of the computing method depends on the observable of interest
and on the approach considered. For equilibrium properties, the hysteresis loop and
the switchingfield, for instance, is computed by numerically solving the deterministic
Landau-Lifshitz equationwithout theGaussian field.Within themacrospin approach,
this equation is in fact a system of two (three) coupled equations in the system of
spherical (Cartesian) coordinates, whereas within the many-spin approach this leads
to a system of 2N (3N ) coupled equations. However, in all cases the numerical
procedure is quite straightforward and uses standard routines such as the Euler,
Heun or Runge-Kutta methods [36, 37]. General magnetic properties of a many-spin
system with, in principle, an arbitrary set of physical parameters, are also accessible
to Monte Carlo simulations.

The classical Monte Carlo (MC) method based on the Metropolis algorithm is a
standard technique [38] used in principle to simulate equilibrium statistical proper-
ties taking averages over a sample of possible spin configurations. At difference from
atomistic simulations based on the Landau-Lifshitz equations, which are well suited
for dynamic studies because theygive the time evolutionofmagneticmoments, inMC
simulations they are evolved through a sequence ofMC steps with no real correspon-
dence to real time. Even so, attempts have beenmade to establish a time quantification
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of MC steps in some particular cases [39, 40] showing that this simulation technique
can also be used to qualitatively understand dynamicmagnetization processes such as
magnetic relaxation or hysteresis. In brief, at each MC step, one selects a single spin
from the lattice either randomly or sequentially and a change of its orientation is pro-
posed, repeating the sequence a number of times equal to the total number of spins.
At each selection, a new trial orientation of the spin, the corresponding energy change
	E and Boltzmann probability p(	E, T ) = exp(−	E/KBT ) are computed. Then
the new spin orientation is accepted if either 	E < 0 or p(	E, T ) > r [r ∈ (0, 1)
being a uniform random number], otherwise the trial is rejected and the initial spin
orientation is kept. For Ising spins, there is one option to change the sign of the spin
variable with probability 1/2, but for Heisenberg spins, the new trial step can be cho-
sen in different ways as long as detailed balance condition is met. Instead of using
as trial moves random directions on a sphere, it turns out to be more convenient to
perform trials inside a cone around the current spin direction whose aperture can be
tuned, in order to keep a high trial acceptance rate [41–43]. It has been noticed that
it is of crucial importance to use a combination of methods (random, inside a cone
and spin flip) when simulating NM with inhomogeneous properties such as surface
anisotropy or NM with core/shell structure (see Sects. 1.3.2.1 and 1.3.2.3).

In order to account for the superparamagnetic behavior of the NM net magnetic
moment the MC method was extended in [3] by including global rotations of the
net magnetic moment, in addition to the usual (local) rotations of the atomic spin.
The semi-analytical expressions for the magnetisation in terms of temperature and
magnetic field were derived it was shown that there are three field regimes separated
by two critical values of the magnetic field, namely the one that suppresses the global
rotation and the higher one that suppresses spin waves.

The dynamics of a many-spin NM can in principle be tackled by solving the set
of coupled (stochastic) Landau-Lifshitz equations written for atomic spins [44, 45].
Indeed, solving the (stochastic) Landau-Lifshitz equation with a Langevin (thermal)
field is a very versatile technique that can deal with multi-variate systems and is
thus well suited for investigating equilibrium and dynamic behavior of such many-
spin systems. However, this method inherently includes time consuming subroutines
that are necessary for (i) generating sequences of arrays of stochastic numbers and
(ii) computing averages over sufficiently large ensembles of time spin trajectories.
The other technique would consists in solving the Fokker-Planck equation but this
requires writing a hierarchy of equations that depend on the energy potential. This
means that this procedure is somewhat model-dependent. Moreover, this technique
is limited in practice to a small number of degrees of freedom, since otherwise this
hierarchy becomes too cumbersome to write and rather costly to solve numerically.
As such, and as far as NMs are concerned, this technique has been applied to a
maximum of two coupled magnetic moments [46]. In conclusion, the study of the
dynamics of NMs in the many-spin approach can only be done efficiently using the
Landau-Lifshitz equation, even though this remains a tremendous numerical task.
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1.3 Results

In the following sections we shall present a sample of our previous results on finite-
size, boundary, shape and surface effects. We first present results for model NMs
with a simple cubic lattice, spherical and cubic shapes. Next, we discuss the results
for more specific situations with antiferromagnetic couplings and core/shell config-
urations.

1.3.1 Finite-Size Effects

1.3.1.1 Switching Field

For many-spin NMs of variable size, but which still exhibit a collinear spin con-
figuration, the hysteresis loop can be scaled with that rendered by the macrospin
Stoner-Wohlfarth model, even in the general case of a field applied at an arbitrary
angle with respect to the core easy axis.

The effect of finite-size on the hysteretic properties of NMs have been investigated
by many authors, see [36, 37, 47] and references therein.

In Fig. 1.9 we plot on the left the coercive field of a spherical NM and on the
right the Stoner-Wohlfarth astroid. We see that the results for a many-spin NM with
physical parameterswithin the range of theOSPmodel scalewith those of the Stoner-
Wohlfarth model. The scaling constant is the ratio of the number of core spins to

Fig. 1.9 Left: coercive field versus the linear size of a spherical NM. Right: Switching field of a
spherical NM with ks/j � 0.01, for different values of the surface-to-volume ratio Nst = Ns/N .
Calculations performed using the Landau-Lifshitz equation. SourceReprintedwith permission from
[37]. Copyright (2020), AIP Publishing LLC
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Fig. 1.10 Surface (continuous line) and core (dashed line) contributions to the hysteresis loop for
NM of diameters D = 3a, T = 10 K (a); D = 3a, T = 20 K (b); D = 6a, T = 10 K (c); D = 6a,
T = 20 K (d). Adapted from [48] Copyright 2020 American Physical Society

that of the NM’s total number of spins. Moreover, the limit-of-metastability curves
(astroids) for all sizes fall inside the Stoner-Wohlfarth astroid. This means that when
boundary and surface effects, and the spin noncollinearities they entail, are ignored
the magnetic properties of the NM can be described with the help of the macrospin
model (or OSP).

Next, we consider the case of infinite uniaxial anisotropy thus restricting the
orientation of themagneticmoments to that of Isingmodel. The reason for this choice
is to study in pure form the effect of finite-size without interference from surface
anisotropy effects. As a particular example with important applications, we consider
a ferrimagnetic oxide such as maghemite. In this kind of oxides, Fe ions reside on
a spinel structure where the spins have different coordination and antiferromagnetic
couplings depending on the sublattice (tetra and octahedral) they belong to. The
Ising variables interact through exchange interactions that may vary in value and sign
from atom to atom depending on the spatial arrangement of the nearest neighbours
[48, 49]. Since not all magnetic interactions can be fulfilled, and in spite of the
collinear alignment of the spins, intrinsic geometrical frustration exists that is in part
responsible for some of the peculiar properties of this kind of NM.
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Then, in Fig. 1.10 we show hysteresis loops at different temperatures for NM
with diameters D = 3a, 6a. First of all, we note that the saturation field and the
high-field susceptibility increase as the NM size is reduced, since these quantities
are mainly associated with the progressive alignment of the surface spins towards
the field direction. Thus, the loops of the smallest NM resemble those found in
ferrimagnetic NM [50–52] and other bulk systems with disorder [53, 54], increasing
their squaredness (associated with the reversal of M as a whole) with the size. In
fact, by plotting separately the contributions of the core and the surface to the total
magnetization (see Fig. 1.10, dashed lines), we see that the loop of the core is almost
perfectly squared independently of temperature and NM size, indicating a reversal of
its magnetization with a well-defined ferrimagnetic moment. Instead, the loop of the
surface reveals a progressive reversal of M , which is a typical feature associated to
disordered or frustrated systems [53]. Nonetheless, for a wide range of temperatures
and NM sizes, it is the reversal of the surface spins that triggers the reversal of the
core. This is indicated by the fact that the coercive field of the core is slightly higher
but very similar that of the surface. At zero temperature it was shown in [37] that the
surface switches before the core in spherical NM with moderate surface anisotropy.

1.3.1.2 Magnetization Thermal Behaviour

In Fig. 1.11 we show the magnetization of a (model) spherical NM as a function of
the reduced temperature. This is the ratio of temperature T to the critical temperature
(TPBC) of the cube-shaped NM with size of 403 and periodic boundary conditions.
The corresponding magnetization is denoted MPBC. This is compared with the mag-
netization of the core of a spherical NM of variable size and total number of spins
N = 909, 3766, 6330, with a surface contribution of 53%, 41%, 26%, respectively.
For the details of the system and computing method see [55].

Fig. 1.11 Magnetization as
a function of (reduced)
temperature. Calculations
performed using Monte
Carlo simulations. Source
Reprinted with permission
from [56]. Copyright (2020),
Springer
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Fig. 1.12 Left panel: NM size dependence of the transition temperature Tc from paramagnetic
to ferrimagnetic phases for spherical maghemite NM with fbc. The displayed values have been
obtained from the maximum in the specific heat. The continuous line is a fit to (1.13) Inset: Thermal
dependence of the specific heat for the same sizes as in the main panel. Right panel (a) shows
the thermal dependence of the magnetization M obtained by progressive cooling from high T at
a constant rate, δT = −2 K starting from a random configuration of spins, for NM of diameters
D = 3a, 4a, 6a, 8a, 10a, 14a (symbols) and pbc conditions, in a system of linear size N = 14
(dashed line). In panels (c) and (d) the contributions of the surface (blue dashed line) and core
spins (red dashed line) have been distinguished from the total magnetization (circles) for NM with
diameters D = 3a, 8a. The results for pbc conditions, in a system of linear size N = 14, have also
been included for comparison (continuous line). Panel (b) displays the size dependence of MTotal
at different temperatures 10, 20, 40, 60, 70 K from upper to lowermost curves. Adapted from [48]
Copyright 2020 American Physical Society

It is clearly seen that the critical temperature and magnetization are dramatically
reduced in the core of the NM. The reduction of the critical temperature is obviously
due to the finite-size. There is a size-dependent reduction of the critical temperature
by up to 50% for the smallest NM. The same result has been found by Hendriksen
et al. [60] and many other authors.

Next, we discuss finite-size effects in some specific systems. Accordingly, for
maghemite NM, and as a first example of purely finite-size effects on equilibrium
properties, we present results of the ordering temperature dependence on theNM size
for diameters varying between 3 and 14 unit cells (corresponding to real NM sizes of
2.5–12 nm) as extracted from the peak in the thermal dependence of the specific heat
that signals a second-order transition from a paramagnetic to a ferrimagnetic order.
In Fig. 1.12, we can see that TC decreases with decreasing NM size, approaching the
bulk value extracted from a simulation performed using pbc on a system with linear
size N = 14. The obtained dependence can be fitted accurately to the predictions of
finite-size scaling theory [57, 58] to a scaling law of the kind

Tc(∞) − Tc(D)

Tc(∞)
=

(
D

D0

)−1/ν

. (1.13)



20 Ò. Iglesias and H. Kachkachi

This expression fits nicely the MC data with D0 = (1.86 ± 0.03)a being a micro-
scopic length scale (in this case, it is roughly twice the cell parameter), and a critical
exponent ν = 0.49 ± 0.03, which seems to indicate a mean field behaviour [59].
This result can be ascribed to the high coordination of the O and T sublattices. The
fitted curve is drawn in Fig. 1.12 where deviations from scaling are appreciable
for the smallest diameters, for which corrections to the finite-size scaling in (1.13)
may be important [57]. Thus, these results discard any important surface effects on
the ordering temperature and are consistent with spin-wave calculations [60] and
old MC simulations [61]. Similar finite-size effects have been found in fine NM
[62] of MnFe04, but with a surprising increase of Tc(D) as D decreases, which has
been attributed to surface effects due to the interactions with the NM coating. More
recently, other experimental [63–68] and theoretical [69–72] studies have reported
similar scaling laws, although with different values of the scaling exponents depend-
ing on the NM composition and spin lattice.

The effects of the NM size can also be appreciated in the thermal dependence
of the magnetization of an individual NM when going from the high temperature
paramagnetic phase through TC , the ordering temperature. Finite-size effects show
up as changes in the M(T ) law with NM size D as compared to bulk behavior. To
study the effects of a free surface and of finite size on themagnetization of theNM,we
compare in Fig. 1.12a the results for fourNMdiameters (D = 3a, 4a, 6a, 8a, 10a, 14a,
symbols) with those corresponding to N = 14 with pbc (representing the behavior
of the bulk). The main feature observed is the reduction of the total magnetization
MTotal with respect to the pbc case (continuous line) due to the lower coordination
of the spins at the surface, which hinders ferrimagnetic order at finite temperatures.
Figure 1.12c, d clearly show the role played by the surface (blue dashes) and the
core (red dashes) in establishing the magnetic order. On one hand, independently
of the NM size, the core tends to a perfect ferrimagnetic order at low T (marked
by M = 1/3), progressively departing from the bulk behavior as T approaches Tc,
this finite-size effect being more important as the NM size decreases. However, the
surface magnetization does not reach perfect ferrimagnetic order at T = 0 even for
D = 8 due to the reduced coordination of the spins. For this reason, a rapid thermal
demagnetization is observed leading toMSur f that significantly departs from the bulk
behavior.

It is worthwhile to note that for all the diameters studied, there is a temperature
range in which this demagnetization process is linear, this range being wider as the
NM size decreases. In this linear regime, the NM demagnetization becomes domi-
nated by surface effects since the core and surface behaviors are strongly correlated.
Linear demagnetization is indicative of the effective 3D-2D dimensional reduction
of the surface shell and has previously been observed in thin film systems [73, 74]
and in simulations of rough FM surfaces [75]. MTotal is always strongly dominated
by the surface contribution, progressively tending to the bulk behavior as the NM
size is increased.

In Fig. 1.12b, we show the size dependence of the MTotal at different temperatures.
All the curves follow a quasi-linear behavior with 1/D except for very small NM
sizes (D = 3). This is consistent with the existence of a surface layer of constant
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thickness 	r independent of D and with reduced magnetization with respect to the
core. With these assumptions, the size dependence of M can be expressed as

M(D) = MCore − 	M
	r S

V
= MCore − 	M

6	r

D
, (1.14)

where S and V are the surface and volume of the NM, and 	M = MCore − MSurface.

1.3.2 Effects of Shape and Surface Anisotropy

Recent advances in the synthesis methods and characterization techniques in the field
of nanomagnetism have allowed us to have control on the production of NM with
specific shapes and morphologies. It has been demonstrated that magnetic nanopar-
ticles can be synthesized with precise control over their sizes, shapes, compositions,
and structures [76–79]. In particular, the control of their shape can be used to tailor
functional properties for specific biomedical and technological applications [80, 81].
In what follows, we will first present examples that illustrate how shape is related
to distinct magnetic properties of NM and then will continue presenting three phe-
nomena that illustrate how the existence of surface anisotropy and interfaces affect
the magnetic properties of NM.

1.3.2.1 Effects of Shape in the Reversal of Oxide NPs

As a first example, let us consider twomaghemite NMwith spherical and cubic shape
and similar radius and length of 20 nm, as the ones used in an experimental study
of the heating properties relevant to hyperthermia applications [82]. Analyzing the
hysteresis loops simulated by atomistic MC (see Fig. 1.13), we see that their shape
and area undergo a substantial change just for the fact of changing their shape, since
they have the same (real) values of the core and surface anisotropies. In particular,
notice that the loop area of the cubic NM is larger than that of the spherical one. It has
been checked that this is accomplished independently of the NM size, thus pointing
to a genuine shape effect associated with changes occuring at the surface of the NM.
Note that the difference in areas stems from qualitative loop shape differences around
the coercive and closure field points that can be traced back to the different reversal
processes of the surface spins as clearly observed on in the right panel of Fig. 1.13.
Since the loop area is directly related to the specific absorption rate, these simulation
results give a convincing explanation of experiments that show a systematic superior
magnetic heating efficiency of cube-shaped NM as compared to spherical ones of
similar sizes [82–87].

In our next example, we compare the phenomenology of spherical and ellipsoidal
NM [88, 89]. Notice that, in contrast with the previous sections, the values of the
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Fig. 1.13 Left panel: Hysteresis loop for a spherical (red circles, diameter 20nm) and a cubic NM
(blue squares, side 20nm) obtained fromMC simulations of an atomistic spin model of maghemite
at low temperature. In both, uniaxial anisotropy at the core and Néel surface anisotropy have been
considered. Snapshots show the spin configurations at the positive coercive field. Spins have been
colored according to their projection onto the magnetic field direction (z axis) from red (+1) to blue
(−1). Right panel: Contribution of the surface spins only to the hysteresis loop of a spherical (red
circles) and a cubic NM (blue squares)

anisotropy constants here are given in temperature units and that they correspond to
maghemite (see Sect. 1.3.2.2 for details).

By comparing, in Fig. 1.14, the loops for kS = 10 to those for kS = 100, we see
that the coercive field increases and the remanence decreases with increasing surface
anisotropy, independently of the elongation L of the NM. Moreover, the presence of
disordered groups of spins at the surface, induced by surface anisotropy, makes the
loops more elongated and increases the closure fields of the loops as found also in
experiments on ferrimagnetic oxides [90]. The rounding of the loops near the coercive
field clearly indicates a progressive departure from a uniform reversal mechanism
with increasing kS . When looking only at the Mz component, not much difference is
appreciated between the loops for NMwith different L because of the compensation
of the spin components transverse to the field direction due to the symmetry of
revolution of the NM around the z axis. However, upon further inspection of the
Mn

Surf and MCore
n contributions and animated snapshots taken along the loops [91],

the details of the reversal process can be better understood.
We first note that when kS is increased from k

S the reversal mechanism changes
from quasi-uniform (induced by the core) rotation at low kS values, to a process
in which the formation of surface hedgehog-like structures induce the non-uniform
switching of the whole NM. In the first regime (kS = 10 case in Fig. 1.14), the core
and surface spins point mostly along the z axis (MCore

n ≈ 1, MSurf
n  1) except near

the coercive field where they make short excursions towards the radial direction
driven by the surface anisotropy (see the dips in MCore

n and the cusps in Mn
Surf ).

However, for kS > k
S (kS = 100 case in Fig. 1.14), the surface spins remain near

the local radial easy-directions Mn
Surf ≈ 1) during the reversal, while the core spins
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are dragged away from the z local easy-axis by the surface spins during the reversal,
except for values of h near the closure field. This is indicated by the widening of
the dips in MCore

n and the global decrease of MCore
n values as kS increases. Finally,

let us remark also that, for all the kS considered, the Mn
Surf values along the whole

hysteresis loops increase with increasing L , which indicates that the surface spins
remain closer to the local radial direction during the reversal as the NMbecomemore
elongated. Upon increasing L , the dips in MCore

n become less profound for kS > k
S ,

an indication that reversal of core spins along the radial direction is suppressed by
the elongation. However, for weak anisotropy (kS < k

S), the more elongated the NM
are, the greater the deviation of surface spins towards the radial direction during the
reversal.

1.3.2.2 Surface Effects on the Thermal Dependence and Hysteresis of
Oxide NP

In order to study surface effects in atomistic simulations, it is necessary to account
for the three dimensional character of the atomic spins considering them as Heisen-
berg classical spins (si ) that can point in any direction in space (see (1.7)). Moreover,
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apart from the exchange interaction, it is necessary to include magnetocrystalline
anisotropy and to introduce the distinct surface Néel anisotropy term (1.10) for
spins close to the surface with reduced coordination as compared to bulk. While
the values of bulk anisotropy constants KC can be obtained indirectly by magnetic
measurements, the surface contribution KS is more difficult to evaluate. However,
for maghemite with KC � 4.7 × 104 erg/cm3 [92, 93], KS has been estimated as
KS � 0.06 erg/cm2 from Mössbauer experiments [94, 95]. Therefore, in the sim-
ulations for maghemite NM, we will vary the core anisotropy values in the range
kC = 0.01 − 1 K and those of the surface anisotropy in the range kS = 1 − 100 K.

We start again by examining the thermal dependence of the magnetization for
different diameters, now with a variable kS and fixed kC = 1K . For small surface
anisotropy (kS < 10), the demagnetizing process has a linear dependence with T
over a wide range of temperature for all NM sizes studied. This linear dependence is
similar to that found for the model with Ising spins [96] in Sect. 1.3.1.2 . However,
in that case, the linear dependence was blurred as the NM size increased and it
was limited to a narrower range of temperatures. For Heisenberg spins, instead,
this behavior is clearly observed for all the simulated D’s and extends up to the
ordering temperature, being more evident for the largest NM and for the core spins
(see Fig. 1.15). This linear behavior is in agreement with the variation predicted by
a surface spin wave theory and, therefore, is indicative of the effective 2D behavior
of the surface shell, that completely dominates the magnetic behavior of the NM
[97]. This is also in contrast with the results for FM NM (not shown, [98]) where,
due to the absence of frustration, the core contribution dominates as indicated by a
clear downward curvature of the M(T ) curves [98, 99]. Note also that the ordering
temperature, marked by appearance of a non-zero Mz value, increases with the NM
size as in the Ising model, but its value is lower.

Next,we focus on themagnetic order reached after the cooling process. For the real
maghemite NM, the attained configurations are the result of the competition between
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Fig. 1.16 Snapshots of the equilibrium configurations attained after cooling from a high tempera-
ture disordered state for FM (left column) and ferrimagnetic maghemite spherical (central and left
columns) NMs with D = 6a and maghemite lattice structure. Configurations are shown for two
values of the surface anisotropy constant kS = 15 and kS = 50. The pictures display the central
unit cell corresponding to a cut through an equatorial plane along the Z or XY axes

the frustration caused by the intra and intersublattice AF coupling of the spins and
the distribution of local anisotropy directions at the surface. As a consequence, due to
the dominant AF intersublattice coupling, a greater degree of disorder at the surface
is induced with respect to the FM case [98]. For low kS values (kS � 20 curves in
Fig. 1.15), the NM orders into a quasi-AF state in which spins in each sublattice are
almost aligned along the core easy-axis, the states attained at T = 0 have core spins
ordered in an AF state along the z-axis but surface spins that progressively depart
from perfect alignment along the core easy-axis direction as kS is increased. This is
indicated by the approach of Mn towards 1 for core spins and towards 0.5 for surface
spins as T is reduced (see the upper panels in Fig. 1.15). Note that while for the FM
NM the maximum value of the total magnetization Mz is 1, this is not the case for the
real maghemite NM since now the low T value of the total magnetization is given
essentially by the contribution of noncompensated spins [96] (see Fig. 1.15).

With increasing kS , this quasi-AF kind of ordering changes. MSurf
n → 1 at low T

(see the upper panels in Fig. 1.15), which indicates that surface spins start to depart
from the core easy-axis towards the local radial direction. Moreover, MCore

n → 0.5,
a clear signature that the radial deviation of surface spins drive the core spins pro-
gressively towards the radial direction as kS is increased. As a consequence throttled
structures as those seen for kS = 15, D = 6 in Fig. 1.16 start to form (similar results
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have been found for other lattices and compositions in [71, 101–104]). Finally, for kS
above a critical value, k

S , hedgehog-like configurations are favoured by the dominant
radial anisotropy contribution (see for example the configuration for kS = 50, D = 6
in Fig. 1.16). The direct visualization of equilibrium configurations presented in Fig.
1.16 shows that the reduction of the saturation magnetization with NM size observed
experimentally in different fine NM of ferrimagnetic oxides, can be attributed to the
random canting of surface spins caused by the competing AF interactions between
sublattices [50, 105]. Moreover, as the results of our simulations confirm, the degree
of disorder at the surface is larger than for the FM NM due to the complex interplay
between the AF intralattice interactions and the local anisotropy easy-axes.

Next, we continue analyzing the influence of surface anisotropy on the reversal
processes. First, we consider the results for a FM NMwith the same lattice structure
than maghemite shown in Fig. 1.17 for different values of kS . For a FM NM, the
hysteresis loops are dominated by the surface contribution for all values of kS studied
as indicated by the non-squaredness of the loops around the coercive field. For high
values of the surface anisotropy (kS = 50, 100), a magnetic field as high as h = 20
K is able to saturate the core, but the surface spins instead point along the radial
direction during the magnetization process. This is more clearly reflected on the
right panels of Fig. 1.17, where we see that for high kS , Mn remains close to 1 at the
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Fig. 1.18 Hysteresis loops for a real maghemite spherical NM with diameter D = 6a for different
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surface during all the reversal process, while the core spins depart from their easy
directions (Mn ∼ 1) dragged by the surface towards the radial direction close to the
coercive field, where Mn ∼ 0.5.

The hysteresis loops for the FM NM are to be compared with those for real ferri-
magnetic maghemite NM presented in Fig. 1.18 for D = 3a, 6a and kS ranging from
1 to 100. Although the reversal process is still dominated by the surface spins, notice
that now the loops for the ferrimagnetic NM becomemore elongated and have higher
closure fields than those for the FM NM of the same size, indicating the frustrating
character of the interactions in ferrimagnetic oxideNMs [106].Moreover, a reduction
in the high field susceptibility and an increase of the closure fields is also observed.
These features are due to the dominance of surface anisotropy over exchange inter-
actions that create surface disordered states which become more difficult to reverse
by the magnetic field.

More importantly, there is a change in themagnetization reversalmechanism upon
increasing kS above k

S , the value for which a change in the low T configurations
was observed. For kS < kS (see Fig. 1.18), the core and the surface have similar
hC and closure fields. The NM core reverses in a quasi-uniform manner with the
spins pointing mostly along the z-axis (Mn ≈ 1) except near hc, and with the surface
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Fig. 1.19 Hysteresis loops of maghemite particles with diameters D = 3a (black),D = 4a
(blue),D = 5a (red),D = 6a (green). Each panel corresponds to a different value of kS as indi-
cated

spins following the core reversal (with Mn < 1 indicating alignment close to the z
direction) [107]. However, at higher kS (see Fig. 1.18 for kS > k

S), surface spins
remain close to the local radial direction (Mn ≈ 1) during all the reversal process,
driving the core spins away from their local easy axis and making their reversal
non-uniform (0.5 < Mn < 1) due to the appearance of the hedgehog-like structures
during the reversal [107].Notice also that for kS > k

S a series of steps in the hysteresis
loops along the irreversibility line can be observed as also seen in [108]. Each step
corresponds to the jump of a cluster of surface spins that are able to overcome the
energy barrier induced by the high radial anisotropy at that field.

The influence of NM size on the hysteresis loop at T = 0 depends on the range
of values of kS , although some features are common to all of them, as can be seen in
Fig. 1.19. As the NM size increases, the high field susceptibility decreases while the
loops at different D all cross at h = 0. However, for kS values below the critical one
(kS < k

S), hC is almost size independent, although the coercive field for the core spins
of NM with high anisotropy is higher for the smaller NM. In contrast, for kS > k

S
(see the panels with kS = 50, 100 in Fig. 1.19) hC increases with increasing NM
size except for the D = 6 NM. These results are in qualitative agreement with those
reported by Morales et al. [109] for maghemite NMs with sizes ranging between 3
and 14 nm. They observed a slight increase of the coercive field with decreasing size
for the range of sizes reported here.

1.3.2.3 Core-Shell NPs

For many technological applications, it has been shown to be useful to synthesize NP
with non-homogenousmaterials having, for example, a gradient in compositionwhen
going from the inner to outer parts [110] or having a core and shell made of materials
with different magnetic properties [111]. The last case is somehow unavoidable since
most magnetic elements are easily oxidized when exposed to air or aqueous media.
These NP can be otherwise produced by controlled chemical synthesis [112, 113] in
a variety of morphologies and compositions. Magnetic core/shell nanoparticles with
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functionalyzed shells and coatings are also necessary in biomedicine for applications
in targeted delivery and diagnostics [81, 114–116].

An attractive composition results from the combination of a FM or AF core sur-
rounded by anAF or FM shell (usually an oxide) coupled by the exchange interaction
at the interface between them. Interesting proximity effects result from the structural
modification and competition of different magnetic orderings at the FM/AFM inter-
faces [117–123]. In particular, the so-called exchange bias (EB) phenomenon which,
in brief, consists in the shift of the hysteresis loop along the field axis after cooling the
sample fromhigh temperature through theNéel temperature of theAF, in the presence
of a magnetic field [121]. For thin film FM/AF layers, different semi-analytical mod-
els (for a review see [121] and references therein) based on the macrospin approach
have been proposed to account for the values of the observed EB fields, but none of
them applies to NM, where the role played by the interface needs to be understood at
an atomistic level. In order to unveil the microscopic origin of all the phenomenology
associated to EB effects in NM, a minimummodel that captures the main ingredients
of a single NMwith core/shell structure can be developed as depicted by the drawing
shown in Fig. 1.20.

For simplicity, a core/shell NM is made of atomic spins placed on the nodes
of a sc lattice inside a sphere of radius R (measured in multiples of the unit cell
dimensions a) and inside which three regions are distinguished: core with radius
RC , shell of thickness RSh = R − RC and interface formed by the core (shell) spins
having nearest neighbors on the shell (core). To account for the finite values of
anisotropy in real systems, we consider Heisenberg spins interacting through the
Hamiltonian of (1.7) with uniaxial anisotropy as in Fig. 1.6. Core/shell structures are
typically made of a FM core and AF shell [121, 124–126], represented by JC,Sh ≶ 0
exchange constants respectively (hereafter fixed to JC = 10 and JSh = −0.5JC). The
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Fig. 1.21 Coercive and exchange bias fields for a spherical particle with R = 12, RSh = 3 and
kC = 1. The dependence on the particle radius is shown in panels (a) and (b), while in panels
(c) and (d) the surface anisotropy kSh dependence is shown. Coercive fields at the decreasing and
increasing field branches h−

c , h
+
c are also displayed in (c)

coupling at the interface is represented by JInt, that can be varied in sign and value
to study the role played by the coupling across the core/shell interface on magnetic
properties. Usually, kSh > kC is required in order for the shell spins not to reverse
while cycling the magnetic field, so that EB is observed. Typically its value is higher
than for the core due to reduced local coordination and will be fixed to kSh = 10
K, in agreement with experiments [127, 128]. The core anisotropy will be fixed to
kC = 1 K, which just sets the scale of the anisotropy field of the FM core.

Results of typical hysteresis loops obtained by MC simulation are shown in Fig.
1.20a for JInt = −0.5JC, where the shift of the loop towards negative field values
and a slightly increased coercivity for the loop after FC can be clearly seen. This
can also be obtained for JInt > 0 [124]. In order to demonstrate that the origin of
the loops shift is on the interface, we further computed the field dependence of the
contribution of interface spins belonging to the shell, M Int

Sh , to the total magnetization
as displayed in Fig. 1.20b. The interfacial shell spins acquire a negative (or positive
for AF coupling) net magnetization after FC which is higher than for the ZFC case
[129], reflecting the fact that, after the FC process, a fraction of the interfacial spins
are pinned and they remain so during the field reversal. In contrast, for the ZFC case,
most of the interfacial spins follow the reversal of the FM core. The net magnetic
moment, induced by the geometrical symmetry breaking and the alignment of groups
of spins into the field direction, generates local fields on the core spins that point into
the same direction as the external field, causing the shift of the hysteresis loops.

The results of the simulations allow us to understand that the origin of EB is a
surface (interfacial) effect that, in contrast with those previously presented, scales
with the number of uncompensated spins at the interface and not necessarily with
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the surface size. However, the peculiarities of the shape of the interface in a NM
depend on its size and, as a consequence, EB is also affected by finite-size effects.
As can be seen in panels (a) and (b) of Fig. 1.21, for increasing NP size, hC also
exhibits an increasing trend attributed to a higher proportion of interfacial core spins
that have to be reversed. For heb, the tendency is the contrary, although with clear
oscillations that are in complete correspondence to the ones observed in Mint attained
after the FC process [125, 130]. This demonstrates again the direct link between the
netmagnetization component of the shell interfacial spins and the loop shifts. Finally,
notice that surface anisotropy also influences all this phenomenology. As seen on
panels (c) and (d) of Fig. 1.21, there is a minimal value of kSh for the observation of
EB.On increasing kSh above it, the bias field increases progressively as the proportion
of interfacial spins pinned during the hysteresis loop increases, and finally saturates.
In contrast, in the presence of EB, hC is reduced with respect to the low-anisotropy
case, but its value does not show appreciable variations with kSh .

1.3.2.4 Effects of Surface Anisotropy on the Dynamics of NM

Availing ourselves of the compromise provided by the EOSP approach, i.e. a
macrospin capturing some of the intrinsic features of the NM,we can then investigate
the effects of surface anisotropy on the switching field. Accordingly, the relaxation
rate turns out to be a non monotonic function of the surface anisotropy constant
Ks [27]. More precisely, owing to the variation of the energy barrier as a func-
tion of the surface anisotropy (see Fig. 1.22 left), the relaxation rate increases for
(small) increasing Ks (see Fig. 1.22 right) since the (surface) quartic contribution to
anisotropy induces saddle points at the equator. As Ks further increases, the quartic
anisotropy starts to dominate, inducing much deeper energy minima and thereby
much higher energy barriers, which finally makes the switching less likely.

Fig. 1.22 Left: Energyscape with increasing surface anisotropy and the corresponding energy
barrier. Right: Relaxation rate as a function of the surface parameter ζ = K4/K2 (see (1.11)).
Source Reprinted with permission from [1]. Copyright (2020), Elsevier Books
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Compared to the effect of thermal fluctuations on the switching field, which is a
simple scaling law, the effect of surface anisotropy depends on the direction of the
applied field. This leads to a flattening of the switching field curve [27]. In the case
of an assembly of magnetic NMs, this model is used to compute the ac susceptibility
and to investigate the competition between (intrinsic) surface effects and dipolar
interactions within an assembly of NM [28, 33–35].

1.3.2.5 Magnetic Excitations

When the conditions stated at the end of Sect. 1.2.2.2 regarding the limit of validity
of the effective models are no longer satisfied, one has to adopt the full many-spin
approach discussed earlierwith theHamiltonian in (1.7), and resort to fully numerical
approaches, such as theMonteCarlo simulationmethod and/or the numerical solution
of the Landau-Lifshitz equation, in order to study the equilibrium and dynamical
properties of the NM. Among the results obtained for the equilibrium behavior, using
the extendedMonteCarlo approach that integrates both global and local spin rotations
[2, 3], it has been shown that due to surface anisotropy the magnetization saturation
requires relatively very strongmagnetic fields (∼ 10 T). In addition, as was discussed
earlier, the hysteresis loop exhibits various jumps which account for a (cluster-wise)
switching of groups of atomic spins, and thus showing that themagnetization reversal
is not a coherent mechanism as in the Stoner-Wohlfarth model. Regarding the many-
spin approach to the magnetization reversal, it was shown in [131, 132] that, under
specific conditions, second-generation spin waves can develop within the NMwhich,
through their coupling to the uniform mode, destabilize the latter and ultimately
induce the magnetization switching. More precisely, it was shown that a box-shaped
NM exhibit an exponential spin-wave instability in the case of a uniaxial anisotropy
and a linear spin-wave instability for a random anisotropy, with the exponential
instability leading to a faster relaxation than the linear instability.

We have also studied surface effects on ferromagnetic resonance in magnetic
nanocubes [133]. The numerical method used consists in linearizing the Landau-
Lifshitz equation around the equilibrium state of the system, thus leading to an eigen-
value problemwhose solution renders the excitation spectrum. For a box-shapedNM,
the resultswere also compared to those of the generalized spin-wave theory [2, 3].We
computed the absorbed power as a function of the excitation frequency and showed
that it is possible to attribute the different contributions of the surface and those of the
core spins to the various peaks obtained by our calculations. In particular, the low-
energy peak, corresponding to the k = 0 mode, consists of equal contributions from
the surface and core spins. Furthermore, in the case of less symmetric box-shaped
samples with Néel surface anisotropy, we observe an elliptic precession of the spins
whose signature could be seen in a parametric resonance experiment. For 8nm iron
nanocubes, we show that the absorbed power spectrum should exhibit a low-energy
peak around 10 GHz, typical of the uniform mode, followed by other low-energy
features that couple to the uniform mode but with a stronger contribution from the
surface. There are also high-frequency exchange-mode peaks around 60 GHz.
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Finally, in the [134], the authors investigated the effects of surface anisotropy (and
the ensuing spin misalignment) on the magnetization dynamics of ferromagnetic
nanocubes in the many-spin approach. It was shown that such inhomogeneous spin
configurations induce nutation in the dynamics of the particle’s magnetization. In
addition to the ordinary precessional motion with a frequency of 10GHz, it was
found that the dynamics of the net magnetic moment exhibits two more resonance
peaks with frequencies that are higher than the FMR frequency. In particular, a much
higher frequency of 1 THz was attributed to the magnetization fluctuations at the
atomic level driven by exchange interactions.

1.4 Conclusion

In this chapter, we have studied the equilibrium, and to a lesser extent the dynamic,
properties of nano-scaled magnetic systems taking account of their “intrinsic” fea-
tures, such as finite-size, boundary and surface effects.We deemed it necessary to first
emphasize the difference between these effects illustrated through simplemodels of a
nanomagnet. Then, we presented the various models and approximations employed
for describing nanomagnets depending on the range of their physical parameters
and their ratios. Next, we discussed the corresponding computing methods that have
been developed for these specific systems, such as the Monte Carlo simulations,
Landau-Lifshitz equation (with and without the Langevin field), and the spin-wave
theory.

Wehave covered some of our previous results for the thermal and hysteretic behav-
ior of the magnetization. We first did so for model NM so as to build a qualitative
picture of the general behavior and a fair understanding of the underlying mecha-
nisms. Then, we considered more realistic NM with maghemite as the underlying
structure as well as nanomagnets in core-shell configurations. For the model NM and
the more realistic iron oxide nanocubes, we have also succinctly reported on some
of our works that dealt with the effects of surface anisotropy on the relaxation rate
and the spectrum of spin-wave excitations.

The examples studied allow us to appreciate the wealth of novel features and
physical phenomena, and on the other hand the big challenges, brought about by
nano-scaled spin systems. Their reduced size has deep consequences on their inter-
nal magnetic state as well as their macroscopic behavior. Indeed, finite-size, bound-
ary and surface effects induce nonuniform magnetic states (spin noncolinearities)
which lead to incoherent switching and novel hysteretic properties, reduced critical
temperature and complex magnetization processes. The reduced size also leads to
the interesting phenomenon of superparamagnetismwhich has redefined the relevant
temperature and time scales. The study of the dynamics of such systems is a daunting
task that requires the analysis of a multi-valley energy potential. Nevertheless, it has
been possible to build macroscopic and microscopic models for investigating these
phenomena and for shedding light on the underlying mechanisms. In addition, these
models have allowed us to make estimates of the various physical parameters and to
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compare with experiments. It has thus been possible to figure out how the magnetiza-
tion of the nanomagnet switches, to evaluate the corresponding relaxation time and
the switching magnetic field. The macroscopic models such as the Stoner-Wohlfarth
and Néel-Brown models have already been validated by experiments performed on
nanomagnets for which thesemodels are applicable. In the opposite situation induced
by surface effects, we may say that only qualitative studies have been relatively suc-
cessful, whereas any quantitative investigation still remains a challenge. However,
the fast progress in synthesis, characterization and measurement has allowed for an
unprecedented control of a whole set of properties of these nanomagnets and has
made it to possible to shrink the gap between theory and experiments. In particular,
the possibility of making well organised, nearly monodisperse assemblies of well
defined nanomagnets, offers a real potential for studying the competition between,
on one hand the intrinsic properties due to finite-size and boundary, shape and sur-
face effects, and on the other the collective effects induced by mutual interactions
between the nanomagnets and by their interactions with the hosting medium. This
relatively favorable situation has triggered new impetus for further investigations of
NMs assemblies with a plethora of promising practical applications.
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Chapter 2
Interparticle Interactions: Theory
and Mesoscopic Modeling

Marianna Vasilakaki, George Margaris, and Kalliopi Trohidou

Abstract In this chapter, we discuss the interparticle interaction effects in assem-
blies ofmagnetic nanoparticles. For our study, we have developed amesoscopic scale
model that takes into account: (a) the morphology of the assemblies and (b) the inter-
play between the interparticle and intra-particle characteristics of the nanoparticles.
The hysteresis loops, the virgin magnetization curves and the temperature-dependent
(Field Cooled (FC)/zero-field cooled (ZFC)) magnetization curves have been calcu-
latedwith ourmodel. Results are presented for three case studies of different nanopar-
ticles’ morphologies assemblies and they show that our mesoscopic model repro-
duces well the experimentally studied systems and reveals the origin of the observed
magnetic behavior.

2.1 Introduction

Magnetic nanoparticles are commonly formed in random or ordered assemblies.
Ferrofluids [1] and granular magnetic solids are usually characterized as random
nanoparticle assemblies while patterned media and self-assembled arrays [2] are
described as ordered ensembles. The crucial role in determining the magnetic
behavior of both types of assemblies is played by the interparticle interactions,
namely the long-range dipolar interactions and the short-range exchange interac-
tions for nanoparticles in contact which are usually meet in the random assemblies.
It has been demonstrated that the presence of interparticle exchange interactions
changes the physical properties of a nanoparticles system [3]. If the strength of the
interparticle interactions is relatively weak, namely the interparticle energy is much
lower than the individual particle anisotropy energy, the interparticle interactions
are considered just a perturbation to the superparamagnetic state; this leads to the
so-called interacting superparamagnet model [4], where the static and dynamical
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properties of the individual particles are only partially modified by the interaction
with the neighboring particles. On the other hand, if the interparticle interactions are
strong and randomness in the distribution of particle positions and in the anisotropy
axes orientation exists, then a collective super spin glass state (SSG) is formed. This
SSG state is observed in concentrated frozen ferrofluids [5] and in concentrated gran-
ular systems where single-domain particles are dispersed in a non-magnetic matrix
[6, 7].

Various experiments demonstrated that the presence of dipolar interactions results
to: (a) a reduction of remanence at low temperature and of the coercive field [8],
(b) an increase of the blocking temperature (TB) defined as the temperature that
corresponds to the maximum of ZFC magnetization curve [9], (c) an increase of
the energy barrier distribution width [9], (d) deviations of the ZFC magnetization
curves from the Curie behavior [10], (e) differences between in-plane and out-of-
plane remanence, and (f) an increase of the blocking temperature with the frequency
of the applied field [11]. The first model that studied the magnetic interaction effects
on the coercivitywas presented byNéel [12] and it was generalized byWohlfarth [13]
taking into account the orientations and the geometrical arrangement of the particles.
According to this model, the coercive field decreases with the increase of the particle
concentration. Later, a detailed study on the effect of interparticle interactions was
reported by Dormann et al. [14] where it was demonstrated that the total energy
barrier increases with the dipolar interactions Monte Carlo simulations studies [15]
confirmed the increase of the blocking temperature of a dipolarly interacting system
with the increase of the concentration and that the magnetic properties of randomly
located and oriented nanoparticle systems are determined by the interplay between
the single-particle anisotropy energy and the dipolar interaction energy. Indeed, it
has been demonstrated that the dense face-centered cubic (FCC) packing of the
particles leads to more pronounced ferromagnetic (FM) behavior than the simple
cubic (SC) packing; this behavior is characterized by FM domains of supermoments
of particles, the so-called superferromagnetism [16]. The sample free boundaries and
the corresponding demagnetizing field have also a strong effect on the remanence
of the assembly while they produce a minor reduction to the coercivity [15]. Later,
Lu et al. by performing MC simulations found that the coercive field (HC) can be
increased or decreased with dipole–dipole interactions, depending on the bonding
angle between the easy axes of the nanoparticles [17]. On the other hand, Vargas et al.
claimed that demagnetization role of dipole–dipole interactions reduces the HC of
the system [8]. However, Nadeem et al. observed an enhancement inHC and blocking
temperature of compacted Fe3O4 nanoparticles compared with the powder sample
[18]. They attributed this result to the highlighting effect of interparticle interactions
on the energy barrier between equilibrium states.

Overall, it becomes evident that the magnetic characteristics (hysteresis loops,
blocking temperatures) of an assembly of magnetic nanoparticles depend not only
on the strength of the interactions but also on the morphology of the samples [19].

In the recent years, the effort to reduce the nanoparticle size and at the same time to
achieve high magnetic anisotropy led to the production of bi-magnetic nanoparticles
with enhanced nanoparticle anisotropy due to the extra unidirectional anisotropy
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along the interface called “exchange bias” [20]. In these structures, the interplay
between internal nanoparticle structural characteristics and interparticle interaction
leads to enhanced or novel magnetic properties [21, 22]. MC simulations have shown
that in random assemblies of ferromagnetic (FM)/antiferromagnetic (AFM) nanopar-
ticles, the exchange interparticle interactions play amajor role causing the experimen-
tally observed increase in the HC and the exchange bias field Hex with the concen-
tration of the nanoparticles [21]. Therefore, the modification of the coercive and
the exchange bias field in assemblies of nanoparticles with core/shell morphology,
which results from the competition between the intra-particle exchange anisotropy
and interparticle interactions, is a challenging issue. It is evident that the basic under-
standing of the magnetic properties of random assemblies of bi-magnetic nanopar-
ticles is of crucial importance for the next generation of high performance magnetic
nanomaterials.

Importantly, the improved production techniques enable the production of ultra-
small nanoparticles below 5 nm in size. For these sizes, it has been demonstrated
experimentally and numerically that the particle surface plays the dominant role in
their magnetic behavior. Therefore, surface effects have to be taken explicitly into
account in the calculations, in order to understand the magnetic properties of the
assemblies [7].

Another factor that influences the magnetic behavior of the nanoparticles is the
assembly’s structure. For instance, clustering of nanoparticles in an assembly can be
achieved by bringing magnetic nanoparticles at distances where they can strongly
interact. In this case, either colloidal assemblies are produced and capping with
molecules prevents the exchange coupling between them [23–25], or nanoparticles
(NPs) are created by deposition techniques that they do not allow them to coalesce
but retain a distinct boundary with a significant free volume among aggregates
of exchange coupled particles [26]. Their observed magnetic behavior has been
analyzed through numerical modeling, revealing interesting effects like stepwise
behavior in the hysteresis loops and the virgin magnetization curves [27, 28].

Finally, there is experimental evidence that diluted assemblies of magnetic
nanoparticles in a magnetic matrix exhibit exchange bias behavior and dynam-
ical effects. Indeed, a diluted assembly of Co nanoparticles randomly embedded
in magnetically and structurally disordered Mn matrix [29–31] shows enhanced
exchange bias field and SSG state. These characteristics are attributed to the intra-
particle characteristics, namely theCo/Mnalloying at the surface ofConanoparticles,
that create strong exchange interaction at the Co/Mn interface, and to the granularity
of the matrix in mediating interparticle interactions, through exchange and dipole–
dipole coupling between the uncompensated moments of Mn grains, as they are
confirmed by Monte Carlo simulations [32].

Atomic scale modeling of assemblies of magnetic nanoparticles including inter-
particle interactions, especially for dense samples, demands a very big amount of
CPUmemory and time. For this reason, the single-spin treatment of the StonerWohl-
farth (SW) coherent rotation model [33, 34] was usually implemented in the study of
assemblies of magnetic nanoparties. However, in the recent years, modeling assem-
blies of ultra-small nanoparticleswhere core/shell or core/surfacemorphology affects
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greatly their magnetic behavior becomes an excessively complicated computational
issue, since the single-spin treatment becomes insufficient to describe their magnetic
structure. We have developed a novel mesoscopic scale model for the study of these
nanoparticle systems that consider more than one macrospin for the description of
each nanoparticle together with the interparticle interactions [7, 21]. Our model
gives the possibility for explicit treatment of all the regions inside each nanoparticle,
namely the core, the shell, the core/shell interface and the surface [21, 35]. As we
will describe below, the number of the effective spins for each nanoparticle depends
on the characteristics of the studied system.

The Monte Carlo (MC) simulation technique with the implementation of the
Metropolis algorithm [36, 37] has been proven a very powerful and reliable tool
for the systematic study of the magnetic behavior of nanoparticle systems at
finite temperature. Especially in the case of NPs with core–shell or core–surface
morphology, the technique is advantageous because it gives the possibility to take
into account explicitly the regions of each nanoparticle, so the details of their internal
structure can be studied together with the interparticle interactions using the suitable
mesoscopic model. The appropriate choice of a model Hamiltonian is the starting
point of MC simulations, and then the random number generator is used to calculate
statistical fluctuations in order to generate the correct thermo-dynamical probability
distribution simulating a canonical ensemble [37].

In this chapter, we present for three cases our work on the magnetic behavior of
assemblies of nanoparticles using numerical modeling. We describe in our meso-
scopic model that takes into account: (a) the morphology of the macroscopic assem-
blies and (b) the interplay between the interparticle interactions and the intra-
particle characteristics of each nanoparticle. For the numerical modeling of these
systems, we use the Monte Carlo simulation technique with the implementation of
the Metropolis algorithm [3] that includes explicitly the temperature. The character-
istics of the hysteresis loops, magnetization curves as a function of the applied field
and the temperature-dependent ZFC/FC magnetization are studied. A comparison
with experimental findings is given in all cases.

2.2 Case Studies

2.2.1 Case Study 1: Magnetic Behavior of Nanoparticle
Assemblies: Interplay of Nanoparticles Morphology
(Core/Surface and Core/Shell) with the Interparticle
Interactions

Here, we review our work on dense assemblies of nanoparticles where the nanopar-
ticle’s morphology is taken into account. We present results on (a) ferrite nanoparti-
cles with core/surface morphology, more specifically for spherical γ-Fe2O3 nanopar-
ticles covered with an organic surfactant in the case that only dipolar interparticle
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interactions are present, and (b) on bi-magnetic nanoparticles with Co core/CoO
shell morphology.

2.2.1.1 The Model

Despite the importance of interparticle interactions, atomic scale Monte Carlo
approaches have been inadequate to simulate assemblies of nanoparticles with
core/shell or core/surface morphology due to the prohibitively large computational
requirements, since each nanoparticle includes a few hundreds up to a few thousands
of spins. For this purpose, we have developed a simple mesoscopic model to simulate
the magnetic properties of assemblies of magnetic nanoparticle, taking into account
their internal structure, namely core/shell or core/surface morphology. Our meso-
scopic method was based on the reduction of the amount of simulated spins to the
minimum number necessary to describe the magnetic structure of the particles and
on the introduction of the adequate exchange and anisotropy parameters between the
different spin regions inside the nanoparticle. Our modeling is multi-scale because
the magnetic moments are evaluated using data from our atomistic simulations of the
core/shell nanoparticles [38], with the appropriate rescaling [21]. Then, we integrate
them properly into the mesoscopic model going in this way from the atomic scale to
the mesoscopic modeling.

Our model goes beyond the classical model of coherent rotation of a particle’s
magnetization of Stoner–Wohlfarth [33] in which each nanoparticle is described by
a classical spin vector (si). Here, each nanoparticle in the assembly is described by
a set of three classical spin vectors one for the core and two for the two sublattices
of the AFM or ferrimagnetic (FiM) shell or surface. The values of the different
parameters in the simulation are set on the basis of their bulk values, if they exist,
and their modifications are established considering the nanoparticles’ morphology
(e.g., reduced symmetry and reduced size) using a mean field approach and the data
fromatomistic simulationswherever it is possible.Wehave to note here that “surface”
describes a layer of thickness approximately one lattice constant of the samematerial
as that of the core and very high anisotropy while the term “shell” corresponds to a
thicker layer that includes also the surface layer and it consists of a different material
than that of the core. The core/shell model includes also interface effects.

Inwhat follows,we consider an assembly ofN bi-magnetic nanoparticleswith FM
core/AFM shell morphology or of N ferrimagnetic nanoparticles with core/surface
morphology. These nanoparticles are spherical in shape with diameter d and they are
located randomly at the nodes of a simple cubic lattice of lattice constant, a, inside a
box of edge length Lα. Each nanoparticle is described by a set of three classical spin
vectors, one for the core �s1i and two for the shell or the surface �s2i and �s3i i = 1,
…, N (total number of particles), with magnetic moments mn = MnVn/MsV, n = 1
stands for the core and n = 2,3 for the “up” and “down” shell or surface sublattices
of the nanoparticle, respectively. V is the particle volume and MS its saturation
magnetization. Vn and Mn are the volume and the saturation magnetization of the
core, the “up” and the “down” shell or surface sublattice spins.
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Each spin has a uniaxial easy anisotropy axiswith a certain orientation.Depending
on the model, the three spins can have either one or two (different for the core spin)
common randomly oriented anisotropy axes or each of the three spins can have each
own randomly orientated anisotropy axis.

The total energy of the system for the N nanoparticles is:
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The first and the second energy term describe the Heisenberg exchange inter-
action between the core spin and the two spins of the shell (or the surface) with
exchange coupling strength Jc1 and Jc2. The third energy term describes the Heisen-
berg exchange interaction between the two sublattice spins of the shell (or the surface)
with exchange coupling strength Js. The fourth and the fifth terms give the anisotropy
energy for the core and the shell or surface (ê1i, ê2i, ê3i being the anisotropy easy-axis
direction) with anisotropy strength Kc and Ks. The sixth term gives the dipolar inter-
actions among all spins in the assembly where the magnetic moments of the three
“macrospins” of each ith particle are defined asm1i =M1V 1/MsV,m2i =M2V 2/MsV,
and m3i = M3V 3/MsV, and Dij is the dipolar interaction tensor [21]. The dipolar
energy strength is defined as g = μ0(MSV )2/4πd3 where d is the smallest distance
between two nanoparticles equal to the particle’s diameter d, V is the particle volume
and MS its saturation magnetization. For the dipolar energy calculation, the Ewald
summation technique [21] has been implemented taking into account the long-range
character of the dipolar interactions, using periodic boundaries in all directions. The
next term exists only for those nanoparticles that are in physical contact. It describes
the interparticle exchange interactions with coupling constant strength J inter. The
〈i, j〉 denotes summation over nearest neighbors. This term refers to the interaction
between the surface spins of the particles into contact for the ones with core/surface
morphology, while for the bi-magnetic nanoparticles with a FM core surrounded by
an AFM thin shell, this exchange terms additionally describe the exchange interac-
tion between the core spins with the neighboring surface spins. The last term is the
Zeeman energy (êh being the direction of the magnetic field). The external magnetic
field is H. The thermal energy is kBT (where T is the temperature).

The above energy parameters, as they are entered into the simulations, have
been normalized by a proper factor 10 KcV that is the core volume anisotropy
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of the nanoparticle, so they are dimensionless. Therefore, the normalized reduced
anisotropy constants are kc for the core, kshell for the shell anisotropy or ksrf for the
surface anisotropy. The effective exchange coupling constants between the core spin
and the shell or the surface spins are jc1, jc2, jshell or jsrf and between the neighboring
particles in contact jinter. In what follows, we denote byH the reduced magnetic field,
by g the reduced dipolar strength, by T and TB the reduced values of the temperature
and the blocking temperature respectively.

The calculation of the zero-field cooled (ZFC)/Field Cooled (FC) magnetization
curves is a three steps process. First, we cool the system at a constant temperature
rate �T from a high temperature, well above the ordering temperature, down to a
very low temperature, close to zero temperature, at zero applied field. Then, we heat
the sample from the low temperature to the high one at the same constant temperature
rate applying a small magnetic field and we calculate the ZFC magnetization curve.
Finally, we cool the system down to the lowest temperature, in the presence of the
applied magnetic field, and we calculate the FC magnetization curve. The hysteresis
loops are calculated after a field cooling procedure.

The Monte Carlo simulations results for a given temperature and applied field
were averaged over 60–80 samples with various spin configurations, realizations of
the easy-axes distribution and different spatial configurations for the nanoparticles.

2.2.1.2 Results and Discussion

(a) Dipolarly interacting assemblies of ferrimagnetic nanoparticles with
core/surface morphology

Maghemite (γ-Fe2O3) nanoparticles of ∼12.7 nm size covered by polyacrylic acid
(PAA) surfactant were producedwith volume fraction x = 0.47 [27]. Ourmesoscopic
model simulates this system as N identical spherical ferrimagnetic NPs of diameter
d = 13 nm being located randomly at the nodes of a simple cubic lattice with
lattice constant, a, inside a box of edge length L = 10 measured in units of a.
The total number of NPs is N = p × (10 a × 10 a × 10 a), where p = 0.47 is
the concentration of the particles in the model. In accordance with the experimental
findings, we consider core/surfacemorphology for each nanoparticle andwe describe
it by three spins with a common anisotropy easy axis. However, this axis is assumed
to be randomly oriented from particle to particle. In addition, the parameters of the
surface anisotropy (KS) andmagneticmoment (m) per particlewere rationally chosen
upon consideration of (a) the morphology of the NPs that is not completely spherical
and (b) the approximate thickness of the surfactant layer, which appears to influence
the degree of the defected surface coordination environment; the thicker the surface
coordinating organic layer is, the lower the disorder of the uncompensated surface
spins becomes [39]. Effectively, we consider a common anisotropy easy axis for
spins in each nanoparticle resulting to a higher saturation magnetization, Ms than the
corresponding bulk value [40] as observed experimentally [27].
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The main parameters used in MC simulations are: p = 0.47 the particle concen-
tration introduced in the model, g = 0.884 the dipolar energy strength, m = 1.17
the mean particle magnetic moment. Accordingly, the values of the intra-particle
exchange energy among the core spin and the surface spins were taken as jc1 = −
7.77, jc2 = −1.35, jsrf = −0.091 and the anisotropy energy of the core as kC = 0.1,
while that of the surface as ksrf = 3.5, since it is expected to be more than one order
of magnitude larger than that of the core. These parameters are dimensionless as
they are normalized by 10 KCV. The particles in the assembly interact only through
dipolar interactions since they are coated with the PAA surfactant (jinter = 0) no
interparticle exchange interactions are considered in our model.

We have performedMC simulations to calculate the hysteresis loops and the zero-
field/field cooled (ZFC/FC) magnetization curves of the dense maghemite nanopar-
ticles (Fig. 2.1). To get a better insight of the factors that influence the magnetic
behavior of the system, we have first “switched off” the dipolar inerparticle interac-
tions (Fig. 2.1) and next the intra-particle interaction term of the system (Fig. 2.2)

Fig. 2.1 Monte Carlo simulations of the isothermal magnetization curves at T = 0.05 (a) and
ZFC/FC magnetization curves (b) for p = 0.47 for the dipolarly interacting nanoparticles (g �= 0;
full line) and in the case that the dipolar interactions are switched off (g = 0; line with circles)

Fig. 2.2 MC simulations of the isothermal magnetization curves at T = 0.05 (a) and ZFC/FC
magnetization curves (b) for p = 0.47 for the original model (jc1, jc2, jsrf nonzero; lines) and in the
case that the intra-particle interactions are switched off (jc1 = jc2 = jsrf = 0; circles)
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and we have calculated the hysteresis loop and the ZFC/FC magnetization curves
together with the fully interacting system.

As we can see from Fig. 2.1, when the dipolar strength is zero, consequently only
the intra-particle exchange interactions and the anisotropy energy term contribute to
the total energy, the blocking temperature of the non-interacting particle system
decreases (Fig. 2.1b). The characteristics of the ZFC/FC magnetization curves
(Fig. 2.1b) also indicate the movement from the super spin glass nanoparticle system
to a non-interacting blocked assembly of nanoparticles. The coercive field does not
seem to be affected, probably due to the strong competition between the intra-particle
exchange coupling and the surface anisotropy.

On the other hand, in the absence of intra-particle interactions (jc1 = jc2 = jsrf = 0)
(Fig. 2.2), the spins inside each nanoparticle do not interact with each other; thus, this
frustration does not exist and the coercivity is decreased. The blocking temperature
also is slightly decreased. Our results are in agreement with the experimental findings
[27].

(b) Core/shell nanoparticle dense assemblies interacting with dipolar and
exchange interparticle interactions

Next, we study the magnetic behavior of dense random assemblies of FM core/AFM
shell nanoparticles. In this case, we take into account the interparticle dipolar and
exchange interactions. The simulations are based on Co/CoO (FM/AFM) nanoparti-
cles with 6 nm total diameter and a thin antiferromagnetic shell (~1 nm). Considering
a dense assembly of Co/CoO nanoparticles with very thin CoO layer, we develop a
three-spin model for the Co/CoO nanoparticle to simulate dense 2D and 3D assem-
blies [21, 41]. In each nanoparticle, the FM core was described by one spin and two
spins described the thin AFM shell with the appropriate anisotropy (kc = 0.1, kshell
= 8.0) and exchange parameters (jc1 = 0.32, jc2 = 0.3, jshell = −6). The anisotropy
axes of each nanoparticle were randomly oriented, one for the core and one common
for the shell. The interparticle dipolar strength was taken as g= 0.1. If the nanoparti-
cles are in direct contact, the interparticle exchange interactions are considered also
between the core spins and the neighboring surface spins due to the very small shell
thickness. Thus, additionally to the exchange coupling of the neighboring surface
spins that is characterized by the strength parameter jinter = 2.5, we consider also
the exchange interaction of the core spin of the one nanoparticle with the surface
spins of the other nanoparticle with strengths jcoreshell1 = 2.0, jcoreshell2 = 0.5. The
interparticle exchange interactions in these systems are particularly strong.

We have demonstrated in Margaris et al. [21] the effectiveness of our mesoscopic
method based on a Monte Carlo approach to simulate 2D large ensembles of bi-
magnetic core/shell nanoparticles and their important role on the exchange bias
behavior of these system. Our MC simulation results of the effect of the exchange
interactions on the exchange bias are in excellent agreement with the experimental
results in the study of 2D random assemblies of Co/CoO core/shell nanoparticles
[21]. Here, we simulate disordered arrays of nanoparticles where N particles are
placed, randomly, on the nodes of a 3D cubic lattice inside a box of edge length L =
10a. We simulate the hysteresis loops (Fig. 2.3a, c) at T = 0.02 and the temperature
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Fig. 2.3 a, cMCnormalized hysteresis loops of 3D random arrays of Co/CoO core/shell nanoparti-
cleswith densities p= 0.15 and 0.63 atT = 0.02.b,dMCresults for the ZFC temperature-dependent
magnetization curves for the two densities

dependence of the magnetization, M(T ) (Fig. 2.3b, d) of a 3D random assembly of
Co/CoO core/shell nanoparticles with concentrations p = 0.15 and 0.63 [3].

Our results gave a significant increase of bothHC andHex for the large concentra-
tion of nanoparticles. The most remarkable feature is that Hex has larger value than
HC for p = 0.63. This is opposite from the p = 0.15 case. The increase in coercive
and exchange bias field is due to the fact that as the number of particles increases,
they come very close and they are in contact, consequently the “effective thickness”
of the AFM layer increases. Namely, each core instead of “feeling” one shell, it
“feels” two shells, thus the effective anisotropy energy increases. This “increase” in
the AFM effective thickness leads to an enhancement of Hex and HC similar to what
is observed for thin-film systems. Moreover, whereas the hysteresis loop appears
rather symmetrical for p = 0.15, it is asymmetric for p = 0.63. Our results of 3D
cubic lattice have the same features with those of the 2D square lattice [21]. The
only difference is that in the 3D case, the effects are more pronounced because the
number of nearest neighbor particles is increased from four (square lattice) to six
(cubic lattice) so the strength of the interparticle interactions is larger.

Similarly, the results for ZFC the magnetization versus temperature M(T) show
that for higher densities, the blocking temperature TB increases dramatically, in
agreement with experiments [42]. Furthermore, although the blocking temperature
for the low concentration case is very low as in the 2D case (TB = 0.27), for higher
density p = 0.63 the TB = 3.77 is larger than the case of 2D lattice (TB = 2.35).

Importantly, the observed behavior is attributed to interparticle exchange interac-
tions in the assembly and it is more pronounced in the 3D cubic lattice. Indeed, if



2 Interparticle Interactions: Theory and Mesoscopic Modeling 49

Fig. 2.4 MC simulations of
the normalized hysteresis
loops with Hcool = 0.05 of
3D random arrays of
Co/CoO core/shell
nanoparticles for p = 0.15
and 0.63, by switching off
interparticle exchange
interactions (jout = 0) and for
g = 1

we “switch off” the interparticle exchange interactions, (i.e., jout = 0), but we keep
the dipolar interactions, the behavior is completely different. Namely, in the pure
dipolar case, the increase in the nanoparticle concentration leads to the decrease
in HC and Hex due to the competition between anisotropy and dipolar energy
(Fig. 2.4). Consequently, the exchange interparticle interactions in dense assem-
blies change the overall energy profile causing the increase in exchange and coer-
cive field and blocking temperature. Obviously, the interplay between interparticle
and intra-particle energies produces a complex magnetic behavior depending on the
system.

2.2.2 Case Study 2: Magnetic Behavior of Nanoparticle
Assemblies: Effect of Assemblies Morphology
(Nanoparticles Clustering)

The combination of interparticle interactions and the assembly’s morphology modi-
fies the magnetic behavior of dense assemblies of nanoparticles with concentration
well above the percolation threshold. The clustering between the nanoparticles has
been studied with mesoscopic modeling [26–28, 43]. We examine two cases: (a)
Dense assembly of Fe nanoparticles assembly: in this case, the Fe nanoparticles are
forming tightly coupled clusters, some clusters are so close to each other that they
are also exchange coupled and some of them are well separated and only dipolarly
coupled, (b) maghemite nanoparticles which are forming well-separated clusters
dipolarly coupled. In the latter case, each nanoparticle in the cluster has core/surface
morphology structure.
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2.2.2.1 The Model

We have developed a model of a non-uniform assembly of NPs with density
well above the percolation threshold that includes explicitly the nanoparticles
anisotropies, the dipolar interactions and the interparticle exchange interactions in
case of nanoparticles that are in close contact, as it is described in Sect. 2.1.1. We
are using the Monte Carlo simulations technique based on the Metropolis algorithm,
to simulate a dense, random assembly of clusters of (a) Fe nanoparticles (Fig. 2.5
[28]) and (b) γ-Fe2O3 nanoparticles coated with organic surfactant in order to inves-
tigate the role of the assemblies morphology in the determination of their magnetic
behavior.

In order to reproduce clusters of nanoparticles and isolated particles, we divide
the lattice in eight areas of equal size but of different particle concentration in each
area, under the constraint that the total concentration will be that of the assembly.

So the condition p =
(∑na

i=1 pi Ni
)/
N must be held, where na = 8 is the number of

areas and Ni and pi are the number of lattice sites and partial concentration in each
area, respectively. As a result of the different concentrations in the areas, clusters of
different sizes are formed in each of them.

For example, for the concentration p = 0.5, we are well above the percolation
threshold of the simple cubic lattice (pc = 0.3116) [44]. Some of these areas will
be dense and some diluted with partial concentrations smaller than the percolation
threshold, so in some of them, more than one clusters will be formed. The number
of the nearest neighbors of each particle (zi) is a random variable and the average
value in each area is different and depends on its concentration (zi, avg = 6 pi).

Fig. 2.5 Schematic representation of the non-uniform assembly of NPs. a The three-dimensional
sketch of the non-uniform assembly of NPs. b Two-dimensional vertical intersection of the non-
uniform assembly at the z = 2 plane [28]



2 Interparticle Interactions: Theory and Mesoscopic Modeling 51

2.2.2.2 Results and Discussion

(a) Effect of the clustering on Fe nanoparticle assemblies

Here, the role of the interparticle interactions and of the system’s morphology in the
magnetic behavior of dense assemblies of Fe nanoparticles is studied. To model the
system, we consider N identical magnetic particles (grains) with spherical shape and
diameter d =2.6 nm.Themagnetic particles are single domain, andwe represent each
of them as a three-dimensional classical unit spin vector with magnetic momentmi (i
=1,…,N). To eachparticle, a uniaxial easy axis is assigned, randomlydistributed and
its anisotropy constant equals to 1 in dimensionless units. In our study, the Fe particles
produced by femtosecondpulsed laser deposition (fsPLD)+UVsystematically show
a disk-like shape, giving rise to a higher magnetic anisotropy, enhanced by shape
and surface contributions. Also, the average saturation magnetization Ms of the NP
is expected to have a value smaller than the bulk iron value (Ms,Fe = 1.7× 106 A/m),
due to surface effects. Taking into account the above considerations, we expect that
the dipolar interaction strength for the NPs is much smaller than the iron value for a
spherical NP with d = 2.6 nm (gFe ~ 0.6). So here, we consider g = 0.1 [28].

We divide the lattice in eight areas with size Lx ×Ly × Lz= 6 × 4 × 6 each and a
different particle concentration pi in each one of them, but under the constraint that
the total concentration will be p = 0.5. We consider that each particle interacts with
exchange forces of the same strength with a nearest neighbor, if they both belong
in the same area. More specifically, pi takes the values 0.50, 0.80, 0.30, 0.40, 0.70,
0.60, 0.40 and 0.30 in each of the eight areas, respectively. In the denser areas (pi
≥ p), the intra-cluster exchange interaction is jinter = 1.0 and in the more diluted
ones (pi < p) is jinter = 8.0 because, in this case, the whole cluster is considered
to represent a bigger isolated particle. The exchange interaction strength between
neighboring particles in different clusters is taken jinter = 0.1. In general, we assume a
small intercluster exchange constant which allows the cluster moments to be initially
randomly oriented.

To study the magnetic behavior of the system, we calculate numerically [28] the
virgin curve (VC), where we plot the normalized magnetization as function of the
field, and the ZFC/FC magnetization curves, where the normalized magnetization is
plotted as a function of the temperature. The calculated quantity is the normalized
magnetization along the field direction, which is the z-axis direction,

Mz/Ms = 1

NMsV

N∑

i=1

miz = 1

N

N∑

i=1

siz (2.2)

The simulation of the VC starts from the zero field at a given temperature. In the
initial configuration, the spins are randomly oriented. The field is increased gradu-
ally until the assembly magnetization reaches saturation (Mz/spin ~ 1). The simu-
lations are repeated at two different temperatures. The simulations of the ZFC/FC
magnetization versus temperature curves are also performed.
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Fig. 2.6 Assembly of NPs interacting with two different dipolar interaction strengths g (assembly
concentration p = 0.5). a Initial magnetization versusH curves (VC) at temperature T = 0.005 and
b ZFC/FC magnetization versus T curves with Hcool = 0.05 [28]

We have to note that the strong effective interparticle exchange coupling (jinter ≥
1) in an area and the uniaxial anisotropy result in a nonzero initial magnetization
in each area even in the absence of a field, after a few steps. This fact and the
small number of areas may result to an initial average value of the magnetization
different from zero. This deviation is of the order of 1

/
2
√
na (= 0.176 for na= 8),

under the condition that the interaction strength between the areas is weak. When the
exchange interaction between particles in the different clusters is strong, the initial
magnetization raises and specific initial configurations have to be chosen to reduce
the problem [45].

The role of the dipolar strength in the magnetization behavior of the assembly
is examined next, in the case of a dense non-uniform assembly (p = 0.5). Dipolar
interactions give rise to collective effects [18]. As the dipolar coupling increases,
dipolar interactions start playing a more important role, start competing initially and
gradually dominating over the exchange interactions and the anisotropy. In this case,
we have a slower increase of the magnetization at low fields and a slower approach
to saturation in the virgin curve (Fig. 2.6a). The local dipolar field is the sum of the
fields of all the randomly oriented dipoles and oscillates randomly on every node.
As a result, in some cases, reversals of clusters may create locally large dipolar
fields, helping other spins or clusters to overcome their energy barrier and triggering
their reversal more easily. These local fluctuations are larger as the dipolar strength
increases. Consequently, smaller steps are present, at different positions as the value
of g increases (Fig. 2.6a and b). It is expected that with the increase of the dipolar
strength, we have an increase in the maximum of the ZFC magnetization versus
temperature curve [28].

We compare our results with those of the uniform morphology for the nanopar-
ticles’ assembly. In this case, we distribute the particles at random on the nodes of
the lattice with occupation probability p = 0.5. All particles interact via exchange
interaction of the same strength and dipolar interactions. In the case that the exchange
coupling constant is equal to the anisotropy constant (jinter = k = 1), there is a strong
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competition between the anisotropy energy and the exchange energy. The average
assembly concentration is uniform but density fluctuations may result in different
local concentrations. As a result, we may have small agglomerates of particles more
strongly connected, in sites that have bigger number of neighbors and anisotropy
axis toward the same direction. So smaller clusters, compared to the ones of the non-
uniform morphology, are formed but they are more strongly connected with other
clusters or particles. We have to note that here the definition of a cluster is different
from that in the non-uniform model. As a cluster in the non-uniform model, a set
of connected particles of the same area is defined, each one with the coordination
number zi≥ 1, while here we require that zi≥ 3. Figure 2.7a and b shows that steps in
the curves may appear again but smaller than those in the non-uniform assembly of
Fig. 2.6. The larger initial magnetization in the ZFC magnetization versus temper-
ature curve, the larger initial slope and stronger temperature dependence in the VC
curves are attributed to the simpler structure and to the stronger intercluster coupling.

Figure 2.7 shows that the main source of the stepwise behavior, in random
anisotropy models, is the competition between the exchange and anisotropy energy
when they have comparable values but the exact form of the initial plateau and steps
is due to a more complicated structure where large clusters are formed.

(b) Effect of the clustering on assemblies of nanoparticles with core/surface
morphology

Enhanced or collectivemagnetic properties have been observed in nanoscale systems
made of multiple subunits self-assembled in cluster-like structures [27]. These
complex structures may attain collective properties [46] due to the coupling mech-
anisms established across the interface or strongly coupled material nanodomains
[47]. In addition, the magnetic behavior of these complex systems may be affected
by microscopic phenomena associated with the surface coordination environment
such as canted surface spins [48], intra- and interparticle interactions (dipolar or

Fig. 2.7 Uniform assembly with p = 0.5 interacting with intermediate exchange forces (jinter =
1). a Initial magnetization versus H curves (VC) for two temperatures T and b ZFC/FC versus T
magnetization curves with Happl = 0.05 [28]



54 M. Vasilakaki et al.

exchange, involving surface spins among different particles) and even increased
surface anisotropy [39].

We have studied controlled assemblies of single-crystal, colloidal maghemite
nanoparticles which is facilitated via a high temperature polyol-based pathway.
Structural characterization shows that size-tunable nanoclusters of 50 and 86 nm
diameters, with high dispersibility in aqueous media, are composed of 13 nm crys-
tallographically oriented nanoparticles. The interaction effects are examined against
the increasing volume fraction, p, of the inorganic magnetic phase that goes from
individual colloidal nanoparticles (p = 0.47) to clusters (p = 0.60, 0.72) [27]. In
such nanoparticle assembled systems, with increased p, the role of the interparticle
dipolar interactions and that of the constituent nanoparticles’ surface spin disorder
in the emerging spin glass dynamics is expected to be significant.

In order to model the clusters morphology of the assembly of nanoparticles,
we consider N identical spherical ferrimagnetic NPs of diameter d being located
randomly on the nodes of a simple cubic lattice with lattice constant, a, inside a
box of edge length 10α measured in units α. The clusters have been produced by
dividing the lattice into eight areas with size 5a × 5a × 5a each and a variable
particle concentration per area, but under the constraint that the total concentration
is the same as the experimental one. The total number of NPs is N = p × (10 a × 10
a× 10 a), where p is the concentration of the particles in the model. In such a model,
the total concentration p = 0.60 for small clusters and p = 0.72 for large clusters is
spread into eight partial concentrations, namely [0.6, 0.7, 0.5, 0.6, 0.5, 0.7, 0.7, 0.5]
and [0.72, 0.82, 0.52, 0.72, 0.82, 0.72, 0.82, 0.62], respectively. In all cases, due to
the existence of the surfactant polymeric layer, it was assumed that there were no
direct exchange interactions (jinter = 0) between the nanoparticles, but instead they
interacted only via dipolar forces with dipolar strength g.

In this case, we go beyond the classical model of coherent rotation of the particle’s
Stoner–Wohlfarth magnetization, in which each nanoparticle is described by a clas-
sical spin vector as in the case of Fe nanoparticles. Our mesoscopic model involves
a set of three classical unit spin vectors, one for the core �s1i and two for the surface
layer �s2i , �s3i with magnetic moments mn = MnVn/MsV n = 1 stands for the core
and n = 2, 3 for the “up” and “down” shell or surface sublattices of the nanoparticle,
respectively, as it is described in Sect. 2.1.1. In this way, surface effects were included
for each i nanoparticle in the assembly.

The energy parameters in (2.1) are based on the bulk values of maghemite (Ms=
4.2 × 105 A/m and K = 5 × 103 J/m3), and their modifications are established
considering the nanoparticlesmorphology (e.g., reduced symmetry and reduced size)
using a mean field approach. Accordingly, the values of the intra-particle exchange
energy among the core spin and the surface spins were taken as jc1 = −7.77, jc2 = −
1.35, jsrf = −0.091 and the anisotropy energy of the core as kC = 0.1, while that of
the surface as ksrf = 2.5, since it is expected to be more than one order of magnitude
larger than that of the core.

The dipolar strength energies (g) andmagnetic moments (m) have been calculated
taking into account the experimental values of the particle concentration (p) and
the saturation magnetization (Ms) of the nano-architectures for the three different
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Fig. 2.8 Monte Carlo simulations of a hysteresis loops at T = 0.05 under zero-field cooled condi-
tions and b ZFC and FC magnetization as function of temperature curves for p = 0.47 individual
particles (squares) and clusters of NPs (p = 0.60 (circles) and p = 0.72 (triangles)). All the curves
are normalized to the saturation magnetization (Ms) of the individual NPs

samples. As a result, the mean particle magnetic moment is taken m = 0.87, the
mean dipolar energy strength is g = 0.955 for p = 0.60 and m = 0.77, g = 0.865 for
p = 0.72.

In our model that describes the clusters (p = 0.62, 0.70), the core spin anisotropy
axis for each nanoparticle in a cluster was assumed parallel from site to site, i, effec-
tively resembling the crystallographic alignment of adjacent NPs in a cluster. On the
other hand, the surface spin anisotropy at each site (êi) was modeled at a random
direction with respect to the core [27]. The disorder between the two domains and
the imposed intra-particle interactions (jc1, jc2, jsrf) describes well the experimental
observations of a reduced saturation magnetization,Ms, in the clusters as compared
to the individual NPs (Fig. 2.8a). This magnetic behavior is quite the opposite of
that reported for multi-core γ-Fe2O3 particles (D < 30 nm). In the latter, the compo-
nents were also crystallographically oriented, but as they were lacking any disorder
between the surface spins and the spin of their core, no exchange coupling anisotropy
was established [25]. However, in our study, the clusters display minimal, but resolv-
able exchange bias (Hex ~ 10 Oe), which is progressively reduced at increasing p
confirming the existence of internal core/surface structure. Our simulations were
performed using (2.1) for the energy. The hysteresis loops for different p showed a
progressive decrease of HC and a lowering of the Ms (Fig. 2.8a) in good agreement
with the experimental curves [27]. Furthermore, the calculated blocking tempera-
ture was growing with p and the temperature-dependent FC magnetization curves
became flat (Fig. 2.8b) at T ≤ 0.05, similarly to the measured ones [27] indicating
the presence of spin glass dynamics [49].

Furthermore, to identify the factors dictating the spin glass behavior, we have
examined the cases, where, either the dipolar interactions (g= 0) or the intra-particle
spin-exchange interactions (jc1 = jc2 = jsrf = 0) were “switched off” in the case of
clusters of nanoparticles (p = 0.72). When the g = 0 (Fig. 2.9 squares), the spins
inside each nanoparticle tends to spontaneously couple ferrimagnetically (but with
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Fig. 2.9 Monte Carlo simulations of the isothermal magnetization curves at T = 0.05 and ZFC-FC
magnetization curves for cluster type systems with p = 0.72 for the original model (g, jc1, jc2,
jsrf, �= 0; triangles), when the dipolar interactions are switched off (g = 0; squares) and when the
intra-particle interactions are switched off (jc1 = jc2 = jsrf = 0; continuous line)

randomly oriented easy axis among sites), with effective decrease of their surface
spin disorder and as such, the FC M(T ) curves present a short plateau (Fig. 2.9b
squares) and the blocking temperature is reduced. On the other hand, for suppressed
intra-particle interactions (jc1= jc2= jsrf = 0, curves with lines), the spins inside
the nanoparticles do not interact with each other, permitting the surface moments
to become decoupled from nearby spins (surface and core) and adopt a random
configuration. The randomness in the spin arrangement leads to an increase in the
MS (Fig. 2.9a) and reduced TB (Fig. 2.9b, lines). These results demonstrate that
the intra-particle (dipole–dipole and exchange) interactions are non-negligible in the
studied system.

In summary, Monte Carlo simulations suggest that a spin glass state arises (i) in
the individual NPs from strong dipolar interactions and their impact on the surface
spin disordering, whereas (ii) in the assembly of such NPs in clusters, with increased
p, from the interplay of dipolar interactions with an additional spin disorder due to
the defected nanoparticle surface coordination environment.

2.2.3 Case Study 3: Effect of an AFMMatrix in the Magnetic
Behavior of Magnetic Nanoparticle Assemblies

Among the nanoparticle systems, the most studied ones are the granular solids,
i.e., magnetic nanoparticles embedded in a metallic or non-metallic non-magnetic
matrix. Recently, there is a growing interest in the study of magnetic nanoparticle
embedded in a magnetic matrix with focus on the nanoparticle–matrix interface
exchange coupling, because of its great impact on a number of technological appli-
cations. The understanding of its mechanisms and its interplay with the interparticle
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interactions is a great challenge, since itwould allowcontrolling equilibriumandnon-
equilibriummagnetization dynamics of exchange coupled nanoparticles systems and
the fine tuning of their anisotropy. In what follows, we present our study on the influ-
ence of interparticle interaction on the exchange bias effect of a dilute assembly of
Co nanoparticles embedded in a granular Mn matrix (5% volume fraction of Co
particles in Mnmatrix) using the three-spin mesoscopic model developed in ref [32].
Our simulations provide evidence that this interplay leads to a collective superspin
glass behavior of the system.

2.2.3.1 The Model

For the numerical study of the Cobalt nanoparticles embedded in the Mn matrix, we
have used the Monte Carlo simulation technique and the Metropolis algorithm. We
consider an assembly of Co nanoparticles randomly placed on the nodes of a simple
cubic lattice with lattice characteristic lengths Lx, Ly, Lz, with Lx = Ly = Lz = 10α.
The parameter α is defined as the smallest interparticle distance.

Each Co particle has spherical shape and diameter D. The magnetic particles are
single domain and we represented each of them with a three-dimensional classical
unit spin vectors ŝi . Their magnetic moments have magnitude mi= MSVi whereMS

is the saturation magnetization and Vi= π D3/6 is the particle’s volume.
There is experimental evidence that the texture of the antiferromagneticMnmatrix

is granular and its magnetic behavior is typical of an assembly of uncompensated
antiferromagnetic nanoparticles [31]. The Co particles were distributed at the lattice
siteswith occupationprobabilitypCo. From the experimentalmeasurements,weknow
that the metal volume fraction of Co in the assembly is xCo = 5% so the occupation
probability is pCo = (6/π) xCo ~ 10% and the total number of Co nanoparticles isNCo

= pCo× (Nx× Ny× Nz) where Nx = Lx/α, Ny = Ly/α and Nz = Lz/α. A randomly
distributed uniaxial easy axis êi was assigned to each particle for the anisotropy
vector. EachMn grain has a small magnetic moment due to the uncompensated spins.
To simulate the matrix, we assigned to each empty lattice site, i.e., non-occupied by
Co nanoparticles, unit spin vectors with magnetic moment of a small magnitude
mMn = 0.1mCo and a weak random uniaxial anisotropy KMn = 0.1 KCo. The Co
particles interact via long-range dipolar forces and via exchange forces when they are
sufficiently close. The exchange forces between two Co particles are ferromagnetic,
yielding positive exchange constants (jCoCo = 1). Due to the fact that occupation
probability is much smaller that the percolation threshold (pCo = 10% < pC ≈ 31%)
very few Co particles have other Co nanoparticles as nearest neighbors [15, 34]. In
Fig. 2.10, a 2D schematic representation of the nanoparticles system is given.

TheMnmagneticmoments interact via long-range dipolar forceswith all the other
magnetic moments (Mn or Co). Furthermore, they interact via exchange forces with
their nearest neighbors. To represent the antiferromagnetic character of the matrix,
we have set the exchange constant between two Mn moments negative (jMnMn = −
0.1). The exchange coupling between a Co nanoparticle and its nearest Mn grains is
taken ferromagnetic jCoMn = 0.3.
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Fig. 2.10 A 2D schematic representation of the model for the assembly of Co nanoparticles (blue
spheres) embedded in the Mn (yellow spheres) matrix

Experimental studies showed a significant alloying between the ferromagnetic
Co nanoparticles and the antiferromagnetic matrix (Mn) along the Co/Mn interface
[31]. To represent this alloying which is non-uniform, we have introduced a stronger
exchange coupling randomly between theCo and one of theMn grains at eachCo/Mn
interface of our system and we set for this stronger coupling j’CoMn = 1.0.

The above description of the system gives the total energy of the N spins [35]
equal to the sum of the Co and Mn spins (N = NCo + NMn) by the sum of the
Zeeman (due to interaction with an external field), the anisotropy, the exchange and
the dipolar interaction energy terms, hence,

E = −μ0H
NCo∑

i=1

mCo
(
ŝi · êh

) − μ0H
NMn∑

i=1

mMn
(
ŝi · êh

)

−
NCo∑

i=1

KCoVCo
(
ŝi · êi

)2 −
NMn∑

i=1

KMnVMn
(
ŝi · êi

)2

−
N∑

i=1

∑

〈i, j〉

[
jCoCo

(
ŝi · ŝ j

) + jCoMn

(
ŝi · ŝ j

) + j
′
CoMn

(
ŝi · ŝ j

) + jMnMn

(
ŝi · ŝ j

)]

− g
N∑

i=1

∑

i> j

mim j ŝi Di j ŝ j (2.3)

where 〈i ,j〉 denotes summation over nearest neighbors only, and êh and êi are the
directions of the magnetic field and the anisotropy axis of ith particle, respectively.
The parameters entering (3) are themagnetic fieldH, the effective anisotropy constant
of Co KCoVCo and Mn KMnVMn and the effective exchange constants jCoCo, jCoMn,
j’CoMn, jMnMn. Dij is the dipolar interaction tensor [28] and the magnetic moments
mCo and mMn.

In (3), we take the exchange interaction between the spins of Heisenberg type, so
the strength of the exchange coupling along the interface depends also on the relative
orientation of the vector spins.

The energy parameters entering our simulations have been divided by the Co
particle anisotropy kCo = KCoVCo so they are dimensionless. In these reduced units,
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the anisotropy constant kCo is always 1. The dipolar interaction strength is taken g
= 0.1.

Periodic boundary conditions were used and the lattice was repeated periodically.
We implemented the Ewald summation technique for the calculation of the long-
range dipolar interactions so the values of the dipolar interaction tensor (Dij) were
the same used in the Ewald matrix.

2.2.3.2 Results and Discussion

The MC simulations of the ZFC/FC susceptibility curves are reported in Fig. 2.11a.
Notably, they quitewell reproduce the observedSSG-type behavior of theCo/Mnfilm
[32]. Simulations were also performed removing from the Hamiltonian the interface
Co/Mn coupling energy term (jCoMn = j’CoMn = 0; Fig. 2.11b) in order to check
the role of the exchange coupling at the core/shell interface. In this case, the SSG
behavior is not produced.

In Fig. 2.12a, the hysteresis loop of the MC simulations without field cooling
and after field cooling (Hcooling = 0.4) procedure are reported. In our Hamiltonian, in
order to take into account the non-uniform alloying, we have introduced two different
jCoMn values (jCoMn = 0.3; j′CoMn = 1.0). In Fig. 2.12b, we show the results for our
system with uniform alloying by setting (jCoMn = j′CoMn = 0.3 along the interface.
Notably, the comparison between the two simulation results shows that the disorder
due to the alloying enhances the exchange bias field value (from 0.006, in Fig. 2.12b,
to 0.048 in Fig. 2.12a).

Fig. 2.11 Monte Carlo simulation results for Co/Mn system (a) and the system without taking into
account interface effects (jCoMn = j’′CoMn = 0) (b), under an applied field H = 0.1 [32]
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Fig. 2.12 a MC simulations of the hysteresis loops without field cooling (open circles) and after
field cooling (closed circles) in a field of Hcool = 0.4, hysteresis loops considering non-uniform
alloying (jCoMn = 0.3; j’CoMn = 1.0and b for uniform alloying (jCoMn = j’CoMn = 0.3) [32]

2.3 Concluding Remarks—Prospects

In this chapter, we have reviewed the effect of interparticle interactions on the
magnetic behavior of assemblies of nanoparticles. We have presented a mesoscopic
model that includes the assembly’s and nanoparticle’s morphology together, taking
into account in this way the interplay between the intra-particle characteristics and
the interparticle interactions. In the case of magnetic nanoparticles embedded in an
antiferromagnetic matrix, the effect of the magnetic matrix on the magnetic behavior
of an assembly of the nanoparticles has been discussed.

Our simulations showed that in the dense random assemblies of core/surface
nanoparticles, strong dipolar interactions lead to the formation of SSG phase and
strong surface effects. In the dense assemblies of nanoparticles with core/shell
morphology, which are in contact, the important role in their exchange bias behavior
is played by the interparticle exchange interactions.

Importantly, though our mesoscopic model has been developed for core/surface
and core/shell nanoparticle assemblies, it can be easily extrapolated to the study
of the magnetic properties of various ultra-small magnetic nanoparticle systems or
multi-shell magnetic systems, by the proper choice of the number and the type of
spins, characterizing the systems and their interactions. This opens new prospects
toward the optimization of their performance in biomedical [50], magnetic recording
[51, 52], permanent magnets applications [20] and more recently in magnetocaloric
and thermoelectric devices [53, 54].
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Chapter 3
Collective Magnetic Behaviour

Roland Mathieu and Per Nordblad

Abstract The mechanisms responsible for magnetic interaction between nanopar-
ticles are described and modelled in the previous chapter of this book. Here, the
collective superspin glass state resulting from such interaction is discussed, using
a collection of experimental results. Superspin glasses display qualitatively similar
dynamical magnetic properties as canonical spin glasses, including ageing, memory
and rejuvenation phenomena. In the Introduction, the dynamical properties of spin
and superspin glasses are illustrated and contrasted. These properties are discussed
in more detail in Case studies, taking into account the nanoparticle concentration,
size and size distribution, using results from studies of ferrofluids and compacts
of γ-Fe2O3 particles. The Outlook section illustrates recent findings suggesting
that the temperature dependence of the low-field isothermal remanent magnetiza-
tion (IRM) and magnetization as a function of magnetic field (hysteresis or M-H)
curves of superspin glasses include information on the superspin dimensionality
and magnetic anisotropy. The possibility to engineer nanocomposites with tailored
magnetic interaction and anisotropy is also discussed.

3.1 Introduction

Interaction between particles in an ensemble ofmagnetic nanoparticles causes collec-
tive behaviour [1–5]. Figure 3.1 shows the temperature dependence of the zero-
field-cooled (ZFC) and field-cooled (FC) magnetization of a dilute and a concen-
trated assembly of 8 nm maghemite nanoparticles prepared from the same batch.
The magnetic response is altered by the dipolar interparticle interaction, yielding
slowing down of the magnetization dynamics at low temperatures and a nonzero
Weiss temperature (θw). The interparticle dipolar interaction transforms the nanopar-
ticle system frombeing superparamagnetic to becoming a superspin glass (SSG). The
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Fig. 3.1 Temperature dependence of the low-field (H = 5 Oe) ZFC and FC magnetization (M/H)
of a dilute (blue) and a dense (red) assembly of 8 nm maghemite nanoparticles. The measured
magnetization for the dense system has been corrected for demagnetization effects. The inset shows
the variation of the temperature for the maximum in the ZFC curves (Tmax) as a function of particle
concentration (logarithmic scale)

high-temperature behaviour follows the Curie–Weiss law: χ = C/(T–θw), where C
is assumed to be the same for the dilute and the dense system. TheWeiss constant θw

has from the measured data been derived to be about 90 K for the dense system and
0 K for the dilute system. There is thus a dominance of ferromagnetic interaction in
the dense system.

3.1.1 Systems of Magnetic Nanoparticles

The magnetic behaviour of dilute (non-interacting) nanoparticle assemblies is
governed by the sum of the response of each particle. The response of the indi-
vidual particle depends on its magnetic moment (msp) and its anisotropy (Eap). In an
assembly of nanoparticles, there is a distribution of particle sizes and shapes and thus
a corresponding distribution of msp(V ) and Eap(V ) that is given by the composition
and fabrication method of the particles. The building material of the particles can be
ferromagnetic, ferrimagnetic or antiferromagnetic. The magnetic transition temper-
ature of the particle material should be much higher than the temperatures where the
magnetic properties of the particle system are studied.
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3.1.2 Interaction Mechanisms

Dipolar interaction is always present and governed by the magnetic moment of
the particles and the distance between particles. When the particles are touching,
there is a possibility of direct or super-exchange interaction between particles. In
a metallic matrix, interparticle interaction mediated via the conduction electrons
becomes possible. If the matrix is antiferromagnetic, direct magnetic interaction at
the interphase between matrix and particle occurs. Ferro- or ferrimagnetic matrices
yield nanostructured magnets, which constitute a separate class of ordered magnetic
materials. Figure 3.2 illustrates four differentways to suspendmagnetic nanoparticles
for physical property measurements. The two upper panels of Fig. 3.2 illustrate a
ferrofluid, where the interparticle dipolar interaction is tuned by the concentration of
particles and magnetic particles suspended in a matrix material. The matrix material
can be a non-magnetic or an antiferromagnetic insulator or metal. In the two lower
panels of Fig. 3.2, particles in the form of a powder or a compacted powder are
illustrated. In these configurations, the interparticle distance can be tuned by the
compacting pressure and the thickness of an insulating non-magnetic capping layer.

In the following, results obtained on compacts of γ-Fe2O3 maghemite, ferrofluids
and nanocomposites, such as Fe nanoparticles embedded in Cr matrices, will be
presented. The compacts will be referred to as “RCPx” (strongly interacting random
closed-packed systems) and “REFx” (weakly interacting references), where “x”
denotes the diameter of the constituting particles in nanometer [6]. Data obtained on
spin glasses systems are included for comparison. Systems such as the Ag(11 at.%

Fig. 3.2 Illustrations of
magnetic particle assemblies:
a ferrofluid (upper left),
particles suspended in a solid
matrix (upper right), bare
compacted particles (lower
left) and compacted particles
with a capping layer (lower
right)
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Mn), Cu(13.5 at.% Mn) and Au(6 at.% Fe) will be referred to as Ag(Mn), Cu(Mn)
and Au(Fe), respectively.

3.1.3 Time Scales

The dynamics of a magnetic nanoparticle is governed by the Arrhenius law τ p =
τ 0exp(Eap/kBT ), where τ p is the relaxation time of the particle, τ 0 ~ 10−11 s and kB is
the Boltzmann constant [7]. The thick black curve in Fig. 3.3 illustrates the evolution
of the relaxation time of nanoparticles in an assembly of 8 nm maghemite particles
(REF8) with quite narrow size distribution (using Eap = KV and K ≈ 50 kJ/m3) [8].
The corresponding data for smaller (d = 7.5 nm) and larger (d = 8.5 nm) particles
is included using thin lines. The observation time (tobs) range of conventional AC-
susceptibility experiments is indicated by horizontal dashed lines (tobs = 1/ω, where
ω is the angular frequency of the AC-field). The particles become blocked when the
relaxation time of the particles exceeds the observation time of themeasurement. The
distribution of particle sizes significantly broadens the region where blocking of the
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Fig. 3.3 Evolution of the particle relaxation time with temperature for dilute (grey) and dense (red)
7.5, 8 and 8.5 nm maghemite nanoparticles according to the Arrhenius law and assuming critical
slowing down with Tg = 140 K, respectively. The inset shows the measured ZFC magnetization
curve of REF8 and the calculated curve for a corresponding truly monodispersed 8 nm particle
system
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different particles occurs. The inset shows themeasured low-fieldZFCmagnetization
(χ = M/H) of the dilute 8 nm assembly (REF8) and the calculated behaviour for a
corresponding monodispersed 8 nmmaghemite assembly (Debye AC susceptibility;
tobs = 10 s). Also drawn in Fig. 3.3 is the evolution of the relaxation time of the
system assuming a compact nanoparticle systemwith dipolar interaction yielding Tg

= 140 K. The individual particle relaxation time that corresponds to the volume of
the particles and critical slowing down (τ crit = τ pt−zν, t = (T-Tg)/Tg [9] and zν =
10 the dynamic critical exponent) have been used to calculate the evolution of the
critical relaxation time (τ crit) of the dense particle assemblies (red curves; 7.5, 8 and
8.5 nm particles).

3.1.4 Model Behaviour Contra Collective Phenomena

A model superparamagnetic or superspin glass system would consist of monodis-
persed particles. However, such a system does not exist and the blocking behaviour
of a non-interacting system of magnetic nanoparticles is always significantly broad-
ened compared to a model calculation using the mean volume (see inset Fig. 3.3).
The relaxation times of a model superspin glass approaching the glass temperature
obey critical slowing down [10–13]. In spite of the inevitable size distribution of the
nanoparticles, critical slowing down is observed in compact nanoparticle systems,
with similar sharpness as that observed in archetypal atomic spin glasses [14]. On
the other hand, nanoparticle systems with broader size distributions exhibit typical
characteristics of collective dynamics in glassy magnetic systems such as ageing and
memory phenomena although critical slowing down indicating a phase transition is
not observed [15].

Figure 3.4 illustrates the correspondence between the ageing/memory behaviour
of an archetypal spin glass (Cu(Mn)) [16] and a strongly interacting magnetic
nanoparticle assembly (RCP8) showing superspin glass behaviour [6]. The main
frames show low-field ZFCmagnetization (M/H) versus temperature curves; a refer-
ence curve (red) where the system has been continuously cooled to a low temperature
where the magnetic field is applied and the magnetization recorded on increasing
temperature, and a memory curve (blue) where the sample has been kept at a halt
temperature a wait time tw during cooling. The memory curve shows a dip at the halt
temperature as a memory of the halt [17]. The insets show ZFC magnetic relaxation
at the halt temperatures using two different wait times (0 (red curves), and 3000 or
10,000 s (blue), respectively) at constant temperature before the magnetic field is
applied. At an observation time of 100 s, the magnetization is lower when the system
has been kept at constant temperature a longer wait time, this is in accord with the dip
in theM versus T memory curves. The fact that the reference andmemoryM versus T
curves coalesce at lower temperatures reflects the rejuvenation phenomenon (chaotic
nature); the response of the (super)spin glass at lower temperatures is unaffected by
the halt.
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Fig. 3.4 M/H versusT (main frames) andM versus log (t) (upper insets) for an archetypal spin glass
(top, Cu(Mn)) and a compacted ensemble of 8 nm maghemite nanoparticles (bottom, RCP8); H =
0.5 Oe. In the latter case, corrections due to demagnetization effects have been made to extract the
internal susceptibility. The main frames illustrate memory behaviour (lower insets show difference
curves �M = Mmem-Mref) and the upper insets magnetization relaxation curves measured after
two different wait times tw as indicated in the figure
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3.2 Case Studies: Superspin Glasses

Spin glasses are formed by atomic systems where there is structural disorder and
competing ferro- and antiferromagnetic interaction giving rise to frustrated spins.
The properties of model spin glasses such as Cu(Mn) and Fe0.5Mn0.5TiO3 have
been extensively studied and exhibit universal properties as to the existence of a
second-order phase transition (revealed from static and dynamic scaling analyses)
and infinite relaxation times and non-equilibrium dynamics manifested by ageing,
memory and rejuvenation phenomena at temperature below Tg [18]. Measurable
physical manifestations of superspin glass states are found in systems with strong
enough dipolar interaction. Dipolar interaction can in randomly packed systems
gives rise to dynamic frustration, i.e. depending on how neighbouring particles flip
their magnetization direction, the dipolar moment on a specific particle changes sign
with time. Strong enough means that the dipolar interaction strength causes a glass
temperature that exceeds the blocking temperature (at the observation time (about
10 s) of magnetization versus temperature measurements) by a factor of two or
more. For instance, if the dipolar interaction Edd /kB = 100 K, the anisotropy of the
particles Eap/kB < log(τ /τ 0) × TB ~ 1250 K (considering TB = 50 K, on experimental
observation time (10 s) and τ 0 = 10−11 s). Translated to observation times, this
implies that the relaxation time of the particles at Tg, τ p ~ 10−5 s. When Tg exceeds
TB by a factor of five, the relaxation time of the particles at Tg becomes τ p ~ 10−9

s. To measure critical slowing down on the time scales of standard ac-susceptibility
experiments (1–10,000 Hz, tobs = 1/ω ~ 0.16–1.6 × 10−5 s) the relaxation time of
the slowest particles should always be much shorter than the observation time of the
probe. In systems with weak interparticle interaction, this criterion is not fulfilled.
On the other hand, as mentioned above (see Sect. 3.1.4), other manifestations of
collective phenomena, such as ageing and memory, are readily observed in systems
with wide distributions of particle sizes and comparably weak dipolar interparticle
interaction.

3.2.1 Frozen Ferrofluids

Ferrofluids allow continuous tuning of the particle density and thus the strength
of the interparticle dipolar interaction. Dense randomly packed frozen ferrofluids
show magnetic ageing behaviour due to collective non-equilibrium dynamics intro-
duced by dipolar dynamic frustration [14]. Interparticle interaction broadens the
relaxation function at low temperatures and shifts the maximum in the low-field
ZFC magnetization versus temperature curve to higher temperatures. In cases of
strong dipolar interaction and narrow particle size distributions, critical slowing
down indicating a spin glass like transition is observed on the time scales of AC-
susceptibility experiments. An example of this is shown in Fig. 3.5 citing results
from AC-susceptibility measurements on a system of FeC nanoparticles at different
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Fig. 3.5 In-phase (upper frame) and out-of-phase (lower frame) AC-susceptibility versus temper-
ature at 125 Hz (red) and 1000 Hz (blue) for a frozen ferrofluid of amorphous Fe–C nanoparticles
of different concentration; hac = 0.1 Oe. The figure is adapted from Fig. 3.1 in [10]

particle densities [10]. The sequence of curves elucidates the transformation of the
particle assembly from superparamagnetic blocking behaviour to a superspin glass
with increasing particle density and increased dipolar interaction strength. Analyses
of the slowing down of the dynamics using wide frequency windows yield spin glass
characteristic behaviour for the most dense sample, however with a microscopic
relaxation time that corresponds the relaxation times of the particles near the derived
glass temperature (Tg).

3.2.2 Compacts

Figure 3.1 showed ZFC-FC magnetization curves on assemblies of 8 nm maghemite
nanoparticles with narrow size distribution (RCP8). The left panel of Fig. 3.6 shows
the same ZFC/FC data for the compacted assembly together with the in- and out-of-
phase components of the low-field AC-susceptibility measured at 10 Hz. The right
panel shows the out-of-phase component of the AC-susceptibility data at different
frequencies (0.17–510 Hz). The temperature for the onset of a finite out-of-phase
component can be used as indicator of freezing of the magnetic moments on the time
scale of that frequency. The dots near the onset indicate how the freezing tempera-
tures (Tf ) have been chosen for the different frequencies. Analysing the frequency
dependence of the derived freezing temperatures according to critical slowing down,
the best fit is found for zν = 11 and τ p = 6 × 10−12 s (see inset).



3 Collective Magnetic Behaviour 73

0 50 100 150 200 250

T (K)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
M

/H
 (

S
I)

120 140 160 180 200
0

0.1

0.2

 (
ar

b.
 u

ni
ts

)

 (arb. units)

T
f

ZFC

FC

RCP8

120 130 140 150 160 170 180 190 200

T (K)

0

0.5

1

1.5

2

2.5

3

3.5

4

 (
ar

b.
 u

ni
ts

)

10 -4

-2.4 -2.2 -2 -1.8 -1.6
-10

-8

-6

-4

-2

0

2

T
f

RCP8

T
g
 = 140 K                           

0
 = 6 x 10 -12  s               

z  = 11                             

Fig. 3.6 DC and AC magnetic susceptibility versus temperature for RCP8. Left panel: ZFC and
FCM/H (H = 5 Oe; corrected for demagnetizing effects) and χ′(T ) and χ′′(T ) at 170 Hz (hac = 4
Oe). Right panel χ′′(T ) measured at 0.17–510 Hz and hac = 4 Oe. The inset shows the best fit of
the data to critical slowing down

Corresponding systemsofmaghemite nanoparticles of other sizes havebeen inves-
tigated with the same experimental methods and found to exhibit critical slowing
down [14]. Figure 3.7 shows the temperature dependence of the ZFC and FCmagne-
tization (normalized to the magnetization value at the maximum of the ZFC curves)
for compacted samples of sizes: 6, 8, 9 and 11.5 nm. The derived temperatures
for the maximum in the ZFC magnetization versus temperature curves, Tmax, are
plotted as a function of particle volume in the inset together with the corresponding
blocking temperatures for dilute samples of the same nanoparticles. The superspin
glass temperatures derived from dynamic scaling analyses increase in a similar way
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TB plotted versus the mean volume of the particles for the compact (RCP) and the dilute (REF)
assemblies. The magnetization curves were not corrected for demagnetization effects [14, 20]
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as Tmax with particle volume. Tmax (and Tg) exceeds TB by a factor of 4 or more for
all samples.

All the discussed compacted samples have similar and quite narrow particle
size distributions and exhibit well-behaved critical slowing down indicating super-
spin glass transitions [14]. Figure 3.8 shows ZFC and FC magnetization curves for
compacted samples of 9 nm (RCP9) and 11.5 nm (RCP11) maghemite particles, as
well as for a sample consisting of a mixture of 9 and 11.5 nm particles (65% mixing
fraction). The volume (2V ) of the 11.5 nm particles is about twice the volume (V ) of
the 9 nm particles. The size distributions of the two particle systems are shown as an
inset in the right panel of Fig. 3.8. The evolution of themeasuredTmax with increasing
fraction of larger particles is shown in the main frame of the right panel in Fig. 3.8.
Tmax increases linearly with the mixing fraction (mean particle size). Analyses of
the frequency dependence of the freezing temperatures indicate that the assemblies
of mixed particle sizes obey critical slowing down at all different mixing fractions
from 0 to 100% of larger particles [19]. In all cases, the SSG temperature exceeds
the blocking temperature of the dilute reference sample of the largest particles (2V )
by at least a factor of three.

At low temperatures, where the particle moments are thermally blocked on the
time scale of magnetization measurements, interparticle interaction can be revealed
from a comparison between the field dependence of the isothermal remanent magne-
tization IRM(H) and the direct current demagnetization DCD(H) [21]. IRM is
measured starting from a zero-field-cooled sample, applying a field pulse and then
measuring the remanent magnetizationMIRM in zero field. DCD is measured starting
from a high negative field (−Hs) that saturates the remanent magnetization (MRS),
applying a reversal field (Hr ≥ 0), then removing this field and measuring the rema-
nence MDCD in zero field. The relative values of these remanences: mIRM(H) =
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MIRM/MRS, and mDCD(H) = MDCD(H)/MRS are used to calculate δM = mDCD-(1–
2mIRM). For a non-interacting system of ideal superspins δM = 0 at all fields, whereas
for systems with interparticle interaction and/or non-ideal particle moments δM(H)
�= 0 at low fields [21]. The field dependences of IRM, DCD and δM of REF6, REF8
and RCP8 at 5 K are shown in Fig. 3.9 a–c. REF6 shows the expected behaviour
of a non-interacting system of magnetic nanoparticles being switched according to
the Stoner–Wohlfarth model, i.e. δM(H) ≈ 0 at all fields. For REF8 on the other
hand, δM(H) �= 0 at low fields. The different behaviour of REF6 and REF8 reflects
non-ideal behaviour of the 8 nm particles [22]; these particles exhibit finite exchange
bias after field cooling, whereas the 6 nm particles do not. Figure 3.9c shows the
very strong influence that interparticle interaction and collective behaviour of the
compact 8 nm particle system (RCP8) has on the field dependence of δM.

At higher temperatures, thermal relaxation implies that themeasuresMIRM,MDCD

and δM become time dependent: i.e. dependent on the duration of the magnetic field
pulse (how long timeHr has been applied), the observation time of the measurement
of the remanence and for an interacting system the wait time before the magnetic
field is applied after zero-field cooling. This implies that also these time parameters
need to be controlled when this kind of measurements is made at temperatures where
significant magnetic relaxation occurs. The crucial influence that thermal relaxation
has on the hysteresis behaviour of (super)spin and glasses is evidenced by first-order
reversal curves (FORC) simulations of an Edwards-Anderson Ising spin glass at T =
0 and T = 0.3 Tg, where finite temperature smoothens all sharp features of the FORC
diagram (in accord with experimental results) and effectively wipes out the reversal
field memory effect characteristic of 3D Ising spin glasses at T = 0 K [23]. FORC
diagrams and magnetic hysteresis of Heisenberg spin glasses are on the other hand
dominated by an induced excess moment that exhibits field-dependent exchange bias
[24, 25]. FORC diagrams of RCP8 at low temperature are very different from those
of the weakly interacting system (which primarily are controlled by the particle size
distribution) but also very different from FORCs of atomic spin glasses [22].
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At lowfields, where the particle system obeys linear response to field applications,
MIRM reflects the relaxation function, p(tw, t) and the time dependence of MIRM(t)
obeys the principle of superposition. The relaxation function is directly measured
by the ZFC relaxation after the application of a weak magnetic field (h): p(tw, t) =
MZFC(tw, t)/h [26], where t is the time elapsed after the field application and tw the
wait time at constant field before the magnetic field is applied. The right panel of
Fig. 3.10 shows zero-field-cooled magnetic relaxation,MZFC(t, tw) versus log (t), of
the compact 8 nm particle assembly (RCP8) measured at 110 K. The relaxation at
temperatures below Tg (= 140 K) occurs over extended time scales stating from the
individual particle relaxation time (τ p) and continuing well beyond any experimental
time scales.

The fact that there is a wait time dependence of the relaxation function implies that
the system experiencesmagnetic ageing, as already thememory behaviour suggested
(Fig. 3.4). Themagnitude of the low-field IRM is controlled by the relaxation function
p(tw, t): and given by: MIRM(t) = hp(tw, t + th)−hp(tw + th, t) [26]. Where the
response function empirically is defined from the measuredMZFC(tw, t) curves. The
inset of the right panel of Fig. 3.10 shows the calculated mIRM(t) using the tw =
0 and tw = 300 s curves of the main panel and the field application sequence is
indicated in the left panel of Fig. 3.10: a positive field is applied at t = 0 and a
negative field change h (= 0.5 Oe) is made at time th (= 300 s). The remanence,
mIRM [ = MIRM/MFC(Th)], that has been attained after the field has been cut to
zero can be frozen in by immediately cooling the sample to lower temperatures.
Figure 3.11 shows the temperature dependence of MIRM on cooling and heating
(red dots) and on heating after the sample has been quenched to low temperature
immediately after the field has been switched off (black dots) [27]. As can be seen
by the red curve there is a rapid decrease of the magnetization in the temperature
region close to the halt temperature (cf. the decay of mIRM(t) on a linear scale shown
in the inset of Fig. 3.11, the same mIRM data as shown on a logarithmic scale in
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Fig. 3.10). mIRM(T ) very rapidly decays towards zero when the temperature reaches
near the temperature where it was attained. The frozen in magnetization attained in
the time window 1–300 s rapidly relaxes when their relaxation times again reaches
the order of the observation time of the magnetization measurement (~10 s).

3.3 Outlook

3.3.1 Superspin Dimensionality

Experiments on different spin glasses have shown that the frozen in mIRM(T ) can be
used as an indicator of the spin dimensionality of the investigated spin glass [28]. The
inset of the left panel of Fig. 3.12 shows the temperature dependence of mIRM of an
Ising and aHeisenberg spin glass as a function ofT /Tg, wheremIRM has been frozen in
at Th/Tg = 0.6. There is a clear distinction between the behaviour of the two systems
near Th: the curve for the Ising spin glass smoothly decays whereas mIRM(T ) of the
Heisenberg system exhibits a distinct maximum before decaying towards zero. The
right panel of Fig. 3.12 shows corresponding curves for a compact of 8 nmmaghemite
particles (RCP8) with a superspin glass temperature of 140 K. Notable in the figure
is that the low-temperature curves show a smooth decay of mIRM(T ) (Ising like)
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Fig. 3.12 Superspin dimensionality and relation to TB for RCP6 and RCP8 (Tg ~ 140 K in both
cases).mIRM(T ) is recorded on reheating after halts made at Th = 50, 60, 70, 80, 90, 100 and 110 K
(h = 0.5 Oe, th = 300 s) during the cooling. The inset shows mIRM(T ) for Ising and Heisenberg
spin glasses, for Th/Tg ~ 0.6–0.7 (h = 10 Oe, th = 3000 s) [28]

at lower temperatures, whereas the curves at higher temperatures exhibit a clear
maximum (Heisenberg like) before the decay. All mIRM(T ) curves for the compact
of 6 nm particles on the other hand exhibit a clear maximum (Heisenberg like) before
rapidly decaying to zero at temperatures aboveTh. The significant dynamic difference
between the two systems is that the blocking temperatures of the non-interacting
systems are significantly different although the superspin glass temperatures are the
same (140 K) for the two compacts. TB = 12.5 K for the non-interacting system 6 nm
particles and TB = 35 K for the compact 8 nm particle assembly. This difference
between the two compacts hints that the crossover is related to the evolution of the
relaxation times of the particles with temperature and that the particles behave Ising
like at temperatures T < TB and Heisenberg like at T � TB. At low temperatures,
the particles are mainly confined to point along the anisotropy direction, whereas
at higher temperature, T �TB, they very rapidly switch between the two energy
minima. This type of experiments reflects properties of the collective dynamics of
the particle system and is only viable in the temperature region between TB and Tg.
At temperatures below TB of the non-interacting system, the particles are essentially
blocked on the time scales of the experiment and no remanence is induced from a
field pulse of duration minutes.

The spin dimensionality has been found to affect the anisotropy and reversal of
the magnetization of spin glasses [25]. For example strikingly different hysteresis
curves are displayed by spin glasses such as Au(Fe) with an Ising character—brought
forth by the single ion anisotropy of the Fe spins—and the above-discussed Cu(Mn)
Heisenberg spin glass.As seen inFig. 3.13 (main frames), theZFCM(H) curves of the
Heisenberg system include an excess moment (�M). Furthermore, as seen in inset,
these curves, like the field-cooled ones recorded after cooling the system inHFC , are
exchange biased. The FCM(H) data recorded after sweeping the magnetic field from
HFC to−HFC and back includes an excess moment and defines two switching fields.
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This behaviour has been interpreted in term of the chirality of the spin structure of
Heisenberg systems, which may be affected by a small magnetic field applied during
cooling, and the excess moment �M.

This brings forth unidirectional and uniaxial anisotropies and their respective
switching fields [25]. The evolution ofmIRM(T ) curveswithTh presented in Fig. 3.12,
and the behaviour of FORC distributions for superspin glasses [22] suggest that such
M(H) experiments shall be relevant to superspin glasses.

3.3.2 Nanocomposites

Magnetic nanoparticles covered with an antiferromagnetic shell or dispersed in an
AF-matrix have magnetic properties that emanate from direct exchange coupling at
the interphase between the ferro- or ferrimagnetic core of the particles and the AF-
coating/matrix. Unidirectional anisotropy and shifted FC hysteresis loops (exchange
bias) were reported by Meiklejohn and Bean [30] in the mid 1950ies: “The material
that exhibits this property is a compact of fine particles of Co (100–1000 Å) that
have a cobaltous oxide coating”. This phenomenon is illustrated in Fig. 3.14 which
shows low-temperature hysteresis curve recorded after zero-field cooling and field
cooling for amorphous Fe@(Fe,O) core-shell nanoparticles (core diameter ~8 nm,
shell thickness ~2 nm). In the latter case, theM(H) curve is recorded by increasing the
magnetic field strength from its cooling valueHFC to themaximum (Hmax = 50 kOe),
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and then cycling the magnetic field to ±Hmax [31]. Some decades after Meiklejohn
and Bean’s discovery, in 2003, a corresponding system of Co nanoparticles with a
Co core of 30–40 Å and a shell of CoO of about 10 nm was found “Beating the
superparamagnetic limit with exchange bias” [32]. These particles were investigated
embedded in a paramagnetic (Al2O3), as a compacted powder and embedded in an
antiferromagnetic CoOmatrix. The behaviour is remarkably different in between the
three systems and indicates that the particles in Al2O3 behave as a superparamagnetic
systemwith thermally blockedparticles at temperatures below10K.When embedded
in an antiferromagnetic CoO matrix, the particles become exchange coupled to the
matrix and blocked up to the Neel temperature of CoO near room temperature [32].
In addition, the low-temperature FC hysteresis loops of the CoO embedded particles
are strongly exchange biased, in accord with the Meiklejohn and Bean findings.

It was reported recently that including the Co@CoO core-shell particles in a
Cu2O matrix would enhance the interfacial morphology and exchange bias [33].
Interestingly, the matrix may have specific electrical and magnetic properties, which
affect the magnetic interaction as well as exchange bias of the embedded particles.
For example small (~2 nm diameter) Co nanoparticles embedded in a Mn matrix
were found to interact magnetically, while the same particles in a Ag matrix show
little interaction effects [34, 35].
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In the related system of similarly small Fe particles embedded in a Cr matrix, the
magnetic anisotropy and interparticle interaction of the particles are greatly influ-
enced by the Cr matrix [36]. As illustrated by the middle panel of Fig. 3.15, the
magnetization curves of the Fe@Cr nanocomposite with a volume filling fraction of
10% are reminiscent to those superspin glasses (main frame). On the other hand, the
Fe@Ag nanocomposite with the same filling fraction exhibits a superparamagnetic-
like behaviour with a lower blocking temperature [36]. The evolution of the magne-
tization curves in Fig. 3.13 mimics those of the susceptibility curves depicted in
Fig. 3.5 for a ferrofluid with increasing particle concentration. In the present case,
a ferromagnetic-like response is observed for the largest volume filling fractions
[2]. One could envisage that inversed magnetic nanoparticle systems such as non-
magnetic nanoparticles (holes) in an antiferromagnetic matrix may provide collec-
tively locked field-cooled excess moments with extraordinary high coercivity and
paramagnetic zero-field-cooled behaviour.

Nanocomposites comprising two or more materials mixed on the nanoscale may
be designed, in order to maximize the interaction between the two constituents. For
example exchange-spring nanocomposites have been considered as a novel way to
design permanent magnets [37, 38]. In spintronic nanocomposites including transi-
tion metal oxides, it was found that magnetoresistive [39] and magnetoelectric [40]
properties could be tuned owing to the interaction of the two constituting phases.
Hole-doped La1-xCaxMnO3 transition metal oxides (x is the hole concentration) are
prototypical colossal magnetoresistance manganites [41]. Akin to the results of [39],
it is expected that in nanocomposites of La0.67Ca0.33MnO3 (LCMO) and CoFe2O4

(CFO), CoFe2O4 particles may exert a dipolar field onto the LCMO ones. Two types
of composites have been considered, either the simplemechanicalmixture (nanomix-
ture) of the two nanosystems, or LCMO nanoparticles grown around the CFO ones
(nanocomposite) [42]. Interestingly in this case, the CFO phase acts as hard phase
for the soft LCMO. As seen in Fig. 3.16, owing to the more homogeneous core-
shell-like morphology in the nanocomposite, interaction of the two phases is much
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stronger and switching is more coherent, akin to that observed in exchange-coupled
nanocomposites [37, 38]. On the other hand, the M(H) curves of the nanomixture
show two individual switchings, corresponding to the independent switching of the
two phases. Interestingly, there are many parameters which may be varied to tune the
magnetic (e.g. electrical) properties of such exchange-spring-like nanocomposites,
for example phase volume fractions, magnetic properties (saturation magnetization,
anisotropy) of the phases, and particles size.

3.3.3 Superstructures

The magnetic nanoparticle systems that we have discussed are all amorphous from a
structural point of view, i.e. the particles are randomly distributed in space. Assem-
blies of nanoparticles are found to display magnetic properties determined by the
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arrangements of the particles and orientational dependence of the magnetic inter-
action [43]. The organization of the particles results in the formation of three-
dimensional structures, such as helices [44], superlattices [45], and other nanos-
tructures [46] and mesoscopic systems [47, 48]. Systems built on spatial structural
order provide possibilities of ordered magnetic structures. The fabrication and study
of superferromagnets, superferrimagnets and superantiferromagnets provide a chal-
lenging field of collective experimental magnetism promoted by the possibility of
3D printing on the mesoscale [49].
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Chapter 4
Core/Shell Bimagnetic Nanoparticles

Elin L. Winkler and Roberto D. Zysler

Abstract The advances in the physical and chemical fabrication methods have
enabled the possibility to produce artificial nanostructures whose properties are
different from that of their constituent materials. The presence of interfaces in
core/shell bimagnetic nanoparticles introduces additional interactions that could radi-
cally modify the static and dynamic magnetic behavior of the systems. The number
of parameters that governs the magnetic behavior grows enormously and the oppor-
tunity to manipulate, control, and understand the role played by each one of them,
opens a wide range of possibilities to design novel materials with suited properties.
The magnetic response changes depend on the magnetic ordering and anisotropy
of the phases, the core size and shell thickness, the quality of the interface, and
the strength of the interface exchange coupling. In this chapter, we discuss the new
properties found in core/shell bimagnetic nanoparticles and analyze the main char-
acteristics that have to be taken into account to design a system with a particular
response.

4.1 Introduction

Themagnetism has had a tremendous impact on our daily life, and it has transformed
our society, the waywe see the world and the waywe communicate each other. These
days, it exist a huge demand of newmaterials to be used in numerous applications, and
for developing new smaller devices and with improved performance. Large part of
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the research on field was driven by looking for harder and softer magnetic materials,
and compounds for magnetic recording.

One important area in this field is the development of high-performance permanent
magnets which requires hard magnetic materials with large energy product (BH)max.
Most of the progress in this area was reached from the design of new alloys that
combines 3d ions coupled with rare-earth ions as SmCo5, Nd2Fe14B, Sm2Fe17N3, in
this way compounds with large remanent magnetization and large coercive field are
obtained. Novel ways to fabricate permanent magnets exploit the exchange length of
the magnetic materials by combining at nanoscale soft with hard magnetic materials,
composites with large magnetization, and also large magnetic anisotropy could be
obtained. This strategy also opens new possibilities to fabricate new compounds with
large energy products and rare-earth free magnets which would lower the cost of raw
materials for manufacturing, and also simplify production due to the limitations of
obtaining rare earth. The dimension of each component is determinant in this family
of nanostructures and as a consequence fine control of the morphology and structure
at nanoscale is mandatory.

The miniaturization of the magnetic devices and the increasing demand of high-
density data storage materials also have driven the research in material science. The
pushing toward high-density data storage in smaller dimensions has to face the well-
known superparamagnetic limits so other approaches based on exchange coupling
bimagnetic materials at nanoscale emerge as a possible solution. As it wasmentioned
previously, the current strategy does not go through the search for new compounds,
although it cannot be ruled out to find a new phase with astonishing properties,
but it is looking to design and manufacture new compounds from the possibility of
manipulating and combining materials at the nanoscale. New synthesis and physical
fabrication methods give a huge impulse to the area. The possibility of combining in
a single nanoparticle two or more components, with controlled size and high quality
of interfaces, opens a wide range of new possibilities.

The presence of interfaces in core/shell bimagnetic nanoparticles introduces addi-
tional interactions that could radically modify the static and dynamic magnetic
behavior of the systems. The number of parameters that governs the magnetic
behavior grows enormously and the opportunity to manipulate, control, and under-
stand the role playing by each one of them opens a wide range of possibility to design
novel materials with suited properties. The magnetic response changes depend on
the magnetic ordering and anisotropy of the phases, the core size and shell thickness,
the quality of the interface, and the strength of the interface exchange coupling. As a
consequence, different behaviors named exchange spring, exchange bias, magnetic
hardening, and proximity effects are observed. In this chapter, we are going to focus
on the advances reached in the fabrication and the new properties found in core/shell
bimagnetic nanoparticles, and we will discuss the main characteristics that have to
be taken into account to design a particular system. The chapter is organized as
follows: in Sect. 4.2, a brief summary of the most used synthesis methods is given.
In Sect. 4.3, we will focus on the phenomenology and the physical parameters that
determine the magnetic response of the core/shell system. In Sect. 4.4, we are going
to present a case study, CoO-core/Co1–xZnxFe2O4-shell nanoparticles with x = 0–1,
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where the tuning of the coercive field, the thermal stability and the exchange bias
will be attained by controlling the size and the interface exchange coupling. Finally,
in the last section, future perspectives on the field will be described.

4.2 Synthesis and Production of Core/Shell Nanoparticles

The advances in the chemical and physical fabricationmethods have enabled a contin-
uous production of novel multifunctional nanostructures. In the particular case of
bimagnetic nanoparticles, according to the technological challenge or basic research,
different core/shell structures, including FM(FiM)-core/AFM-shell [1, 5, 9], FM-
core/FiM-shell [66], hard/soft FiM-core/FiM-shell [11, 39], inverted AFMcore/FiM-
shell [30, 36], doubly inverted AFM-core/FiM-shell (TN > TC) [53], and multishell
nanoparticles [54], have been fabricated.

A physical approach to the fabrication of bimagnetic nanoparticles is based on
obtaining the initial nanoparticles by known methods as gas condensation, thermal
plasma, or spray pyrolysis. These initial particles can be formed, in general, by
simple metals, alloys, or oxides. A second step, consisting of a post-treatment
of partial reduction of oxides or oxidation of alloys (or overoxidation of certain
oxides), provides a core/shell architecture to the nanoparticles. An example of oxida-
tion of metallic particles has been reported in the initial paper of the exchange
bias phenomena where cobalt particles were oxidized giving a Co/CoO ferro-
magnetic/antiferromagnetic core/shell structure [43]. Another example of oxidation
of seeded nanoparticles is given by the Ni/NiO (ferromagnetic/antiferromagnetic)
core/shell structures [23]. On the other hand, the reduction of transition metal oxides
by annealing in reducing atmosphere (e.g., H2) can also be used to obtain the desired
core/shell nanostructures as the CoO (Co3O4)/Co antiferromagnetic/ferromagnetic
inverted core/shell structure [63] or CoFe2O4/CoFe2 [20].

The concept to produce core/shell nanoparticles by chemical route is similar.
Single-phase nanoparticles are synthesized by a particular chemical method, and
using the same concept of superficial post-treatment, an oxidation (reduction) is
taking effect in order to obtain the core/shell structure. Many chemical routes give
high control of composition, crystallinity, and size. There exists a large diversity
of synthesis methods such as co-precipitation [13], sol–gel [64], cation exchange
process [59], and thermal decomposition [35, 45]. Although it is very simple to obtain
core/shell architecture by post-processing the surface, there are inherent drawbacks
to themethod that limit its application, i.e., it is very difficult to control independently
the core and shell sizes, and the shell composition is determined (and limited) by the
core composition. On the other hand, these manufacturing methods produce a low
quality of the core/shell interface. The last point is amajor problem in the observation
of the exchange bias effect and/or the enhancement of the coercive field.

Another interesting approach is the seed-mediated growthmethod. This procedure
consists in the synthesis of the core and shell in two stages which enable to control
independently both composition and size of each component This opens up many
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possibilities for manufacturing new systems, where proper materials can be chosen
to optimize the exchange interaction between the two magnetic phases, i.e., by mini-
mizing the crystalline mismatch, selecting compounds with particular magnetization
and magnetic anisotropy, etc. The seed-mediated high-temperature thermal decom-
position method has shown high efficiency in producing monodispersed nanoparti-
cles with high quality of crystalline order and well-defined interfaces. These charac-
teristics make it one of the most used methods which enabled the fabrication of many
novel core/shell bimagnetic nanoparticles, e.g., CoO/CoFe2O4 [36], CoO/NiFe2O4

[31], CoFe2O4/MnFe2O4 [57], Fe3O4/γ-Mn2O3 [24], ZnFe2O4/CoFe2O4 [42]. Also,
two-step co-precipitation methods have proven to be appropriate for creating
core/shell architecture. Examples of that are γ-Fe2O3/CoO [55], SmCo/Co [65],
and CoFe2O4/Fe3O4 [16]. The mentioned chemical routes, among many others [15],
show an enormous versatility and easy to produce a great variety of bimagnetic
core/shell nanoparticles, which make this field promising for the design and fabrica-
tion of new systems for fundamental studies or for the development of nanoparticles
for a wide range of applications.

4.3 Interface Coupling Phenomenology and Models

As the size of a magnetic material is reduced to nanometric scale, the surface-to-
volume ratio increases and, as a consequence, the surface effects became more rele-
vant. For example, approximately 1% of the atoms are located at the surface of
single-phase nanoparticles of 100 nm, while the proportion increases over the 60%
when the size diminishes to 3nm.Surface defects, brokenbonds, variation in the inter-
atomic distance and surface local anisotropy induce magnetic disorder and magnetic
frustration. In bimagnetic core/shell nanoparticles, besides the surface effects, the
presence of the interface between the two magnetically ordered phases introduces
additional interactions that could radically modify the static and dynamic magnetic
behavior of the systems. This interface interaction can generate a new behavior that
is not present in any of the original components as exchange bias effect, exchange
spring, and anisotropy enhancement, which present characteristic hysteresis loops
as illustrated in Fig. 4.1. There are good and complete reviews in the literature that
discuss in detail the models that describe these effects [14, 22, 25, 39, 46, 48], below
we are going to mention the main characteristics that has to be taken into account to
predict the behavior and for designing a particular system.

4.3.1 Exchange Bias Effect

In bimagnetic nanostructures with FM/AFM interfaces, the exchange bias effect (EB)
is typically manifested by a field shift (HEB) of the hysteresis loop when the material
is field cooled from temperatures higher than the Néel temperature of the AFM (TN)
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Fig. 4.1 Scheme of the magnetization loops for a single-phase magnetic nanoparticles and for
different exchange coupled systems where exchange bias, anisotropy enhancement, and exchange
spring behaviors are illustrated

and lower than the Curie temperature of the FM (TC). The phenomenon is also
related to other features as unidirectional anisotropy, coercive field enhancement,
enhancement of the thermal stability of the nanoparticle magnetic moment, and
vertical shift or asymmetric of the magnetization loop. Since the first observation
of the unidirectional anisotropy in Co/CoO nanoparticles by Meilklejhon and Bean
in 1956 [43], important advances have been made, both in the fabrication of new
exchange bias structure and also in the development of theories explaining the origin
of the observed behavior. Initially, most of the studies were made in thin films due
to the high degree of control in the fabrication process, and they were impulsed
by the crucial role played by the interfaces in technological application as read-
head, high-density magnetic memories, spin valves, etc. Later, novel chemical route
allowed a great control of the growing parameters of magnetic nanoparticles making
it possible the design and fabrication of an enormous variety of biphase or even
multiphase nanoparticles.

The physical origin of EB is usually explained by describing the pinning action
exerted by the AFM over the FM(FiM) spins, as a consequence of the exchange
coupling at the AFM/FM(FiM) interface. This interaction induces an extra torque to
the magnetization reversal process and, depending to the ratio between the interface
coupling energy and the anisotropy energy of the AFM, an asymmetry of the magne-
tization loops or enhancement of the coercive field, or both effects are observed. In a
simple phenomenological model, considering the Zeeman interaction, the magnetic
anisotropy of both phases, and the FM/AFM exchange interaction, the free energy
of a FM/AFM coupled system can be expressed as:
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Fig. 4.2 Schematic representation of the magnetizations of the antiferromagnetic (mAFM) and the
ferromagnetic (mFM) component of a core/shell nanoparticle, the magnetic field (H), and the angles
involved in the description of the free energy

E = −HmFMVFM. cos(θ − β) − HmAFMVAFM cos(θ − α)

+ KFMVFM sin2 β + KAFMVAFM sin2 α − JEX cos(β − α)

where H is the applied magnetic field, mFM is the saturating FM magnetization
normalized by the total FM volume (VFM), mAFM is the uncompensated AFM
magnetization normalized by the total AFM volume (VAFM), KFM and KAFM are
the magnetic anisotropy of the FM and AFM phases, JEX is the exchange coupling
constant at the interface; the α, β, and θ are the angles between mAFM, mFM, and H
with the easy axis direction, respectively, as shown in Fig. 4.2. The expression above
includes two important approximations, the first one assumes a coherent rotation of
the saturation magnetization with the field, and the second one assumes that the FM
and AFM anisotropy easy axis are parallel.

From the above expression, two limit situations can be considered: KAFMVAFM

� JEX and KAFMVAFM � JEX. In the first case, KAFMVAFM � JEX, after a field
cooling process from a temperature TN < T < TC, the spins at the AFM interface
align parallel (or antiparallel for JEX < 0) to the FM phase in order to minimize the
energy due to the interface exchange coupling. In this particular configuration, for
JEX > 0, the requested field to produce the inversion of the magnetization is higher in
the opposite direction of the appliedmagnetic fieldwhich originates the characteristic
unidirectional anisotropy and negative exchange bias field. In this approximation, the
magnetic structure of the AFM phase remains unchanged during the magnetization
reversal process. From (1), the equilibrium angles of magnetization can be easily
calculated for α ~ 0 and mAFM ~ 0, and the exchange bias field can be obtained: HEB

= −JEX/ (mFMVFM).
As the real interfaces are far away to the ideal sharp AFM/FM interface, the

predicted HEB value is overestimated even by several orders of magnitude. Novel
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experimental and theoretical approaches show the presence of pinned and unpinned
spins at the interface, where only the AFM pinned spins, exchange coupled with the
FM phase, give place to the loop shift after the field cool process. As a consequence,
the coupling energy should be normalized by replacing it by an effective JEFF value
that accounts for the pinned spins faction ρ, JEFF = ρJEX, which reduces the surface
exchange energy consistently with the smallerHEB observed [3, 49, 53]. Ohldag and
co-workers [49, 40], from X-ray circular dichroism experiments on exchange bias
multilayers, found that only a small fraction of interfacial spins ~4% is pinned to
the AFM component. Similar results were reported in several core/shell systems
as Fe@Cr [3], MnO@Mn3O4 [53, 67], Fe/γ-Fe2O3 [21], CoO@Co1–xZnxFe2O4

[29]where the strength of the exchange coupling is correlated with the density of
interfacial frozen spins. The exchange bias shift is often accompanied by a vertical
shift displacement of the magnetization loop originated by the uncompensated AFM
spins that remain pinned during the hysteresis loop. Size dependence studies show
that the vertical shift, which is proportional to the number of pinned spins, has a
non-monotonous dependence with the size as shown in Fig. 4.3 for the Fe/γ-Fe3O4

Fig. 4.3 a Zero-field
cooling (ZFC) and field
cooling (FC) magnetization
loops taken at T = 5 K for
10 nm Fe/γ-Fe2O3
nanoparticles. The inset
shows the FC M(H) curves
at different temperatures.
bExchange bias field (HEB)
and the net magnetic
moment of the frozen spins
(Mf) plotted as a function of
particle. Reprinted from
Khurshid et al. [21], with the
permission of AIP
Publishing
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system [21]. However, although these quantities are related, the observation of aHEB

does not necessarily require the existence of uncompensated AFM spins.
Notice that the expression obtained for the exchange bias, within these approxima-

tion, does not depend on the magnetic anisotropy neither the size of the AFM phase.
However, experimental evidence [41] shows that an AFM size threshold should be
overcome to observe an exchange bias field. Figure 4.4 shows the dependence of
HEB of Fe3O4(FiM)core/CoO (AFM) shell nanoparticles as a function of the AFM
shell thickness, where a non-monotonous dependence of the HEB with the thickness
is observed [38]. These results could be understood in terms of the diminution of the
AFM anisotropy when the size of the AFM component diminishes beyond a critical
thickness and, as a consequence, the AFM component is not longer pinned during the

Fig. 4.4 Schematic and TEM image of the Fe3-δO4@CoO core/shell nanoparticles. The drawing
shows the profile sections as a function of the Co(stearate)2/Fe(stearate)2 molar ratio R. Fe3-δO4 in
red andCoO in green. The bottom graph shows the exchange bias field (HE,●) and the coercive field
(HC, �), after FC and squareness (MR/MS, Bluebox) obtained from M(H) curves and plotted as a
function of R. Adapted with permission from Liu et al. [38]. Copyright (2015) American Chemical
Society
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magnetization reversal mechanism. In spite of this, the authors call the attention on
the complexity of the system that should be taken into account to interpret the results.
On one hand, the growth process leads to a homogeneous CoO shell formation when
the coating is thin, while polycrystalline discontinuous shell is found for thicker
thicknesses. On the other hand, interdiffusion at the interface was found which leads
a CoFe2O4 thin layer formation to be observed, only, in the thinner CoO shell. The
presence of this hard/soft interface could result in the huge coercivity increase and
the diminution of the exchange bias for the lower Co concentration.

Another parameter that plays a fundamental role in the exchange bias strength is
the lattice mismatch between core and the shell phases. Depending of the system,
different effects were reported. In the size dependence of Co-core/Co3O4-shell
nanoparticles study it was found that the exchange bias field and the vertical shift
present amaximumwhen the latticemismatch ismaximized. This result is associated
with the increase of the interfacial magnetic anisotropy with the strain εCo = (aCo–
aCo-bulk)/aCo-bulk, and also it is relatedwith the increase of pinned spins with the lattice
mismatch [8, 26, 51]. On the contrary, when the Co-core/CoO-shell nanoparticles
are embedded in CuxO matrix, the exchange bias and the coercivity was optimized
by diminishing the mismatch between the AFM shell and the matrix. In this case,
by diminishing the mismatch, the highly anisotropic CoO phase is stabilized and
also an increase of the number of pinned and unpinned uncompensated spins as a
consequence of the interdiffusion of the Cu ions into the CoO shell is observed. This
strategy could be reaches by modulating the oxygen partial pressure and therefore
adjusting the CuxO phases, been Cu, Cu2O, Cu4O3 or CuO, of the matrix [17]. These
examples illustrate different approaches to maximize the anisotropy of the AFM
phase and as a consequence optimize the EB effects.

Most of the researches on core/shell exchange bias systems report ferromagnetic
coupling at the interfacewhich is compatiblewith the negativeHEB usually observed.
Different couplings were evaluated mainly from Monte Carlo simulations, however,
only recently could be experimentally detected. Bimagnetic core/shell nanoparticles
based on iron and manganese oxide were studied, and antiparallel coupling at the
interface was found with the corresponding positive exchange bias field [11]. Inter-
estingly, it was proved that the sign and the magnitude of the exchange bias field can
be controlled by the cooling field, which give an additional tool to handle the EB
effect.

Up to here we have discussed the reversal process when the AFM anisotropy
energy is larger than the interface exchange energy, in the opposite situation: JEX �
KAFMVAFM, the AFM and FM phases are rigidly coupled and an enhancement of the
magnetic anisotropy with the consequent coercivity increase is observed. From the
equilibrium condition of the free energy, in the approximation α~β the coercivity
field can be estimated:

HC = 2(KFMVFM + KAFMVAFM)

mFMVFM + mAFMVAFM
,
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Fig. 4.5 TEM image of ZnO/CoFe2O4 and CoO/CoFe2O4 core/shell nanoparticles and the corre-
sponding magnetization loops measured at T = 5 K, where the increase of the coercive field by the
interface exchange coupled in the second sample is remarkable

where HC results an average of the magnetic parameter of both phases. Figure 4.5
illustrates the coercivity enhancement by the interface exchange coupling observed
in core/shell nanoparticles of 7.4 nm mean diameter [62]. In the figure, the magneti-
zation loop of CoFe2O4 ferrite is compared when it grows over a diamagnetic ZnO
or an AFMCoO core. In the former case, the coercivity result 7.8 kOe, instead in the
exchange coupled CoFe2O4/CoO system HC increase more that 300% reaching the
27.8 kOe evidencing the magnetic hardening of the nanostructure by the interfacial
exchange interaction.

The intrinsic complexity of core/shell nanoparticles makes it difficult the anal-
ysis of the exchange bias effect and the particularity of each system makes hard
to including all the results in a single model. However, although the modified [43]
phenomenological model fails to give a quantitative description, it provides a correct
qualitative description of the systems, which results very useful for choosing suitable
materials for designing nanostructures with tuned property.

4.3.2 Exchange Spring Behavior

The search of high-performance magnets has driven the development of nanostruc-
tured magnetic material that maximize the energy product (BH)max, which can be
achieved by increasing both the saturation magnetization and the coercive field.
Therefore, the strategy is to combine at the nanoscale a FM (FiM) soft magnetic
material, to maximize MS, exchange coupled with a hard magnetic material, which
usually presents lower MS, to maximize HC. This approach has the advantage of
reducing the proportion of hard magnetic material based on rare earth with the corre-
sponding cost reduction. However, as was settled by Kneller and Hawig in their
pioneering work [22], when the fraction of FM soft material increases, a critical
thickness, δc, is found. Below δc, both phases are rigidly exchange coupled and
switch their magnetization simultaneously, whereas for larger thicknesses, the soft
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phase nucleates and rotates reversibly at a lower magnetic field, as it is illustrated
in Fig. 4.6. The critical thickness is related with the exchange length and results
approximately twice the domain wall of the hard phase dH = π (AH/KH)1/2, where
AH and KH are the exchange and anisotropy constant of the hard phase, respectively.
Therefore, in hard/soft or soft/hard core/shell nanoparticles, when the thickness of
the soft layer ts is smaller than the δc, the magnetization of both materials is strongly
coupled and invert simultaneously at a switching field HSW, which results in an

Fig. 4.6 Diagram of the
proposed magnetic exchange
regimes in the core/shell
nanoparticles. Magnetic
properties of FePt@Co
nanoparticles as a function of
the Co shell thickness:
a saturation magnetization,
Ms, b coercive field, Hc, c %
remnant magnetization
recovery, d energy product,
BH, and e anisotropy
constant, Keff. The blue
shaded line indicates the
maximum exchange-spring
effect. Reprinted with
permission from Carnevale
et al. [4]. Copyright (2016)
American Chemical Society
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average of the parameters of both phases, HSW = 2(KHVH + KSVS)/(MHVH +
MSVS), where K, M and V are the magnetic anisotropy, saturation magnetization,
and volume, respectively, and the subindex S and H correspond to the soft and hard
component.

When the thickness of the soft phase is larger than the critical thickness, ts >
δc, the magnetization of both phases remains parallel until the Bloch-type domain
wall nucleates in the soft phase at the magnetic field HN = π2AS/(2MStS2), where
AS is the exchange constant of the soft component. For magnetic fields larger than
HN the domain wall moves toward the interface where the spins are pinned to the
hard magnetic component (see Fig. 4.6). When H is further increased above H irr,
the domain wall will be compressed to the interface till the energy necessary for
a displacement of the domain wall into the hard magnetic phase is reached. The
irreversible field is usually smaller than the switching field of the hard phase but has
the same order of magnitude. Below H irr a reversible behavior of the magnetization
is observed which resembled spring behavior, which originated the name of the
process. Finally, when ts � δc the magnetization inversion process corresponds to
two independent phases.

The predicted evolution from rigid-coupled to exchange spring and beyond the
exchange coupled behavior is nicely illustrated in the hard/soft Fe0.65Pt0.35-core/Co-
shell nanoparticles case [4]. The system was synthesized by one-pot microwave
chemical route which allows the control of the Co shell thickness from 0.6 to
2.7 nm over the hard fcc Fe0.65Pt0.35 of 5 nm of diameter. From the low-temperature
hysteresis loop, the size dependence of the magnetic parameters was obtained as
shown in Fig. 4.6. As expected, the saturation magnetization of the system system-
atically increases with the shell thickness, following a volumetric power law MS ∝
r3. Conversely, the coercivity field follows non-monotonic size dependence. For a
thinner Co layer, the HC increases, a behavior ascribed to the improving of the hard
magnetic properties due to the strong exchange coupling between the interface Co
spins and the FePt core. When the thickness of the shell increases, the coercivity
decreases due to the weaker pinning action exerted by the FePt hard magnetic phase
over the outer Co layers, within this size range exchange spring process is observed.
For a thicker shell, themagnetic behavior is dominated by the soft FMCo, as a conse-
quence HC diminishes and tends to an asymptotic value. An important consequence
of the described behavior is the enhancement of the energy product which increases
from 1.10(8) MGOe for FePt nanoparticles up to 3.82(5) MGOe when the core is
encapsulated by a 1 nm thickness Co shell.

Finally, as the advanced chemical methods enabled to obtain monodispersed
nanoparticle systems, large area of self-assembled nanoparticles can be fabri-
cated. These systems look to optimize the core/shell nanoparticles as building
blocks for advanced permanent magnetic applications reaching promising results
at room temperature, as the FePt–Fe3O4 nanocomposites with an energy product
of 20.1MGOe [65], FePt/Co [37], or rare-earth free core/shell nanoparticles
CoFe2O4/CoFe2 [56].

Much has been advanced in this time driven by new techniques of manufacture
and characterization, and a large number of different materials has been fabricated
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depending on the particular problem to be analyzed, or the magnetic response that
it wanted to be achieved. In most of the cited examples, the magnetic response
of bimagnetic nanoparticles is tuned by controlling the size of the core or shell
components or by combiningmaterials with different magnetocrystalline anisotropy.
In the next section, we will discuss an alternative approach to control the magnetic
properties as a function of the interface exchange energy.

4.4 Tuning the Magnetic Properties by the Interface
Exchange Coupling

In Sect 4.3, the exchange bias effect was analyzed in AFM/FM(FiM) or
FM(FiM)/AFM core/shell systems by comparing the magnetic anisotropy energy
of the AFM phase with the interface exchange energy, where two limit situations
were considered KAFMVAFM � JEX and KAFMVAFM � JEX. Here, we present a
model system to analyze the evolution of the exchange bias effect as a function of
the interface coupling. With this aim CoO, AFM nanoparticles of ~3 nm of diameter
were synthesized by high-temperature decomposition of organometallic precursor
and encapsulated with a Co1–xZnxFe2O4 shell of ~4 nm thickness. It is expected
that by replacing the Co2+ (3d7, S = 3/2) by Zn2+ (3d10, S = 0) the strength of
the interface exchange coupling would be reduced, therefore a change from rigid
coupling (KAFMVAFM < JEX) to exchange bias regime (KAFMVAFM > JEX) could be
obtained. In order to perform a systematic study, the CoO cores were synthesized in
one step and split in five batches to overgrow the shells with different compositions,
and this step assures that the properties of the AFM component are comparable in
all the studied systems. Figure 4.7 shows TEM images of the five systems studied
named Zn-x, where x corresponds to the Zn concentration that changed nominally
as x = 0, 0.25, 0.50, 0.75, 1. All the systems present comparable size ~ 11 nm and
similar morphology, also notice that the shell is formed by several nanograins in
close contact as was observed in other core/shell system [36, 38].

From the FC and ZFC magnetization loops, the coercivity and the exchange bias
fields were obtained and they are shown in Fig. 4.8. Also, for comparison, the field
values for 8 and 5 nm CoO/CoFe2O4 core/shell bimagnetic nanoparticles [29] and
the coercivity of (Co1–xZnx)Fe2O4 single-phase nanoparticles [19, 18] are included.
Several features of this figure call the attention: the coercivity field monotonically
decreases with the Zn concentration, while theHEB presents a maximumHEB ~1500
Oe for x = 0.25; also, when the HC values are compared with the obtained for the
single-phase ferrite, the magnetic hardening of the system is evidenced. Moreover,
it is noteworthy that HC and HEB can be systematically changed without producing
a significant modification of the magnetization.

As it is known, the magnetocrystalline anisotropy is originated in the spin orbit
coupling. In the cobalt ferrite, the Co2+ (3d7, S = 3/2) occupy the octahedral site of
the spinel structure resulting in a degenerate ground-state energy level with nonzero
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Fig. 4.7 a–e Transmission electron microscopy image, with the corresponding size histograms,
and f–k high-resolution TEM images of CoO/ Co1–xZnxFe2O4 (x = 0–1) core/shell nanoparticles
(samples nameZn-x). Reproduced fromLavorato et al. [32]with permission fromTheRoyal Society
of Chemistry

orbital angular momentum [7, 47] (as a consequence the orbital magnetic moment
interact with the spin originating large magnetocrystalline energy. The anisotropy
constant reported for the Co ferrite at room temperature is K ~4 × 106 erg/cm3

[46, 61]. On the contrary, the Zn2+ does not present spin orbit interaction because
its outer configuration is fulfilled. Therefore, when the Zn concentration increases,
it is expected a decrease of the effective magnetic anisotropy of the (CoZn)Fe2O4.
This argument is consistent with the diminution of the coercivity observed with x,
however it is not enough to explain the results because the magnitude of the HC is
more than 100% larger in the core/shell system that in the (CoZn)Fe2O4 single-phase
nanoparticles of similar size. If the interface exchange coupling is considered, this
interaction provides an additional source of anisotropy that explains the enhancement
of HC and also the presence of HEB.

The interface coupling energy could be estimated from the experimental param-
eters as EEX = HEBVFiMMS, where VFiM and MS are the volume and the saturation
magnetization of the ferrite. It is found that, for round nanoparticles systems of
11 nm with a core of 2.7 nm of diameter, EEX vary approximately linearly with the
Zn concentration from 1.5 × 10−13 erg for x = 0.25 to 0.4 × 10−13 erg for x = 0.
Although for x = 0 noHEB was observed, the coupling energy can be estimated from
the linear extrapolation resulting EEX ~ 2 × 10−13 erg, value close to the anisotropy
energy of the CoO antiferromagnetic component EAFM = KAFMVAFM~3.1 × 10−13

erg. Microscopically, this result could be interpreted from the modified Meilklejhon
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Fig. 4.8 a Zero-field-cooled
and field-cooled (from 310 K
with 10 kOe) HC and b HEB
of CoO/Co1–xZnxFe2O4
(x = 0–1) core/shell
nanoparticles measured at
5 K. For comparison, the HC
of Co1–xZnxFe2O4 [19] and
[18], and also the HC and
HEB values for 5 and 8 nm
CoO/CoFe2O4 [29] are
shown. Reproduced from
Lavorato et al. [31], with
permission from The Royal
Society of Chemistry

and Bean model where the surface interface energy is normalized by the fraction of
effective pinned spins, n, EEX/Aint = nJSFiMSAFM/aAFM2, where Aint is the surface
area, J = JCo–Co = 21.2 K, SAFM = 3/2, SFiM is approximately 5/2, aAFM = 4.26 Å.
Figure 4.9 shows the evolution of the calculated energy and the fraction of pinned
spins with the Zn concentration. The replacement of Co by the non-magnetic Zn
ions induces a reduction of the interface coupling changing the relation between
the involved energy EAFM and EEX, promoting the change of behavior from rigid
coupling to exchange bias. When the Zn concentration further increases, the fraction
of pinned spins continuously diminishes and the interface coupling is less effective,
as a consequence the HEB diminishes.

In summary, the presented approachprovides away to tune themagnetic hardening
and the exchange bias field of the system by tuning the exchange coupling at the
AFM/FiM interface of core/shell nanoparticles.

4.5 Future and Perspectives

The impressive advances in the physical and chemical fabrication methods have
enabled the possibility to produce artificial nanostructures whose properties are
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Fig. 4.9 Variation of the interface exchange coupling energy (EEX) and the associated fraction of
pinned uncompensated spins at the interface (n, right axis) with the Zn concentration (solid line)
estimated from the experimental data (circles). The horizontal dotted line indicates the anisotropy
energy of the AFM core estimated from the experimental data. The left (x = 0) and right (x > 0)
panels show schematically the reduction in the effective number of exchange-coupling bonds at the
interface when doping the Co ferrite with non-magnetic Zn atoms. Reproduced from Lavorato et al.
[32], with permission from The Royal Society of Chemistry

different from that of their constituentmaterials. The core/shell nanoparticles systems
have shown great versatility in the capacity to design new materialswith tuned prop-
erties. In this chapter, we have shown that, by the interface exchange coupling, the
magnetic hardening and the energy product for permanent magnets can be enhanced,
and also the exchange bias can be tuned to produce an offset in the magnetization
loops of great interest for spintronic and data storage applications. Recently, chemical
method allows the fabrication of tunnel magnetoresistance devices based on bimag-
netic nanoparticles or multicomponent superlattice [2, 6, 10, 27, 58, 60]. As it is well
known, magnetic tunnel junction is composed by two ferromagnetic conducting
layers separated by an insulating tunneling barrier, and the electrical resistance of
the device switches between high and low resistance states as the magnetic field
changes the relative orientation of the magnetizations of the two magnetic layers. In
these nanostructures, the magnetic switching field is determined by the magnetic
anisotropy of the system. Therefore, the possibility of combining ferromagnetic
conductors with magnetic insulators in a single nanoparticle with core/shell struc-
ture would allow the manipulation the characteristic of switching field by tuning
the interface exchange coupling, which would opens new and exciting possibili-
ties to use the nanoparticles as the building blocks for new devises. The perspec-
tives for improvement and innovation are huge, where different nanostructures can
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be developed to obtaining multiple magnetotransport, or magnetoelectric responses.
Different magnetic characteristics, i.e., exchange spring, exchange bias, can be tuned
by choosing different hard/soft or soft/hard core/shell materials. Also, the tunnel
barrier can be modulated by modifying the shell structure and composition.

The versatility and ease production of the core/shell nanostructures were also
exploited in the biomedical field. For example, for magnetic fluid hyperthermia, it
is necessary to tune the nanoparticles magnetic properties in order to produce the
highest specific power loss for a given alternating magnetic field. Core/shell systems
are the suit material to pursue this goal since, as we have showed previously, proper
anisotropy and magnetization could be easily tuned by the exchange interaction [28,
34, 50]. The development of bifunctional nanoparticles also presents an exciting
perspective. For example, the incorporapproximately linearly with the Zn concen-
trationation of optical functionalities to magnetic nanoparticles could contribute to
the future development of magnetic fluid hyperthermia and its clinical application
by monitoring their presence in the intracellular medium in vitro through fluores-
cence microscopy. In this area, we can mention the development of bifunctional
CoFe2O4(core)/ZnO(shell) nanoparticles with simultaneous photoluminescence in
the visible range (shell) and optimized magnetic properties (core), suited for produce
AC magnetic losses for hyperthermia treatment [33], or for MRI contrast agent [61].

An important aspect that should be taken into account for biomedical applica-
tions is the biocompatibility of these nanostructures. The surface modification of
the nanoparticles, or its encapsulation with a biocompatible shell, could expand the
available materials in this area and its range of applications [12]. In particular, the
nanoparticles can be coated with silica [52] or hydroxyapatite [44], which could
improve the biocompatibility, the nanoparticle chemical stability, reduce the toxicity
and also the coating could provides an ideal support for subsequent functionalizations
with active organic molecules.

The challenge for the future is the development of new core/shell nanoparticles
systems where the properties are fundamentally determined by the interfaces. It is a
very active area where novel systems with new properties are continuously reported.
It is also an interdisciplinary field, with a tremendous impact in our society, impulsed
by the synergy between the advancement in the chemical and physical fabrication
methods together with the technological development of new characterization tools,
and with the impetus given by the huge demand for new magnetotransport and
magnetoelectronic devices or innovative biomedical therapies.
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Chapter 5
Magneto-Plasmonic Nanoparticles

César de Julián Fernández and Francesco Pineider

Abstract Magnetoplasmonics nanoparticles encompass in a single nano-entity
all the rich science and promising applications of the plasmonics and magnetic
nanoworlds. The difficult liaison and a certain incompatibility between plasmonics
and magnetic phenomena, due to the different chemical-physical origins and
supportingmaterials, are overcome thanks to the design and synthesis of novel nanos-
tructures. The variations of properties, interactions and synergies of both phenomena
and materials demonstrate how rich and surprising the matter is at nanoscale and the
promising applications. In fact, we show how not only light andmagnetism can inter-
play but also other phenomena like forces, heat, electric field and chemical interac-
tions, between others, can show synergism.Magnetoplasmonic systems are excellent
benchmark materials to develop and investigate multi-responsive multifunctional
nanosystems that now are required in an increasing number of technologies, such as
biomedicine, pharmacy, catalysis, optoelectronics and data storage.

5.1 Introduction

Magneto-plasmonics (MPs) is new concept of multifunctional nanomaterials
exhibiting simultaneously plasmonic and magnetic phenomena. MPs combine and
intertwine two separated materials science worlds, magnetism and photonics, at the
nanoscale. In general, MP materials are composed by the materials that originate
each phenomenon: plasmonic materials are elements constituted by mainly Au, Ag
and Cu while magnetic materials are formed by 3d metals and their oxides. Since
plasmonic phenomena mainly manifest in the nanometric range, also MP materials
are designed in this dimension range. At this scale, both plasmonics and magnetic
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materials exhibit a rich phenomenology correlated to size and surface effects that
will be present also in the MPs nanomaterials. In addition to size effects, the prop-
erties of the MP nanoparticles are affected by structural and electronic correlations
between the two types of elements or materials, the final properties being different
than those of bare magnetic or plasmonic materials and hence giving rise to novel
properties. Moreover, very promising new phenomena and applications appear due
to the synergy between the two moieties. For these reasons, nowadays MP mate-
rials are object of intense investigation in materials science. In addition, these new
materials have given rise to the development of novel applications of each class
of material—photonics for plasmonics and recording for magnetism—and multi-
functional applications in the fields in which both materials are promising like in
biomedicine and catalysis [1–5].

Focusing on the term plasmonics, [1, 6] this describes optical phenomena
produced by the excitation of collective electron oscillations, the surface plasmon
resonances (SPR), that are induced by an electromagnetic field (EMF) propagating
in a metal/dielectric interface. In the case of nanoparticles, the SPR is denominated
localized surface plasmon resonance (LSPR), but SPR can be generated in other
morphologies as disks, thin films (propagating SPR), holes, gratings and a wide
number of structures [1–9]. Plasmonics opens in photonics the possibility of new
ways to manipulate the light, new optical properties of matter, and the possibility of
engineering light at the nanoscale [1–3].

The possibility of obtaining a single material with both strong plasmonic and
magnetic properties is nowadays an unsolved issue. Plasmonic phenomena require
the presence of free electrons, hence metals with a partially-filled s-band at the Fermi
level [1, 8–10]. On the opposite, magnetism is mainly correlated to bound electrons
in the d and f bands [11]. Hence both properties are correlated to materials with very
different electronic features that are not compatible in the same electronic structure.
In fact, the main plasmonic materials, Au and Ag, are diamagnetic while most of
magnetic metals like Fe, Co and Ni exhibit weak plasmon resonances.

Figure 5.1 shows a selection of the wide variety of MP NPs that have been grown
so far [12–15]. Between all, magnetic metal NPs should be most simple MPs system
that can exhibit magnetic and plasmonic properties simultaneously in a single entity.
Also NPs composed by a solid solution of the magnetic and plasmonic elements—
like AuFe, AgFe, AgCo should be good candidates. However, as we will discuss
later, the electronic structure of the single phase and the solid-solution NPs is such
that one or both plasmonic andmagnetic properties are typically damped. The design
of hetero-structures in which plasmonic and magnetic moieties are separated but in
direct physical and electronic contact is a second approach to design MP systems. A
wide variety of morphologies have been created, such as core@shell (CS), flowers,
heterodimers (HSs), hybrid-cigars, stars, nanodomes, etc. These MP systems have
nanometric dimension, hence the size and surface effects have a key role in their prop-
erties. Their sizes are smaller or of the order of the characteristic lengths of plasmonic
and magnetic phenomena, i.e. visible light wavelength, electron mean free path and
domain wall length. Then, the magnetic and plasmonic properties should be affected
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Fig. 5.1 Transmission Electron Microscopy (TEM) images of a variety of MP nanostructures.
i Bare Au NPs, scale bar is 40 nm [229] (Adapted with permission from [229]. Copyright (2013)
American Chemical Society). ii Solid solution AuFe NP, Energy Field TEM mapping at the Au
N-edge (83 eV) [27] Adapted by permission of The Royal Society of Chemistry. iiiMP nanodome
with 20 nm Fe core and 20 nm Au layer, the scale bar 50 nm [135] (Adapted by permission from
Elsevier). ivAu nanostar with superparamagnetic core outlined by the dashed circle, the scale bar is
50 nm [175]. Adapted with permission from [175]. Copyright (2009) American Chemical Society.
v Asymetric SiO2-coated Ag-Fe2O3 HD [165]. Adapted with permission from [165]. Copyright
(2013) American Chemical Society. vi Flower-like Au@iron-oxide CS NPs. Inset Au nanocrystals
seeds, scale bar is 100 nm [89]. Adapted with permission from [89]. Copyright (2012) American
Chemical Society. vii Au@iron-oxide CS NPs [81]. Adapted by permission of The Royal Society
of Chemistry. viii Fe3O4-decorated Au NPs [124] Adapted with permission from [124]. Copyright
(2013) American Chemical Society

and correlated considering different coupling mechanisms: interparticle electromag-
netic or magnetic dipolar interactions and intraparticle chemical, structural and elec-
tronic couplings. In fact, some studies show that the plasmonic and magnetic prop-
erties of the MP systems are different from the independent plasmonic and magnetic
moieties. In addition, the MP properties of this variety of nanostructures can be
correlated to their morphology but also to the mechanisms of magnetic and optical
coupling. In the first section of this chapter, we will discuss the way in which plas-
monic and magnetic moieties are correlated in the different morphologies developed
so far. In the second part, their possible applications will be presented. In the third
section, we will discuss the specific case of the plasmon assisted magneto-optical
phenomena and finally discuss on the perspectives of these materials.

5.2 Optical and Magnetic Properties of MP Nanoparticles

Let us consider first the LSPR in small plasmonic and magnetic single metallic
particles. The simplest description of the LSPR corresponds to the Mie model, [1,
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6–8] that solves Maxwell’s equations of propagation of an electromagnetic field in a
metallic sphere. Plasmon resonances can correspond to single-mode or multi-mode
electronic excitations that modify the scattering and the attenuation of the light [1,
6–8]. In the case of nanoparticles with sizes below 30 nm-case that will be mainly
discussed here—the wavelength of the exciting light (for Vis or nIR light, between
275 and 1000 nm) is larger than the particle size. Considering other conditions
such as the absence of interparticle electrical interactions and that the medium is
a pure, non-lossy (i.e. non-absorbing) dielectric, the electrodynamic behavior of a
particle can be described as that of a dipole in which the phase of the incoming
electromagnetic field is constant over the particle volume [1, 3, 8]. The absorption
spectrum is determined by the attenuation phenomenon (scattering is negligible, thus
extinction ≈ absorption) at which corresponds an absorption cross section σ ext of:

σext = 24π2R3ε
3/2
m

λ

ε2

(ε1 + 2εm)2 + ε22
(5.1)

Absorption depends on the nanoparticle radius, R, on the light wavelength, λ, on
the dielectric constant of the medium, εm, and on the real and the complex dielectric
constant of the metal of the nanoparticle, ε1 + iε2, The plasmonic resonance occurs
at the wavelength λp at which when the denominator of the second part of 5.1 is zero
or minimum, denominated Mie resonant conditions:

(
ε1

(
λp

) + 2εm
)2 + ε22

(
λp

) = 0 (5.2)

The calculated σ ext using 5.1 of selected plasmonic and magnetic nanoparticles
with a R = 5 nm dispersed in silica medium (εm = 2.16) are represented in Fig. 5.2c,
d.

Figure 5.2a and b represent respectively the wavelength dependence of the dielec-
tric constants of the main plasmonic materials, Au and Ag, as well as the Ni of some
magnetic metals and alloys: Ni, Co, Fe, Fe80Ni20 (Permalloy) and FePt (in L10 struc-
ture). Optical data were obtained from [16–18]. As can be seen in Fig. 5.2c, both
Au and Ag exhibit a very strong increase of absorption at the plasmonic resonance,
followed by a decrease of the absorption in the IR range. In comparison, the SPR
peak of the Ni is quite weak (observe that Fig. 5.2c is in powers of ten scale), while
absorption is almost constant toward the IR spectral region. Figure 5.2d shows that
Fe and FePt exhibit broader SPR peaks, while the SPR of Co and Fe80Ni20 should be
at lower wavelength. The differences in strength and energy for the excitation of the
SPR between the plasmonic and magnetic materials can be correlated to their elec-
tronic structures. In first instance, considering the dielectric functions of themetals in
terms of theDrude-Sommerfeldmodel of free electrons [1, 9, 20], plasmon resonance
of magnetic metals should be strongly damped and blue shifted with respect to the
plasmonic metals. This is due to the larger density of electrons at the Fermi level [20]
that shift the bulk plasmon resonance to high energies and to higher relaxation times
[9, 10] of the magnetic metals. A more realistic approach to describe the dielectric
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Fig. 5.2 a Dielectric constants of Au, Ag, Ni, b dielectric constants of Ni, Co and Fe and Fe3O4
(magnetite) and YIG. Plasmon cross sections calculated with 5.1 for 5 nm particles of c Au, Ag,
Ni and d Ni, Co, Fe, FePt and Fe80Ni20

function ofmetals takes into account the contribution of both intraband and interband
optical transitions. Intraband transitions occur in the conduction band and they can be
described in terms of free electron model [1, 8–10]. They are directly involved in the
SPR excitation. Interband transitions occur between different bands (like d and p) and
the conduction band. Inmetallicmagneticmaterials the localized 3d band reaches the
Fermi level. This increases the probability of interband transitions to occur, giving
rise to an increase of non-radiative relaxation processes. Spin–orbit coupling, char-
acteristic also of 3d electrons, determines further relaxation processes that damp free
electron oscillations. The overlapping of the interband and the intraband transitions
in correspondence of the SPR of magnetic metals gives rise to the SPR damping.
In fact, no overlapping of the two type of transitions is present at the SPR of Ag,
while in Au overlapping occurs only at high energy region of the SPR. In magnetic
metals, the interband transitions are allowed in all the Vis and nIR spectrum [9, 21,
22]. Then the optical absorption (mainly represented by ε2) of the magnetic metals is
larger than that of the Au and Ag. This explains the damping of plasmon resonance
in magnetic nanomaterials. Different experimental studies confirm qualitatively but
not quantitatively the plasmonic phenomenology of magnetic metallic nanoparticles
[21–24]. In fact, this description does not include a realistic contribution of size and
surface effects that affect critically the electronic structure of magnetic metals and,
even more simply, effects as oxidation or morphology.
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An alternative simple approach to develop MP materials is using single parti-
cles composed by a solid solution of magnetic and plasmonic elements. The most
important plasmonic elements, the Ag and Au, are poorly soluble in Fe and Co
in the bulk, but their alloying has been experimentally demonstrated in nanoparti-
cles [25–29]. Size and surface effects allow overcoming the thermodynamic equi-
librium immiscibility [29–31] but the synthesis of alloy MP NPs is nowadays a
challenge. As a consequence of the mixing of both elements, electronic hybridiza-
tion occurs between the 5d6s bands (for gold) and the 3d4s bands of the plasmonic
and magnetic metals, respectively, which gives rise to larger electronic densities at
Fermi level and a broad spectral overlap of the inter and intraband transitions [26,
27, 29]. This leads to a significant damping of the plasmon resonance. At difference
with single metal and hybrid nanostructures, the SPR of the alloys can either blue
shift or red shift [29] depending on the metal composition. The optical properties of
these alloys are different than those corresponding to the weighted combination of
the constants of the containing elements, as demonstrated by Amendola et al. [27],
who simulated the SPR spectrum of AuFe nanoparticles first considering the dielec-
tric properties measured from AuFe films, then using theoretical values obtained
combining elemental weighted dielectric constants of the Au and Fe. Significantly
better agreement with the experiment was found using the former set of optical
constants.

A second class of systems are the hybrid heterostructures constituted by a plas-
monic and a magnetic moiety that are in direct contact. In this case the optical
properties of the two moieties are intertwined by their proximity (dipolar fields),
but also influenced by their mutual structural arrangement (epitaxy) and electronic
hybridization at the contact interface [13, 31–36]. In general the plasmonic prop-
erties depend critically on the geometry and the materials that are selected. When
the magnetic moiety is metallic, the LSPRs of the two moieties could be excited
separately, since they are separated in energy. However, the SPR of the plasmonic
moiety can be damped by the absorption of the counterpart (Fig. 5.3v), but also elec-
tronic excitations coupling between the twomoieties can occur [37–41]. For instance,
Sachan et al. [40] employed Energy Electron Loss experiments to observe locally
the plasmonic excitation of the two moieties of CoFe–Ag HDs (Fig. 5.3 iii). They
determined that both moieties exhibit distinct LSPR modes that are split in energy,
the LSPR of the magnetic moiety being red shifted with respect to the one of Ag.
Interestingly, isolated CoFe NPs do not exhibit LSPR. Moreover, a plasmon reso-
nance was observed at the CoFe–Ag interface corresponding to a hybridized state.
In the case that the magnetic part is an oxide, this material behaves as a dielectric
medium (i.e. real part of εm > 1) with also large absorption (ε2 > 2). See for example,
in Fig. 5.2 the dielectric functions of the most investigated oxide, the magnetite
(Fe3O4), and the promising oxide Yttrium iron garnet (YIG, Y3Fe5O12) [42, 43].
Regarding morphology, in the case that the plasmonic nanoparticles are surrounded
totally (in CS NPs) or partially (as in HDs) by the oxide, plasmon resonance could
be analyzed by using a mean field approach (the Maxwell–Garnett, MG, model, for
example) considering an absorbent medium or a multilayer structure [35, 44, 45].
As can be seen in Fig. 5.3iv, both in CS and HD morphologies, plasmon resonance
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Fig. 5.3 i Optical spectra of AuFeNPs in ethanol (red line), of PEG–AuFeNPs in water (black
line) and of PEG coated AuNPs (green line). Inset, PEG–AuFeNPs in water are reddish in color
(left), different from the purple color of pure AuNPs (right) [27] (Reproduced from [27], with the
permission of the Royal Society of Chemistry). iiOptical spectra of Au, Au–Fe3O4 dimer and core–
shell NPs; and b image of Fe3O4 and Au–Fe3O4 HNP’s suspensions in hexane [160] (Reprinted
from [160] with permission from Elsevier). iiia Experimental EELS spectra from the surface of the
Ag region in a CoFe–Ag HDs NP (solid line) and isolated Ag NP (dashed line). HAADF image
of b a CoFe–Ag HD NP, c an isolated Ag NP, and d an isolated CoFe NP. e Experimental EELS
spectra from the surface of the CoFe region in a CoFe–Ag NP (solid line) and isolated CoFe NP
(dashed line). The spectra were taken from the regions marked by square-boxes in the respective
NPs. The scale bar for each HAADF image is 50 nm [40] (Reprinted from [40] with permission
of the American Chemical Society). iv Calculated intensity of the electric field within the Co core
in Co–Ag core–shell nanoparticles at resonance (continuous violet line) and maximum Faraday
rotation of Co–Ag nanoparticles embedded in oil (n = 1.5018) (dashed blue line) as a function of
the Co concentration [38] (Reprinted from [38] with permission of the American Chemical Society)

is red shifted and broadened, depending on the relative sizes of the two components.
In the case of the HDs, the spectrum is the convolution of all the optical absorp-
tion spectra corresponding to all the different orientations of the MP couples respect
to the propagation of light [46, 47]. The CS NPs constituted by a plasmonic shell
is a different case. In general, a plasmonic crown exhibits two plasmonic modes at
lower and higher energies than the plasmon resonance of the particle [39, 40, 48–50].
Including the magnetic dielectric core, both resonances are weaker and red shifted
[37, 50]. Often however, the plasmonic shell is not constituted by a continuous shell
but by packed plasmonic nanoparticles (Fig. 5.1h). In this morphology multimodal
resonances due to interparticle dipolar interactions give rise also to the broadening of
the absorption and to scattering processes. Finally, in the case that the magnetic shell
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is metallic several studies show that these CS structures exhibit a single plasmonic
peak that is red shifted and broader as the percentage of magnetic moiety is larger
but also blue shift by modifying the size of the magnetic moiety [38]. The study by
López-Ortega et al. [51] obtains a reasonable agreement of the plasmonic properties
of Ag@CoFe CS with the simulations.

Previous discussions on the plasmonic properties of the hybrid systems considered
a static description of the plasmon resonance, i.e. the solution of Maxwell’equations
of the system. However, the dynamics of the plasmons needs also to be considered
[52].Only fewdifferent pumpandprobe studies [53–56] have been performedonAu–
Fe oxideHDs and othermorphologies, showing that the plasmon resonance is charac-
terized by a faster electron relaxation process than that of bare Au NPs. Considering
the previous described experiments on magnetic metal-plasmonic heterostructures
(CoFe–Ag [38] and Ag@CoFe [51]), the hypothesis of a charge-transfer process
from the plasmonic to the magnetic moiety can be proposed. Cosmin et al. [56],
in contrast, proposed that the observed relaxation is due to the spill-out of elec-
tron density from gold electron at the gold/magnetic interface excluding a charge
transfer mechanism. Further studies are required considering a controlled interface
and chemical states of the magnetic oxide.

Composites or mixtures of isolated magnetic and plasmonic particles are the
simplest MP systems. A large variety of materials have been synthesized: micro
and nano capsules containing a mixture of the two classes of NPs [35]; capsules
containing only one kind of nanomaterial, magnetic for example, that are decorated
by the plasmonic counterpart [57, 58]; multilayers or onion-like particles in which
plasmonic and magnetic moieties are separated by a dielectric layer like SiO2 or
TiO2 [41, 59–66]. MP effects have been investigated even in mixtures or simple
solutions containing the two types of NPs [67, 68]. In all these cases, the inter-
particle dipolar electromagnetic interactions and the absorption of the magnetic NPs
determine the changes of the plasmonic resonance respect to bare plasmonic nanopar-
ticles. Depending on the interparticle distance, the geometry of the particles and the
magnetic/plasmonic nanoparticle concentration ratio, the coupling can have different
strength. In very diluted systems the dielectric contribution of the magnetic moiety
could be included in the term of the dielectric medium (εm) using a mean-field
model [68, 69]. However, SPR should be calculated considering that the medium
surrounding the plasmonic particles is absorbent [69–71]. A red shift and damping
of the LSPR is expected as previously discussed. If interparticle distance is small
(nanometers), strong confinement of the EMF occurs, and the so called “hot spots”,
can be present even between plasmonic and metallic magnetic nanoparticles [72,
73]. This can give rise to blue shift of the LSPR. Finally, superstructures composed
by networks of the two classes of materials have been also synthesized [74, 75].

Alsomagnetic properties of theMP structures appear different compared to equiv-
alent bare magnetic particles, even if plasmonic materials are diamagnetic. In first
instance, the hybrid nature ofMP structures determines that the growthmechanism is
different to that of bare magnetic nanoparticles. For example, the synthesis of hybrid
structures like CS and HDs requires a two-step process in which heteronucleation
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and particle growth are involved [13, 33, 35, 44]. Crystal growth, shape and compo-
sition of the magnetic moiety can be different than bare magnetic NPs. While most
studies compare bare nanoparticles with hybrid ones, in which the nucleation process
is different, recent studies [78–81] have compared hybrid systems with the corre-
sponding NPs or hollow NPs obtained after the elimination of the plasmonic moiety.
Even if the morphology is similar, the two nanomaterials exhibit different magnetic
properties, such as saturation magnetization and hysteresis [81]. This demonstrates
the critical role in the magnetic properties of the plasmonic-magnetic interface.

More deeply investigated cases correspond to heterostructures asCSnanoparticles
andHDs inwhichAg andAu are combinedwith Fe oxide. The first effect is themodi-
fication of the magnetization of the magnetic moiety, consisting in a strong decrease
of saturation magnetization of Fe3O4 in comparison to the bare nanoparticles. This
decrease is typically correlated to the presence of a magnetic disordered layer, called
dead layer, at the free surface or at the Au-interface of the magnetic moiety [45,
82–87]. In the case of CS the presence of antiferromagnetic phase boundaries in
the intergranular regions of the multigrain or petals of Fe3O4 can also give rise to
a decrease of the magnetization [61, 88]. In addition, the presence of an antifer-
romagnetic FeO wustite layer in the interface region between the Fe3O4 and Au
moieties could also cause of the decrease of magnetization [61, 89, 90]. However,
such behavior is not always observed as in some studies the specific magnetization is
near the bulk value (80–90 emu/g), [91–93] suggesting the above proposed problem
could be overcome. Further studies on the physico-chemical properties and chemical
stability of these structures are required.

A significant question that illustrates the complexity of the magnetic order in
hybrid system is the magnetic observation of the Verwey temperature. This is a
specific fingerprint of magnetite, Fe3O4, not present in other Fe oxides, which corre-
sponds to a metal-to-insulator transition around 120 K. The change of the electric
nature of the Fe3O4 at this transition corresponds also with changes in the magnetic
and optical properties of the oxide and hence plasmonic coupling features in a hybrid
system could be influenced. In many studies, including both HDs and CS [81, 89,
93–95] structures the Verwey transition is observed at or below the bulk temperature
value, while in other cases it is absent [45, 61, 85, 87, 96, 97]. The absence of this
transition could be a fingerprint of the size effects in the oxide. However, changes in
the stoichiometry or the partial oxidation of the Fe3O4, composed of Fe2+ and Fe3+,
to maghemite (γ-Fe2O3) or other oxides composed of only Fe3+ are more possibly
the origin of these changes.

MP hybrid nanostructures exhibit also differences in the reversal process mech-
anism of the magnetization. In principle, most of the investigated MPs have the
magnetic moieties with a dimension below the 20–30 nm, being near or below the
single domain range [11]. In such case, the dominant mechanism of reversal of
the magnetization is the coherent rotation of all the spins. The hysteresis loops,
described by the Stoner-Wohlfarth model [11, 98], should have open loops with
maximum coercive field correlated to the anisotropy field of the material. However,
local and global surface and size effects determine mainly the reversal process and
all the magnetic properties of the magnetic particles [11, 98, 99]. In addition, thermal
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activation processes are dominant [98] and the superparamagnetic effect occurs at
room temperature. This behavior has been reported in a wide number of works inves-
tigating Au–Fe3O4 heterodimers and Ag–Fe3O4 [45, 89, 93–97, 100]. The blocking
temperature, i.e. the threshold between the blocked and superparamagnetic regimes,
is determined by the size distribution of the particles, their magnetic anisotropy, as
well as the magnetic interparticle interactions. HDs and CS NPs appear to exhibit
different behavior [95, 96, 101]. In the case of HDs, some works [85, 87, 90] have
shown that themagneticmoiety exhibits a spin-glass behavior due to the spin-disorder
in the structure. Different is the case of the CS NPs [96, 100, 101], if the shell
is magnetic and depending on the morphology of this shell—continuous shell or
discontinuous layer of particles—the reversal process could take place by incoherent
rotation modes or by the dipolar competition of the particles. Here, in addition to
the spin-glass behavior, also exchange bias effects have been observed [87, 90, 93]
even if the presence of an antiferromagnetic material counterpart, necessary for the
exchange bias effect, was not detected. Chandra et al. [85] propose this behavior
is possible in the Au@Fe3O4 CS NPs due to the presence of inner or intergranular
spin disordered regions. On the other hand, Zhu et al. [87] propose that the exchange
bias is due to the coupling of weak magnetic layer at the Au–Fe3O4 interface and
the Fe3O4 overlayer. However, these effects are not present in all the investigated
structures: other studies [89, 102] show the classical superparamagnetic behavior in
which interparticle interactions are dominant even if magnetic moiety is composed
by ferromagnetic (Fe3O4 or γ-Fe2O3) and antiferromagnetic (α-Fe2O3) phases.

The magnetic properties of alloy-basedMP nanoparticles, that combine magnetic
and non-magnetic elements, are completely different to those of the hybrid family.
As previously mentioned, the formation of this type of alloys is not straightforward,
but it is even more difficult to obtain magnetic properties at room temperature. The
out-of-equilibrium nature of nanomaterials allows the growth of these alloys, but
also other possible morphologies, such as segregated particles or inhomogeneous
mixtures, are possible. On the other hand, the solid solution of non-magnetic and
magnetic elements gives rise to the decrease of the magnetic moment of the magnetic
elements resulting in the decrease of the total magnetization of the particle and
the weakening of exchange interactions with the consequent decrease of the Curie
temperature. In a few alloys, for example NiCu [103] or FeCuPt [104] alloys, the
solid solution of the two element is possible and the magnetization and the Curie
temperature decrease (non-linearly) as the non-magnetic content increases. In the
case of AuFe [105–107] and AgCo [108, 109] solid solutions, in addition to this
evolution, also spin-glass and diamagnetic behaviors can occur for the large content
of non-magnetic elements. In fact, in these cases the decrease of the magnetization
andOne relevant point is thatthe Curie temperature is due to the decrease of the direct
exchange interactions and the increasing role of the indirect exchange interactions
(RKKY) though the s-bands of the non-magnetic elements. In such case themagnetic
behavior can pass from ferromagnetic, to spin-glass, paramagnetic and diamagnetic,
depending of the non-magnetic content but also on the temperature.

The discussions above show that the preservation of both magnetic and plas-
monic properties is possible both in hybrid and in alloy nanostructures, but a fine



5 Magneto-Plasmonic Nanoparticles 117

control of the nanostructural and compositional features is required. On the other
hand, the synergistic behavior between the two moieties has been evidenced inves-
tigating other properties and effects. The main case corresponds to the magneto-
optical (MO) properties of these materials that will be discussed in the next section.
Another synergistic effect is the observation of a spin and orbital moments in non-
magnetic atoms of alloy-based AuFe nanoparticles [26, 27]. In fact, several studies
have shown the spin polarization of the d and s bands of Au and also Ag elements
when are alloyedwithmagnetic ones [107, 110–112]. Themagnetic moment of these
heavy non-magnetic elements exhibits a large orbital-to-spin ratio as expected due to
their characteristic large spin–orbit coupling. Similar spin polarization of plasmonic
element was observed in Au-Fe3O4 hybrid NPs. In this case, a charge transfer mech-
anism at the metal-oxide interface could give rise to the spin polarization of Au [89].
This demonstrates other paths of coupling mechanisms between the magnetic and
plasmonic moieties.

5.3 General Applications of MP Nanoparticles

Let us consider first optical applications of MP nanoparticles. In principle, optical
properties of MP NPs follow the same behavior of the plasmonic materials, taking
into account the optical changes induced by the presence of a magnetic moiety. Even
considering the expected resonance shift and spectral broadening, MP NPs exhibit
the same characteristics that allow to design the color, light scattering and contrast,
and optical spectral features required in several photonics and imaging applications
[113–116]. The modification of plasmon resonance under the variation of the envi-
ronment—a key concept for refractometric sensing devices—has been shown [117–
120]. The strong localization and confinement of light at the SPR, giving rise to
modification of the linear and non-linear optical properties of the capping molecules
or materials is also possible. This is the working principle of many optoelectronics,
sensing and monitoring applications. In particular, Surface-enhanced Raman scat-
tering (SERS) spectroscopy, a spectroscopic technique that uses the plasmon-induced
enhancement of Raman signal to detect a wide variety molecules and compounds,
have been demonstrated both in hybrid MPs systems [121–126] as well in alloy-
based MPs structures [127–129]. Photo-thermal effects were also demonstrated in
MPnanostructures. This consists in the generation of heat byNPs due to the excitation
of the LSPR and is a well-established subject in applications concerning nanopar-
ticles in biomedicine [130–136] and catalysis [137]. One of the features that has
brought the interest for MP nanostructures is the possibility to tune the SPR down to
the n-IR region. Nowadays, this is a researched property for photonics in telecom-
munications and biomedical applications. In telecommunications, the scope is the
reduction of losses and the coupling with telecom lasers [9, 10]. The employment of
plasmonic effects and techniques under in-vivo conditions for biomedicine applica-
tions is limited by the complete absorption of light in the visible range by the skin
and other bio-tissues [138, 139]. MP NPs can be prepared to exhibit the SPR in the
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n-IR region where the first optical window, at around 700–800 nm, is present. This
allows the development of in-vivo plasmon-assisted imaging techniques, but also for
the application of photo-thermal therapy [130, 132, 134, 135] for deeper tissues.

Besides their plasmonic properties, gold nanostructures are investigated in
biomedicine for their low cytotoxicity, biocompatibility and inertness [4, 93, 139,
140] and/or the established and wide possibilities of functionalization of Au surfaces
with large number of molecules and materials [4, 5, 139, 141, 142]. The plasmonic
moiety—attached to another active component—can assure the protection of the
active component to chemically and biologically reactive or aggressive media. The
gold moiety can cover the active component in such a way to reduce its toxicity
or its release rate. Hence, plasmonic nanostructures are considered as key actua-
tors for biomedical applications like drug delivery and genetic manipulation but
also for environment sustainability [4, 8, 139, 141]. These questions are particularly
important for applications in which magnetic nanoparticles are involved: except the
Fe oxides (magnetite or maghemite), most of magnetic compounds are chemically
oxidisable, reactive, and considered cytotoxic [140, 143, 144]. Hence the term “mag-
netoplasmonic” is also employed to define also hetero-nanostructures in which the
magnetic moiety is covered by an Au layer or by Au NPs. Nowadays strong activity
is performed in the understanding of the clearance, retention and toxicity of several
MP nanostructures [145–148].

Concerning magnetic applications, MP NPs are now appealing for biomedical
applications (some cases represented in Fig. 5.4), and are being considered also for
catalysis and environmental applications. Like bare magnetic nanoparticles, the MP
NPs can be moved and placed or concentrated in a region, tissue or on device using
magnetic fields [113, 149]. These systems allow also the active particle concentration
and guiding for in-vivo and in vitro biomedical applications [35, 36, 113, 133, 134,
149, 150] and improvements of concentration or separation for biomedical analysis
[151–157]. They have also been employed as contrast agents usingNuclearMagnetic
Resonance (NMR) [36, 62, 66, 157–162] and ultrasound biomedical imaging tech-
niques [163, 164]. Several studies have demonstrated the improved relaxivity features
of MP NPs, faster relaxation times (T1) than the commercial particles and promising
T2 dephasing times. This has been observed both inAu–Fe3O4 heterostructures [157,
161, 162] and in weakly magnetic AuFe alloy-based NPs [27, 128] showing how the
novelmagnetic structures of these hybridmaterials can improve the properties of bare
magnetic particles. Finally, the heat generation of theMPNPs irradiated by radiofre-
quency magnetic field and its employment for cancer therapy was demonstrated [62,
81, 92, 94, 97, 121, 165–168]. The aim is to produce externally a local heating that
can induce the apoptosis of cancer cells, the thermal induced release of drug or the
activation or increase of efficiency of drugs. In addition, a novel approach of cancer
therapy based on magnetomotive activity, mechanical or stress-induced damages
produced by the rotation of the magnetic particles into the cellular target, was devel-
oped considering MP nanostructures [169, 170]. In this case the capping of Au layer
of the magnetic moiety allows the surface functionalization, low cytotoxicity and it
ensures the chemical and mechanical stability during the rotation or vibration of the
particles into the cells.
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Fig. 5.4 ia Thermal images obtained with the IR camera in mice, after intratumoral injection of
nanocubes in the left-hand tumor, and after 10 min application of magnetic hyperthermia (MHT,
110 kHz, 12 mT), NIR-laser irradiation (LASER, 808 nm at 0.3 W/cm2), or DUAL (both effects).
b Corresponding thermal elevation curves for all treatments and for the noninjected tumor in the
DUAL condition. c Average final temperature increase obtained after 10 min on day 0 (1 h after
injection) and 1 and 2 days after injection and for non-injected tumors. d Average tumor growth
(groups of six tumors each in non-injectedmice submitted to no treatment (Control) and in nanocube-
injected mice exposed to MHT, LASER, and DUAL during the 8 days following the 3 days of treat-
ment [183] (Reprinted from [183] with permission of the American Chemical Society). ii Compar-
ison of the efficacy of different combinations of Photo-thermal therapy (PTT) with Photodynamic
therapy (PDT) and magnetic attraction against KB-3-1 (a) and SK-BR-3 (b) cells using Au capped
Fe oxide NPs (IOC-Au) capped with a capping layer of near-infrared absorbing photosensitizer
silicon 2,3-naphthalocyannie dihydroxide (SiNC) and/or poly(ethylene glycol) (PEG) linked with
11-mercaptoundecanoic acid (MUA) [133] (Reprinted with permission from [133]. Copyright 2017
American Chemical Society). iiia STEM-electron dispersive energymicrographmap of colistinated
FeOx/Au nanoclusters binding to A. baumannii. b Schematic of FeOx/Au nanoclusters binding to
A. baumannii bacterium (STEM micrograph) [156] (Reprinted with permission from [156]. Copy-
right 2017 American Chemical Society). iv In vivo T2-weighted MR images of 4T1 tumor-bearing
mice at various time points post-injection of gold nanorods @ Fe oxide core@shell particles load
with doxorubicin (GNR@IOs-DOX)without (a) or with (c) magnetic tumor targeting.White circles
indicate the positions of tumors. b, d In vivo Photoacustic images of the tumor sites at different time
points postinjection of GNR@IOs-DOXwithout (b) or with (d) magnetic targeting [134] (Reprinted
with permission from [134]. Copyright 2016 American Chemical Society)
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Among the most appealing properties of MP NPs is the combination of magnetic
and plasmonic properties and the multifunctional approach that can be reached with
these structures.Magnetoplasmonic systemswere first considered to overcomemany
of the limitations of plasmonic systems.MPswas one of the first concepts considered
to develop “active plasmonics” [171], i.e., plasmonics devices which SPR, and hence
the optical properties, could bemanipulated externally [12, 14, 171–174]. The optical
properties of the MP particles are modulated by an external magnetic field as a
consequence of the change of their magneto-optical properties (see next section).
Another path tomodulate the optical properties is the designof asymmetric structures,
as stars, in which a rotating magnetic field induces the movement (rotation) of the
particles that gives rise to time-dependent changes of the reflectivity [27, 175, 176].

A second contribution of MPs concerns the improvement of the possibili-
ties of manipulation of the plasmonic systems for biomedical targeting therapies
(Fig. 5.4ii, iii, iv). In fact, the efficiency of plasmonic structures for drug or gene
delivery, for targeting and for separation is determined by the possibilities of func-
tionalization and anchoring to the targets [151]. Adding the possibilities of the
spatial manipulation with a magnetic field gradient it is possible to improve the
drug-delivery, tracking, intracellular drag update, and the particle retentivity in in-
vivo applications [150, 177, 178]. In in-vitro tests and lab-on-chip applications it
is possible to drag the particles, to localize and to concentrate the target molecules,
genes, DNA and hence to improve sensibility of devices between other properties
[153–157, 179].

Regarding the thermal therapy approach, both photo-thermia andmagnetic hyper-
thermia methods can be simultaneously applied in MP NPs [35, 97, 121, 151, 180,
181]. As was previously discussed, the choice of MP structures can improve crit-
ical questions related to the employment of each class of particles in therapy, i.e.
the cytotoxicity and the elimination of magnetic particles and the application of
plasmon-assisted photo-thermal therapy in the NIR. In fact, photo-thermia can only
be applied to targets placed at few centimeters from the skin, employing NIR radi-
ation, while magnetic fields can be designed to reach deeper areas. Recent studies
have outlined the improvement of the local thermal heating combining simultane-
ously the two procedures [97, 133, 180, 183] (Fig. 5.4i). Some studies indicate that
the improvement is due to combination of the two thermal processes rather than to a
synergistic effect [97, 182, 183].

Considering the activity of the plasmonic andmagneticmoieties as probes, optical
(photoacoustic, pholuminescence) and magnetic (NMR, ultrasound, magnetic,
magneto-motive) imaging techniques can be combined in a multimodalapproach
[15, 63, 65, 117, 128, 130, 134, 151, 177, 184, 185] with MPs NPs (Fig. 5.3iii, iv).
Different types of imaging probes, like Vis and IR light, ultrasounds and radiofre-
quency (NMR), new imaging methods, like optical magneto-motive [163, 164] and
magneto-optical techniques designed with MP NPs, and other clinical tests like
positron emission Tomography or X-ray computed tomography [128, 179, 184–
186] can be simultaneously employed to obtain images at penetration larger than the
optical threshold of each probe. In addition better spatially resolved and complemen-
tary information can be obtained. Also enhanced imaging sensitivity and accuracy is
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expected in such a way to get a better understanding of biomedical systems and an
accurate anatomical and functional information from inside the body and in bio-tests.

MP nanostructures can be considered for multiple theranosticapproaches in
biomedicine [187, 188] (Fig. 5.4ii). Theranostics considers the simultaneous or
consecutive combination of diagnostic and therapeutic methods for a personalized,
faster and efficient medical treatment. Independently, both plasmonics and magnetic
nanoparticles, are considered for a theranostic approach mostly focused to cancer
treatments. With MP nanoparticles, a wider range of targeting, diagnostic and ther-
apeutic possibilities is available, as demonstrated the increasing number of studies
[59, 60, 62, 131, 132, 135, 147, 178, 189–193].

5.4 Magneto-Optical Effects in MP Nanoparticles

Considering that the plasmonic phenomenon is mainly an optical effect, the direct
cross-linking between the magnetism and plasmonics is the magneto-optical (MO)
effect [172, 174]. This term describes awide number of optical phenomena correlated
to the interaction between light andmatter inwhich the properties of light change after
interactingwith amagneticmaterial or anymaterial under amagnetic field [194, 195].
In this chapter, we will discuss the main MO linear effects correlated to magnetic
materials: the Faraday effect, Magnetic Circular Dichroism (MCD) and the Kerr
effects. TheMCD and theKerr effect—in transverse configuration—involve changes
in the light absorption, while the Faraday and Kerr effect—in longitudinal and polar
configurations—give rise to the change the polarization of the light producing the
change of the angle of polarization and give rise to an ellipticity. These MO effects
are proportional to the magnetization of the magnetic material and hence change as
a function of applied magnetic field and temperature. In fact, MO can be regarded
also as a magnetometric technique that allows to measure the hysteresis loops of
surfaces, films and also nanoparticles. The information on the magnetic properties
coming from the MO effects depends on the penetration depth of light in matter at
the specific wavelength and can range from some tens of nanometers for metals to
centimeters for magnetic dielectrics (YIG, for example).

MO effects are due to optical transitions that follow the dipole selection rules i.e.
requiring a change of the angular momentum of ±1. Hence MO spectroscopy gives
complementary information to other spectroscopic techniques as MO transitions can
depend on crystal symmetry and spin-electronic structure, in particular concerning
bands split by the Spin–Orbit (SO) coupling [194–196].

These MO effects are incorporated in the description of optical phenomena by
describing the optical properties of the material with a complete dielectric tensor that
includes the non-diagonal magneto-optical terms [14, 19]:
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ε =
⎛

⎝
εxx εxy εxz

−εxy εyy εyz

−εxz −εyz εzz

⎞

⎠ (5.3)

where εii and εij (i, j = x, y, z) compose the complex dielectric function that depend
on the magnetization state in the respective directions.

The coupling ofMOand plasmonic phenomena is currently being investigated in a
wide number of MP morphologies, like nanoparticles, films, hollow films, gratings,
disks, and more complex morphologies [14, 19, 174, 197]. NPs are probably one
of the least investigated classes of MP candidates, due to the previously discussed
complexity in their structure and composition. Many of the phenomena that will
be discussed on the NPs have been theoretically predicted and observed in other
morphologies. In particular, results on plasmonic nanodisks that also exhibit LSPR
will be proposed as a reference.

In single-phase nanoparticles, the dielectric tensor of the material can be used in
Mie equations to obtain the single-particle absorption and scattering cross sections;
[198, 199] as an alternative, an effective medium such as the generalized Maxwell–
Garnett (MG) approximation can be used to describe the system [22, 23, 200, 201].
In the case of the Faraday and MCD experiments, that are performed in transmis-
sion configuration, for optically isotropic magnetic materials, the dielectric tensor is
simplified as εxx = εyy = ε1 + iε2 and εxz = εyz = 0. Considering the MG equa-
tion for diluted particles the angle of plane rotation (θ ) and the ellipticity (ε) of the
polarization in the Kerr configuration is [202–204]:

θ + i ∈= 2εm
(εxx − εm)(εxx + 2εm)

εxy (5.4)

As in the case of the 5.2, resonant conditions for the MO signal should appear as
in the denominator reaches a minimum. In this case it occurs under two conditions
(a) εxx = −2εm, hence to the excitation of the SPR corresponds an amplification of
the MO effect and (b) εxx = εm, hence, MO amplification can occur upon a different
excitation of the SPR.

Amplification of MO effects at the SPR have been observed in a wide number
of single phase metallic NPs of Fe [21, 205], Ni [23] and Co [22, 24] as well as
FeCo [206] and FePt [207] alloys nanoparticles, phenomenologically confirming the
existence of the effect. The change of MO signal as a function of different structural
factors, such as the particle size in the Fe NPs [21] and in the Co NPs [208, 209]
(see Fig. 5.5i), the packing factor in Co nanoparticles [24], and the nature of the
medium surrounding Co NPs [210–212], follow the behavior of the SPR. As was
previously discussed, SPR in magnetic metallic NPs is blue shifted in comparison
to plasmonic NPs. This is also observed in the MO spectrum, but the MO line
shape can be a peak or a dispersive curve depending on type of MO effect that is
measured. However, in most of these studies there is not a good agreement between
the theoretical calculations and experimental MO measurements. In most of the
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Fig. 5.5 iaMOKE spectra of thin films consisting of 8, 10, and 12 nm size Co particles deposited on
Al substrate.bCo thin film reference spectrum. c Influence of solution dilution of the particles on the
MOKE signal [208] (Reprinted from [208], with the permission of AIP Publishing). iiaNormalized
Faraday rotation spectra of γ-Fe2O3 and Fe3O4 nanoparticles. b Normalized Faraday rotation
spectra of γ-Fe2O3 nanoparticles, gold-coated γ-Fe2O3 nanoparticles, and a mixture of γ-Fe2O3
and gold nanoparticles. The absorbance spectrum showing the plasmon resonance band of the
gold-coated γ-Fe2O3 nanoparticles is indicated by the dotted blue curve [222] (Reprinted with
permission from [222], Copyright 2009 American Chemical Society). iii Comparison between
MCD magnetization curves for magnetite nanocrystal monolayers with and without a rough gold
filmmeasured in transmission (a) and reflection (b) configurations [217] (Reprintedwith permission
from [217], Copyright 2002 American Chemical Society). iv Optical absorption spectrum (red ◯),
and MCD (black ◯) of the gold nanoparticles. Optical absorption (A) is given in normalized units
at peak maximum (A/AMax); dichroism (	A) is scaled in accordance (	A/AMax) [229] (Reprinted
with permission from [229], Copyright 2009 American Chemical Society)
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previous studies it has been argued that such differences come from the difficulty
in accurately determining the optical and magneto-optical properties of magnetic
materials composing the nanostructures, since they can be affected by oxidation
processes and by surface and size effects, resulting in a dielectric tensor with can be
very different from the starting bulk material, and very hard to characterize. Vlasin
et al. [213] propose to take into account the diamagnetic MO contribution of the
medium, to adequately perform the theoretical calculations with the MG model.

The amplification of the MO signal has been theoretically calculated with the
Maxwell–Garnett effective field approximation in bimetallic CS and onion-like
nanostructures [201, 214, 215] and observed in Ag@Co [38] and Ag@CoFe CS
NPs [51] and Au top-capped Ni wires [216]. López-Ortega et al. [51] compares the
plasmonics and MO properties of CoFe NPs to those of Ag@CoFe NPs (Fig. 5.3iv).
The bare magnetic NPs do not present SPR and their MO signal is weaker than that
of the MPs CS NPs that have a SPR and Faraday effects at coincident wavelength.
Interestingly, the MO signal exhibits a similar shift in energy as the SPR when the
surroundingmedium is changed, indicating the possibility to apply theMO technique
for chemical and biochemical sensors.

Wang et al. [38] investigated the evolution of the plasmon-induced MO signal of
Au@Co CS NPs as function of the Co shell thickness. They observe an increase of
the Faraday signal and of the SPR as Co layer was thinner even if bare Co NPs had
small MO signal and no SPR. This behavior was in agreement with the simulations
employing MG model confirming the expected damping of the SPR induced by the
strong absorption of the magnetic component. However, the authors correlate the
stronger MO activity of the CS NPs with thinner magnetic layer to an amplification
effect of the EMFs induced at the LSPR. In fact, the local enhancement of the EMFs
at the plasmonic resonance is a well-known and exploited optical effect that can
give rise to the amplification of a wide number of optical effects. For example,
Shemer et al. [217] showed that the Kerr effect in Fe3O4 NPs increases up to 3 times
when placed in the proximity of plasmon-active rough metallic surfaces (Fig. 5.3iii).
The proof of concept for this plasmon-amplified MO effect was demonstrated in
composites of Au nanoparticles dispersed in garnet films [218–220]. The majority
of available studies currently involve CS and HDs NPs [221–223] with magnetite
(Fe3O4), maghemite (γ-Fe2O3) or spinel oxides doped with a second transition metal
cation, due to the easier synthesis and their possible application in biomedicine. Jain
et al. [222] reported the amplification of the Faraday signal of Au-coated maghemite
nanoparticles (Fig. 5.3ii). Li et al. [221] observed an increase of the Faraday rotation
and a change of its sign in Ag–CoFe2O4 HDs, but not at the SPR wavelength. In
fact, the comparison between the MO properties of the bare magnetic moiety and
in the hybrid nanostructures is not straightforward, due to the previously discussed
magneto-structural differences between the two systems.

Several studies investigated the MO properties of mixtures of magnetic and plas-
monic NPs, in which direct contact is excluded and mainly near field EMF inter-
actions modify the MO signal. Several studies have shown the amplification [224,
225] or the reduction [68] of MO signal and the change of its sign [224], consid-
ering different interparticle distances and hence different dipolar strength. Discrete
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Dipole Approximation calculations predict in Ag and CoFe2O4 packed NPs a non-
monotonic dependence of the MO signal on the interparticle distance, the maximum
being at 20 nm interparticle distance [226].

The overlapping of the SPRwith aMO transition has been also taken into account.
Campo et al. [68] investigated the effect of the SPR on the different MO transitions
of CoFe2O4 NPs dispersed in a solvent with a small concentration of Au NPs (<1%).
This oxide exhibits three bands associated to different interband and intraband optical
transitions. The broad SPR peak of the composite overlaps with the interband charge-
transfer (CT at 1.8 eV) transition and a crystal field (CF at 2.0 eV) transition of the
Co2+ ions, which result in distinct MO spectral features. While the MO signal at the
CF transition decreases, the one of the CT transitions that fully overlaps with the
SPR, evolve to several weak MO transitions. On the other hand, plasmon-induced
amplification of the MO signal of single-molecule magnet molecules (terbium(III)
bis-phthalocianinate) deposited of Au discs was recently observed [227]. In this
case the SPR of the substrate discs almost overlaps with the MO transitions related
to the main absorption band of the molecule. A moderate, but very clear fivefold
enhancement of the MO signal from the magnetic molecule was observed in this
case.

One relevant point is that also non-magnetic plasmonic nanostructures exhibitMO
effects at the SPR [203, 228, 229]. In fact, the interaction of light with free electrons
in presence of a magnetic field perpendicular to the oscillating electric field of light
gives rise to magneto-optical effects due to the Lorenz force [198, 230]. This results
in Kerr or Faraday rotations due to the modification of the propagation plane. The
magnetic field-induced change of the electron oscillation momentum implies that
the SPR energy also varies and hence the plasmon frequency shifts in the presence
of an applied magnetic field [203]. When using circularly polarized light, circular
plasmonic modes with right and left polarization are split in energy in presence of a
magnetic field parallel to the propagation direction giving rise to MCD nearby the
SPR [229] (Fig. 5.3 iv). Nowadays different Kerr, Faraday and MCD effects have
been demonstrated inAu [231], Ag [232, 233] and even in plasmonic semiconductors
[234, 235] on nanoparticles, discs, rods and other morphologies. The MO effect of
plasmonics nanoparticles varies linearlywith themagnetic field, and it requires strong
magnetic fields to be significant [229, 236]. In fact, it is significantly smaller than
that of magnetic materials due to their different electronic origin.

5.5 Perspectives

In previous chapters we showed several examples of the multifunctionality of the
MP nanostructures. However, a wide number of difficulties must be overcome to
obtain high performance MP materials and devices. Such difficulties are linked to
the nature of the involvedmaterials and to the difficulties in the chemical design of the
researched morphologies. From the optical point of view, the large optical losses of
the most investigated magnetic materials: magnetite and maghemite, and Fe, Co, Ni,
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give rise to the damping of the plasmonic properties in the different nanostructures.
Alternatively, more transparent magnetic materials, like magnetic garnets (YIG) or
magnetic metal-doped semiconductors, like ferromagnetic Co doped ZnO [237] or
paramagnetic CeF3 [238] are known, but their synthesis as nanoparticles or similar
is currently a challenge. In this case, a more promising design would be the synthesis
of metallic multicomponent alloys, semiconductors or multicomponent oxides in
which the optical, plasmonic and magnetic properties could be optimized thanks to
the control of the composition. Also, the search of alternative plasmonic materials
should be interesting to developMPnanostructures, since the vastly employedAgand
Au are not fully optimalmaterials [10]. For example, even if Ag has low optical losses
in the visible optical range, the nanoparticles are not stable as Ag oxidizes easily. Au
is more chemically stable, but it has large losses. These metals have large absorption
in the NIR region where many applications—like telecommunications (TC) and
biomedicine—are now working. Strong research activity is currently focused on
novel plasmonic materials [9] and the development of MP structures with these
compounds will be interesting.

The previous question is crucial also for the development of MP-based magneto-
optical devices. In fact, the magneto-optical figure of merit, i.e. the parameter that
defines the efficiency of a material for MO applications, is inversely proportional to
the absorption.Magnetic garnets and Eu-chalcogenides, that have smallerMO signal
than Fe or Co metals, are however employed in optical telecom devices due to their
small losses in the Vis and IR [14]. The synthesis of MP NPs with materials with
better transparency, as was previously discussed, or the employment of magnetic
materials with high MO properties as half-metallic or Heusler phases [240] holds
great promise.However, the synthesis of nanoparticles of thesematerials has not been
developed at the moment. An alternative is the design of single phase and hybrid MP
NPs with a morphology in which MO and SPR signals are not directly coupled.
For example, in asymmetric structures, like ellipsoidal discs, the main SPR and the
plasmon MO resonance occurs at different energies as are correlated with different
orientations of discs. As shown by Chen et al. [241] in ellipsoidal Ni discs or by
Macaferri et al. [242] in ellipsoids while the optical SPR can be excited along the
main axis of the ellipsoid, the plasmonic MO excitation occurs along the orthogonal
short axis at different wavelength. On the other hand, similar gap between MO and
SPR has been observed in 2D arrays in which a mixture of plasmonics (Au) and
magnetic (Ni) discs are arranged. Depending on the relative orientation of light and
the array structure, different dipolar coupling processes between the plasmonic and
magnetic discs (Ni–Ni and Au–Ni) are possible [243, 244], giving rise to high MO
signal in a low absorption regime. Theoretical studies show that the development of
MP photonic crystals composed of mixtures or single NPs could give rise to high
magneto-optical performances.

Directly correlated with MO effects is the use of MPs for magnetic storage tech-
nologies [245, 246]. Heat AssistedMagnetic Recording (HARM) [247] is a commer-
cial technology that takes advantage of the interplay betweenmagnetic and plasmonic
units to reach record (2 Tb/in.2) density of magnetic storage [248]. This technology
employs ultrafast switching of the magnetization of bits thanks to the local heating
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produced by plasmon induced confinement of light. This is obtained by coupling a
plasmonic antenna to a continuous magnetic medium [197]. Alternatively, all-optical
magnetic recording has also been proposed as an ultrafast technology in the THz
regime to switching the magnetization in magnetic memory and logic spintronic
devices [250–253]. Ultrafast and high-power laser pulses allow magnetic erasing
and writing processes thanks to a phenomenon known as the inverse Faraday effect.
The incorporation of plasmonic structures should enhance the EMFs while at the
same time allowing subwavelength spatial resolution inverse Faraday effects [251,
254, 255] and hence facilitate the incorporation of this technology in the on-chip
submicrometric devices. While these two technologies are now investigated in films,
3D dots will be the further progress technology—for example, heated dot magnetic
recording (HDMR) promises up to 10 Tb/in.2 [256]. Some works have investigated
the possibility of MO writing and reading employing MP multilayer dots [255].
Here the aim is to overcome the limit of magneto-optical imaging in terms of spatial
resolution [246]. MP nanoparticles should be the prototypes to investigate future
developments of these technologies.

While the former technology (HAMR) takes advantage of the heat-induced
demagnetization process, a different type of photo-induced switching mechanism
activated by plasmonic resonance was proposed in Bogani et al. [257]. In this study
the MO-detected hysteresis loops of AuFe nanoparticles with high coercive field
were measured under the simultaneous irradiation with low power light at different
wavelengths. The authors observed a faster magnetic relaxation of the nanoparticles
when irradiating at the SPR wavelength. Different tests excluded that the observed
phenomena were due to plasmon induced thermal or inverse Faraday effects. The
authors propose that spin scattering processes are activated by the plasmon-induced
electronic excitations.

Another field in which the multifunctional capabilities of MP NPs are very
attractive is that of biomedical applications [246]. The development of theranostic
approaches, i.e. diagnostic, imaging and therapeutic capabilities on a single platform
for efficient and personalized treatment of cancer and other diseases, is a field in
which the combination of the different performances of the plasmonics andmagnetic
moieties of theMPNPs can bring significantmomentum.The benefit is also the possi-
bility of overcoming the natural limits of each technique: the red-shift of SPR of the
MP NPs allows imaging and treatment using IR radiation, while radio frequency-
induced hyperthermia allows to perform thermal therapy in deeper regions of the
body, unreachable to light, or to increase local temperature combining magneto- and
photo-thermia. First demonstrations have been shown [258]; however, one of the
main limitations for these applications is the restriction to Au for plasmonic and Fe
oxide for the magnetic moiety taking into account cytotoxicity criteria. On the other
hand, Ag has a stronger and narrower SPR compared to Au, while the Co-ferrite
or FeCo alloys have larger anisotropy and magnetization respectively than the Fe
oxides. However, these better compounds are chemically unstable in the body and
cytotoxic.
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Currently, different plasmonic diagnostic and sensing devices or platforms, using
LSPR effects, are under investigation.MPNPs are gathering interest due to the possi-
bility to combine the plasmonic application and an improvement in the efficiency
to separate, concentrate or localize the analyte thanks to magnetic control in such
a way to increase the sensibility, selectivity and detection rate. On the other hand,
MO effects are being considered for the detection method. Recently, MCD and Kerr
effects have been demonstrated to be high performance techniques for optical sensing
of non-magnetic plasmonic structures [229]. However, since the MO signal of the
magnetic materials is larger than that of the plasmonic ones and it can be reached
applying smaller magnetic fields, the performance of magnetic structures should be
better. On the other hand,MO spectroscopy could be useful to improve the selectivity
of optical detection. Taking advantage of the phase change of the MO signal near
the SPR proposed in [259], Macaferri et al. [260] developed an ultrasensitive and
label-free molecular-level detection using ellipsoidal Ni nanodiscs and Kerr effect
detection.

The employment of MP nanostructures for optimizing catalytic processes is
another interesting application for magnetic-plasmonic hybrid structures. Most of
the investigations exploit the bifunctionality of these structures, using for instance
the capability of magnetic concentration, or the functionalization of the plasmonic
surface. However, new scenarios that benefit from the properties of these hybrid
structures are becoming clear: in hybrid structures like Au@Fe-oxides, the charge
transfer mechanism and the charge depletion region can modulate the surface charge
for catalytic reactions [90, 261–263]. On the other hand, plasmon-mediated catalytic
processes are activated thanks to the local heat induced at the resonance [137].
In the case of MP NPs, the combination of photothermal and magnetic induced
hyperthermia can be a new approach for controlling catalytic processes.

Another interesting perspective regards spin-plasmonics, i.e. the effects correlated
to the net spin-polarization of the electrons involved in the plasmonic excitations. The
spin polarization of s-band should not occur in pure plasmonicmaterials since they are
diamagnetic, while it occurs in the s and d bands at the Fermi lever of the magnetic
metals. In these materials, the spin-unbalance of s-electrons at the Fermi level is
much smaller than the one corresponding to localized d-electrons. Several exper-
iments based on X-Ray Magnetic Circular Dichroism spectroscopy have demon-
strated the possibility to magnetize plasmonic elements. This has been observed in
MPs metallic alloy based nanoparticles, like in AuFe [26, 27] NPs, or in metal@
oxide hybrid heterostructures like Au@Fe3O4 CS NPs [89] as previously discussed.
In magnetic materials, different intrinsic and extrinsic spin scattering mechanisms
can give rise to different magneto-transport effects which are the base of magnetore-
sistance sensors and other spintronic devices. The effects due to a spin population
and the spin scattering process in the SPR resonance has not been considered at the
moment.

The landscape of new effects and applications of Magneto-plasmonic mate-
rials that is progressively appearing shows an increasing crossover of the MP
effects with thermal effects. Several cases were discussed above in which
magnet/plasmon/thermal effects are correlated, in particular to the photothermal



5 Magneto-Plasmonic Nanoparticles 129

and magnetic hyperthermia effects therapies and plasmon driven demagnetization
process. However, other crossing mechanisms can be outlined. Martin et al. [264]
theoretically showed that the spatial thermal diffusion of the plasmon-induced heat
between MP nanoparticles can be controlled by the MO effects. Experiments by
Temnov et al. [265, 266] demonstrate the modulation of the non-linear optical prop-
erties of propagating plasmons in magnetoplasmonic multilayers induced by the
thermal process at the magnetic interfaces. In addition, in MP NPs, single phase
or hybrid, phononic and magnonic excitations are affected, and coupled, by size
effects of the moieties, the inter and intra particle coupling and by the particle
morphology. The fact that an increasing number of novel properties are being
observed in magnetic and plasmonic nanostructures using other external stimulus—
like chirality light, electrical and electrochemical fields or mechanical forces—[14,
72, 171, 174, 197, 251] involves that MPs will be excellent benchmark materials to
design and investigate multi-responsive, multifunctional nanomaterials.
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Chapter 6
Hollow Magnetic Nanoparticles

Hafsa Khurshid, Zohreh Nemati, Óscar Iglesias, Javier Alonso,
Manh-Huong Phan, and Hariharan Srikanth

Abstract Hollow magnetic nanoparticles present a characteristic morphology that
gives rise to interesting magnetic behaviors and novel applications. In this chapter,
we describe the synthesis methods utilizing the Kirkendall effect and the magnetic
properties of these nanoparticles, with a focus on the analysis of their enhanced
surface anisotropy, spin disorder, and exchange bias effect. The experimental studies
are complemented by atomisticMonteCarlo simulations. Finally, we review a variety
of applications of these nanoparticles, especially in biomedicine, batteries, sensing,
and data storage, and also discuss some of the limitations that need to be overcome
for their implementation.
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6.1 Introduction

Magnetic nanoparticles (MNPs) have attracted a lot of attention in the scientific
community during the last decades due to their novel magnetic properties and their
promising applications [1–4]. These nanoparticles can exhibit a series of interesting
magnetic phenomena, such as superparamagnetism, exchange bias, and surface
disorder [6, 7], and they have been used for a wide variety of applications from
data storage [2, 8] to biomedicine [9, 10]. Many of these magnetic nanoparticles
are usually iron oxide based, due in part to their relatively large magnetic moment,
biocompatibility, and well-established synthetic methods that afford good repro-
ducibility, narrow size distributions, and a high degree of control over their char-
acteristics. Since the magnetic properties of these nanoparticles strongly depend on
their structural and morphological characteristics, advances in the ability to synthe-
size these nanoparticles havemotivated different groups to developMNPswith novel
properties and applications [11, 12].

In order to further extend the possibilities of these MNPs, researchers have tried
to tune their magnetic properties by changing their shape, size, and morphology. In
particular, recently, MNPs with a cavity inside making them hollow have been fabri-
cated. From a magnetic point of view, this “hollow” morphology is especially inter-
esting because the presence of both inner and outer surfaces contributes to increase of
the total surface area of theMNPs, and this can lead to enhanced surface disorder and
therefore to higher surface anisotropy and exchange bias [13–19]. Several different
kinds of hollow MNPs with enhanced properties have recently been reported in
the literature. Many of them are based on ferrites and magnetic oxides materials.
For example, Jaffari et al. [20] have described an enhancement of the surface spin
disorder in hollow NiFe2O4 nanoparticles. And Shin et al. [21] have recently synthe-
sized 20 nm hollow manganese oxide nanoparticles with a paramagnetic behavior
around room temperature.

In addition, hollow MNPs with tunable shell thickness and composition are
promising building blocks for new advanced materials with lots of potential applica-
tions. In principle, hollowmorphology allows encapsulating different contents inside
the MNPs for various applications [1, 2, 22–24]. For example, anticancer drugs can
be encapsulated inside the hollow MNPs used for drug delivery applications. The
anticancer drug is camouflaged and protected inside the MNPs on its way toward the
target once introduced into the body. These hollow MNPs can be guided toward the
tumor area with an external magnetic field andmake them release the anticancer drug
in a localized and controlled way without affecting other regions of the body [22, 25,
26]. In the same way, hollow MNPs have also been proposed for other applications
such as lithium-ion batteries. Hollow MNPs can store Li-ions inside, and they offer
fast diffusion for Li-ions uptake/removal [27]. Likewise, the void space in hollow
particles has been used to modulate refractive index, lower density, increase active
area for catalysis, etc. [28]. Therefore, hollow MNPs have potential applications
in a wide variety of areas, including catalysis, memristors, batteries, targeted drug
delivery, and environmental treatment.
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However, these pure magnetic materials can present some limitations, especially
in biomedical applications, and recently other strategies have been proposed in order
to create composite hollow MNPS. These have mainly focused on the use of a non-
magnetic shell made of biocompatible materials, such as silica or carbon, and a
magnetic phase in the interior of the shell in order to grant the composite magnetic
response. For example, Son et al. [29] have synthesized silica nanotubes with a layer
of magnetite (Fe3O4) on the inner surface for magnetic-field-assisted bioseparation,
biointeraction, and drug delivery. Magnetic carbon nanocages have been introduced
byQuin et al. [30] as efficient and recycled adsorbents in the removal of dye staff from
textile wastewater. And Zhou et al. [31] have fabricated hollow silica nanospheres
with Fe3O4 nanoparticles in the core. In addition, in the last years, a great progress has
been made in the fabrication of multishelled hollow MNPs, with two or more shells,
such as metal oxides and metal ferrites, which would provide additional tunability
and improved applicability, as has been reported by Qi et al. [32], although the
synthesis procedure becomes more complex.

In this book chapter, we focus on iron-oxide-based hollow MNPs, presenting
a comprehensive report about their interest, properties, and applications. First, we
analyze the synthesis procedures and describe the most relevant magnetic proper-
ties of these nanoparticles, including surface anisotropy, shell thickness dependence,
exchange bias, etc. Then, we show how the structure and magnetism of the nanopar-
ticles evolves as they become hollow through Kirkendall effect. The experimental
findings are complemented with Monte Carlo simulations. Finally, we describe in
detail some of the most relevant applications for these hollow MNPs, ending the
chapter with a summary and future outlook.

6.2 Synthesis of Hollow MNPS

During the past years, there have been several reports on various physical and chem-
ical methods to synthesize hollow nanoparticles, both magnetic and non-magnetic
(CuO, C, NiO, SiO2, CoSe, Al2O3, etc.) [19, 28, 33, 34]. Hollow nanoparticles can
be essentially prepared by using two different fabrication methods, i.e., template-
assisted method and template-free method. The template-mediated growth of hollow
nanoparticles usually gives particles of microscale size and is more favorable
to synthesize silicates, polymer-latex colloids, and polystyrene-magnetite hollow
composites [35]. The template-free methods are more versatile to produce hollow
MNPs and can be either hydrothermal or solvothermal reactions [36]. In the case of
hollow MNPs, most of the fabrication methods reported follow chemical routes,
such as templating approach, nanoscale etching, Ostwald ripening, or layer-by-
layer growth [28, 37–43]. For example, monodisperse magnetite hollow MNPs with
400 nm average diameter and 60 nm shell thickness have been prepared through a
one-pot solvothermal process based on Ostwald ripening [44].

The most facile method to produce monodisperse hollow MNPs is based on the
Kirkendall effect. This method is a two-step procedure; at first, core/shell MNPs
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are produced and the hollow nanostructures are obtained by oxidizing them [45].
Kirkendall effect was first reported by Kirkendall and Smigelkas in [46] and is based
on the different diffusion rates of core and shell materials. This will be analyzed in
more detail later in the book chapter.

It is to be noted that in these core/shell MNPs, the core is metallic while the
shell is an oxidized form of the core material, being the end product a metal-oxide
core/shellMNP [47]. These core/shell structures can be initially synthesized either by
physical or chemical routes. For example, core/shell structured (Ni33Fe67)/(NiFe2O4)
nanoparticles synthesized by the inert gas condensation method were used as the
seeds to obtain NiFe2O4 hollow MNPs [20]. To obtain the hollow morphology, the
core/shell particles were annealed above 350◦52C. Later CoFe2O4 nanoparticles
were obtained by following similar physical synthesis routes, that is by annealing
Co33Fe67/CoFe2O4 (core/shell) nanoparticles [48].

In order to obtain iron-oxide-based hollow MNPs, thermal decomposition
synthesis routes have been frequently employed. A typical setup for thermal decom-
position is presented in Fig. 6.2a. During a thermal decomposition process, core/shell
nanoparticles are synthesized by thermally decomposing organometallic compounds
at high temperature in the presence of organic solvents and hydrophobic surfactants,
oleic acid (OA), oleyl amine (OY), trioctyle phosphine, octanoic acid, etc. [49]. These
surfactants play a very important role in stabilizing as well as in obtaining monodis-
perse and controlled particle size of core/shell nanoparticles that will eventually
be transformed into hollow. Thermal decomposition of Fe(CO)5 in the presence of
organic surfactants is a common synthesis technique used to obtain to obtain iron-
based core/shell MNPs [50]. The resultant core/shell MNP is usually composed of
iron and iron oxide (either maghemite or magnetite) [51]. During a second step, the
reaction product is heated again under flow of oxygen, aiding the Kirkendall effect
and hence leading to a hollow morphology.

As an illustrative example, in Fig. 6.2b, we present the synthesis route for hollow
γ-Fe2O3 (maghemite) nanoparticles [16]. Briefly, a three-necked flask was charged
with oleylamine, 70%, and 1-octadecene, 90%, and the mixture was stirred at 140 °C
under a mixture of 95% Ar + 5% H2 gases for two hours to make sure that there
was no trace of moisture or air in the flask. The temperature was raised subsequently
to 220 °C where iron pentacarbonyl, Fe (CO2)5, was injected and left to reflux
for 20 min. After injection, the iron pentacarbonyl immediately decomposed into
iron fragments, which are the onset for nanoparticle formation (black precipitate).
Acetone and/or CO gas formed in the reaction vessel (white smoke) and the reaction
temperature raised a few degrees because of its exothermic nature. The injection
temperature is important to have a narrow size distribution. Following reflux, the
sample was cooled down to room temperature. The average particle size of the
core/shell nanoparticles can be controlled by varying the injection temperature and/or
amount of oleylamine. The obtained MNPs consist of a Fe core and a γ-Fe2O3 shell.
To create hollow γ-Fe2O3 MNPs, the core/shell sample was annealed at 180 °C for
one hour under a flow of oxygen. Both core/shell and hollow nanoparticles were
washed with a mixture of 3 ml hexane, 95%, and 97 ml ethanol, ≥99.5%.
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Fig. 6.1 Schematic depiction of some of the synthesis methods, magnetic properties, and
applications of hollow MNPs

Fig. 6.2 a Thermal decomposition synthesis setup, and b schematic of the reaction route for hollow
γ-Fe2O3 MNPs
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Figure 6.3 shows the TEM and HRTEM images of the core/shell and hollow
MNPs. In the case of the core/shell MNPs, both the core and shell are crystalline.
The measured lattice spacing of the core corresponds to the (110) lattice planes of
alpha iron and that of the shell to the (311) planes of the spinel iron oxide. The Fe
core is single crystalline, however, the oxide shell is composed of small crystallites
which are oriented randomly. In the case of the hollow MNPs, the shell is composed
of randomly oriented grains that stick together to make a hollow shell.

Fig. 6.3 TEM and HRTEM images of the core/shell Fe/γ-Fe2O3 (a, b) and hollow γ-Fe2O3 (c,
d) MNPs; Inset (a) shows a histogram of the particle size distribution and inset (c) shows SAD
pattern of hollow nanoparticles. The scale bar is 20 nm in Fig. (a, c) and is 5 nm in Fig. (b, d)

Fig. 6.4 a ZFC (solid symbols) and FC (open symbols) magnetization versus temperature curves
for 9 nm (spheres) and 18 nm (squares) hollow γ-Fe2O3 MNPs. M–H loops taken at 300 and 50 K
for the 9 nm (b) and 18 nm (c) hollow γ-Fe2O3 MNPs. Reprinted from [15], with the permission
of AIP Publishing
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6.3 Magnetic Properties of Hollow MNPs

HollowMNPs exhibit interestingmagnetic properties,which are rather different from
those of their solid counterparts. In general, the nanoparticles’ magnetic response is
based on the combination of surface effect, finite-size effect, inter and intra-particles
interactions, etc. In the case of hollow MNPs, increase in the surface area due to the
appearance of the inner surface can give rise to distinctmagnetic properties, including
reduced magnetization, spin canting, and a strong increase in effective anisotropy
and exchange bias [15, 20]. Therefore, hollow MNPs provide an excellent model to
study these effects.

6.3.1 Basic Magnetic Behavior

The magnetic response of the hollow MNPs as a function of the temperature and
the applied magnetic field presents several clear differences in comparison with their
solid counterparts.

In the zero-field-cooled/field-cooled ZFC/FC curves obtained from measuring
the magnetization as a function of temperature (Fig. 6.4a), hollow iron oxide MNPs
normally present a maximum at low temperatures, corresponding to the magnetic
blocking of the hollow MNPs, followed by a continuous decrease of the magnetiza-
tion with increasing temperature. For sizes size below 10 nm, the blocking usually
takes place at very low temperatures <50 K. As the size of these MNPs increases,
so it does their blocking temperature. This value of the blocking temperature tends
to be appreciably smaller than the one corresponding to solid MNPs of equivalent
volume. This indicates that the blocking process in hollow MNPs is more related to
the individual blocking of the nanograins that compose the hollow shell, than to the
overall blocking of the whole nanoparticle, as it is usually the case for solid MNPs.
However, even for the smallest hollow MNPs, the blocking temperature obtained
tends to be larger than the one that would correspond to the isolated nanograins.
This can be related to the presence of magnetic interactions among these nanograins
and/or an enhanced value of the anisotropy energy due to the spins surface disorder.
On the other hand, for the hollow nanoparticles, some separation between the ZFC
and FC magnetization branches can also be typically observed. The irreversibility
between the ZFC and FC curves can persist even at 300 K, far above the blocking
temperature, and it can be attributed to increased anisotropy in the system and the
effects of inter-particle and intra-particle interactions.

Concerning the magnetic hysteresis, M–H, loops (see Fig. 6.4b, c), at very low
temperatures (~5 K), hollow MNPs usually present an elongated shape with a
pronounced increase of the coercivity, decrease of the remanence, and a high field
slope in comparison with solid ones. TheM–H loop for the hollowMNPs, especially
at low temperatures, resembles those of frustrated and disordered random anisotropy
magnets. This is related to the high magnetic frustration present in the spins of these
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hollow MNPs. As the size of the nanoparticles decreases, the slope of the M–H
curves tends to increase indicating that the proportion of disordered surface spins
increases with decreasing size of the hollow MNPs. As the temperature increases,
the M–H loops resemble more and more those of magnetic nanoparticles with super-
paramagnetic + paramagnetic behavior. The superparamagnetic behavior is related
to the core spins of the nanograins in the shell, while the paramagnetic behavior can
be related to the surface spins of these nanograins. Their relative contribution can
vary depending upon the size and number of nanograins (size and shell thickness).

6.3.2 Surface Anisotropy and Spin Disorder

Since both inner and outer surfaces of a hollow nanoparticle contribute to enhance
its total surface area and hence surface anisotropy K s, this contributes to increase
the effective anisotropy (Keff) of the whole system via: Keff = Kc + 6K s/D, where
Kc is the anisotropy associated with the core spins and D is the mean diameter of
the nanoparticle. The effective anisotropy of these MNPs can be estimated from
the blocking temperature, using the standard formula KeffV = 25kBTB, where TB

corresponds with blocking temperature and V with the volume of the nanograins in
the shell. For hollow γ-Fe2O3 MNPs, effective anisotropies around ~106–7 erg/cm3

have been reported [13, 15, 20, 52, 53], which can be up to two orders of magnitude
higher than those corresponding to solid maghemite nanoparticles (~105 erg/cm3).
Other estimations of the effective anisotropy, for example by means of AC suscep-
tibility measurements, tend to yield similar values. This increase of the effective
anisotropy can be attributed to the enhanced contribution from both surface and
finite-size effects in hollowMNPs. The spins lying at the surface and interface of the
magnetic nanograins can give rise to a great enhancement of the surface anisotropy.

To quantify the surface spins contribution toward magnetic properties, we can
analyze the magnetization vs magnetic field, M–H, loops. In an ensemble of MNPs,
the uncompensated surface spins are well known to provide a linear contribution
(paramagnetic) to the magnetization. To extract paramagnetic contribution to the
magnetization, the experimental M–H data can be fitted to the Langevin function
with an added linear term (6.1)

M(H) = MMSP
S [coth

(
μH

KT

)
−

(
KT

μH

)
] + χPMH (6.1)

whereMS
SPM is the saturation magnetization of the SPM part (corresponding to the

“core” spins inside the shell), μ is the average magnetic moment of SPM particles,
and χPM is the susceptibility of the paramagnetic contribution (corresponding to the
“surface” spins at the shell) that is linear with the magnetic field H.

As an example, in Fig. 6.5 we present the M–H loops and corresponding fittings
to (6.1) for 9 and 18 nm hollow γ-Fe2O3 MNPs. As depicted, for 9 nm hollow MNP
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Fig. 6.5 Magnetic hysteresis, M–H, loops taken at 300 K for a 9.2 nm and b 18.7 nm hollow
γ-Fe2O3 MNPs. The curves are fitted (red) to (6.1); the blue and magenta curves represent the
simulated SPM and PM contributions, respectively. Reprinted from [15], with the permission of
AIP Publishing

of iron oxide, the SPM susceptibility contributes to only 13% of the total magnetic
moment, while the rest of it (87%) comes from the surface spins (paramagnetic
susceptibility). Interestingly, by increasing the nanoparticles size up to 18 nm, the
SPM susceptibility contribution increased to 97%while only 3% contribution comes
from thePMsusceptibility. Such a largerPMcontribution in the smaller hollowMNPs
suggests a larger number of disordered surface spins present.

It is important tomention that in 9 nmhollowγ-Fe2O3 MNPs, the shell thickness is
usually around 2 nm only [13], and it increases to 4.5 nm thickness for 18 nm hollow
γ-Fe2O3 MNPs. Therefore, the surface spin contribution is strongly related to the
shell thickness. Bigger thickness will accommodate more and bigger nanocrystals
in the shell, and this will reduce the number of surface spins present and therefore
the surface contribution to the magnetism of the MNPs.

6.3.3 Exchange Bias Versus Minor Loops

Owing to broken exchange bonds and lower crystal symmetry, the highly disor-
dered surface spin layers in hollow MNPs can enter a spin-glass-like state at a low
temperature. Due to their very high surface anisotropy and large number of frustrated
spins, hollow MNPs are very interesting candidates to investigate spin-glass and the
exchange bias phenomenon. The field-cooledM–H loops show unusually large hori-
zontal and vertical shifts in hollow MNPs below 10 nm [13, 15] that keep increasing
with cooling field, giving rise to large exchange bias, EB, values.

In the case of solid MNPs, it has been reported that EB can be related to the
exchange coupling between the shell of disordered spins and the core of ordered
spins [54]. In the case of hollow MNPs, EB studies were carried out on 9 and 18 nm
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Fig. 6.6 Field-cooled M–H loops taken at 5 K for a 9.2 nm and b 18.7 nm hollow γ-Fe2O3 MNPs.
Reprinted from [15], with the permission of AIP Publishing

hollow γ-Fe2O3 MNPs. The samples were cooled down from room temperature
down to 5 K in high magnetic fields and the M–H loops were recorded afterward.
Unusually large horizontal and vertical shiftswere observed in both cases, as depicted
in Fig. 6.6. In addition, it can be seen that for the 9 nm sample, the M–H loops are
not closed when the maximum field is applied, as if the applied field is lower than the
irreversibility field of the samples. Considering this, it is not correct to refer to the
observed loop shifts as EB effects, and rather we should consider them as minor loop
effects, since we are not saturating the magnetization of the sample in our recorded
M–H loops. This huge magnetic irreversibility can be attributed to the large portion
of disordered spins locating at the innermost or outermost surfaces of the shell and
at the interfaces between the nanograins. It is very interesting to note that unlike the
case of the 9 nm hollow MNPs, the loop shift observed for the 18 nm hollow MNPs
represents an intrinsic EB effect. These results clearly point to the important role
of inner and outer surface spins in enhancing the observed EB effect in the hollow
MNPs.

When exchange bias studies were performed in 18 nm solid iron-oxideMNPs (see
Fig. 6.6b), they showed much lower EB field. Such a difference in EB in solid versus
hollow nanoparticles points to the important role of inner surface spins in enhancing
the EB effect. Moreover, in case of smaller hollow nanoparticles (below 10 nm), the
tremendous increase in surface-to-volume ratio directly impacts the spin disorder,
and hence, a minor hysteresis loop is obtained under field-cooled conditions.
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6.4 Evolution from Core–Shell to Core–Void–Shell
to Hollow

Core/shell MNPs are composed of a core and shell with different magnetic phases
such as ferromagnet–antiferromagnet (FM–AFM), ferromagnet/spin glass, ferri-
magnet/ferrimagnet, etc. [11, 12, 55–57]. This kind of nanocomposite systems
presents great potential for a wide range of applications: for example, Fe–Fe oxide
core/shell MNPs have been studied for biomedical applications motivated by the
increase in magnetization due to the Fe core, while keeping the intrinsic biocom-
patibility of the Fe oxide due to the shell [53, 58]. In addition, core/shell MNPs can
exhibit exchange bias (EB), which is a byproduct of the coupling of the core–shell
interface and gives rise to a horizontal shift in the hysteresis loop after cooling in a
magnetic field [59, 60]. This phenomenon has attracted great interest in the recent
years since it has been proposed as a promising approach to overcome the superpara-
magnetic limit in MNPs, a critical bottleneck for magnetic data storage applications
[12].

One of the most commonly employed methods to obtain hollow MNPs is via the
nanoscale Kirkendall effect. As was mentioned before, this effect can be employed
to transform core/shell MNPs to hollow. A depiction of how a core/shell nanopar-
ticle transforms into the core/void/shell and then hollow morphology is presented in
Fig. 6.7, and a more detailed description can be found in Ong et al. [61] and Jaffari
et al. [20]. Essentially, the process is based on the different diffusion rates of core
and shell materials. During the Kirkendall effect, the migration of ions from the core
to the shell and vice versa produces vacancies at the interface. The supersaturation of
these vacancies causes void formation, and these voids eventually condense together
to form a hole at the center of the particle. This way a core/void/shell nanoparticle
is obtained. Eventually, the core completely shrinks and disappears, giving rise to a
hollow shell MNP.

As a result of this process, the morphology of the MNPs changes drastically,
and these morphological changes are going to significantly influence their static
and dynamic magnetic properties. As the MNPs become hollow, the core becomes
progressively smaller while the shell thickness increases, thereby increasing the
average particle diameter. To this respect, we cannot think of the shell as a single
crystalline and uniform entity, like the core, but as a composition of small crystallites

Fig. 6.7 Depiction of the evolution of the MNPs from core/shell to core/void/shell and to hollow
morphology, as a result of the Kirkendall effect
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or nanograins, as has been described in the literature [13, 16, 61]. These nanograins
tend to dominate the magnetic behavior of the hollow nanoparticles.

In order to better understand this, we can focus on the particular case of the
evolution from core/shell to hollow of Fe/γ-Fe2O3 MNPs [16]. In this work, we
analyzed the “hollowing” process of two core/shell nanoparticles, with different
sizes, around 8 and 12 nm, respectively. For the smaller core/shell MNPs, the Fe
core occupies ~6% of the total volume of the MNP, while for the bigger ones, it
occupies ~23%. Therefore, the influence of the magnetic core is more relevant in
the case of the bigger MNPs. For the 12 nm core/shell MNPs, the obtained overall
magnetic behavior is similar to an ensemble of interacting MNPs with a collective
freezing into a super spin glass state at low temperatures [16]. As the morphology
changes into core/void/shell and then hollow, dipolar interactions between theMNPs
decrease, the magnetic moment per nanoparticle greatly decreases, and the effective
anisotropy increases due to the growing number of surface disordered spins. This
leads to a frustrated cluster glass-like behavior at low temperatures. However, for the
smaller sizes (8 nm), both the core/shell and the hollow MNPs exhibit a very similar
spin glass like magnetic behavior mediated by the grains in the shell, independently
of the morphology of the MNPs.

Even more interesting is the evolution of the EB effect in these MNPs. For the
bigger 12 nm MNPs, EB greatly increases as the particle becomes hollow, going
from 1500 Oe for the core/shell MNP to a maximum value of 7000 Oe for the
hollow ones. This great increase in the EB value can be related to the increase in
the shell thickness when the MNPs become hollow (see Fig. 6.8). The shell can be
understood as composed of two kind of spins, those occupying the interior of the shell
(magnetically reversible) and those placed on the (inner and outer) exterior surfaces
of the shell (magnetically irreversible) [13]. In the case of the 12 nm core/shellMNPs,
the EB arises mainly due to the interaction between the disordered spins in the shell
and the ordered spins in the core (1 interface, as depicted in Fig. 6.8a). However,
as the MNPs become hollow and the shell thickness increases, two new interfaces
are formed, between the ordered atoms in the interior of the shell and the disordered
atoms on the exterior surfaces (Fig. 6.8b). This can give rise to an enhanced EB effect
in comparison with the core/shell MNPs [52, 16]. This EB enhancement requires of a
minimum shell thickness in order to be appreciable: in the case of the 8 nm core/shell
and hollow MNPs, the shell is thinner and the volume occupied by the interior spins
is significantly reduced, leading to the disappearance of the increase in the EB effect
with changing morphology.

Therefore, analyzing the change of the morphology and magnetic behavior of
theseMNPs as they evolve from core/shell to core/void/shell and finally to hollow can
provide a deeper insight into the surface and finite-size effects in magnetic nanopar-
ticle systems, with special relevance to the EB effect. The combination of MNP
diameter and shell thickness plays a crucial role in determining the final magnetic
behavior of these MNPs, and by carefully tuning these two parameters, the magnetic
response can be manipulated according to the desired application.
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Fig. 6.8 Depiction of the evolution of the interfaces playing a role in the exchange coupling of
the core/shell and hollow MNPs, which gives rises to the horizontally shifted (EB) hysteresis loops
after field-cooling down to low temperatures

6.5 Monte Carlo Simulations

In order to understand the peculiarities of the magnetic behavior of hollow magnetic
structures from a theoretical point of view, one has to revert to a simulation approach
that is able to take into account not only the characteristics of their geometry, but also
the peculiarities of their specific composition and interactions among the spins at the
atomistic level. Although micromagnetic calculations in the continuum approxima-
tion [33] have been conducted to study the possible equilibrium magnetic order of
ferromagnetic hollowMNPs, they can only give a first approximation to the real situ-
ation since they are neither suitable for antiferromagnets such as magnetic oxides,
nor can they take into account the disorder at the inner and outer surfaces. For this
purpose, simulations at the atomistic level are required, describing the magnetic ions
by Heisenberg spins placed at the nodes of real magnetic oxide structures like the
one for maghemite that has spins in two sublattices characterized by tetrahedral and
octahedral coordination and different values and signs of the exchange interactions.
Moreover, we have seen experimentally that MNPs might not be homogeneous from
the structural point of view, so an atomistic approach can easily model variations
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in local anisotropy directions or values of microscopic parameters characterizing a
particular material.

Therefore, a minimal classical Hamiltonian representing the NP at the atomistic
level comprises the following terms [13, 62]:

H/kB = −
∑

<i, j>

Ji j
(−→
S i · −→

S j

)
−

∑
i

−→
h · −→

S i + Eanis (6.2)

where the Jij stand for the exchange constants,
−→
h is the magnetic field in reduced

units, and the last term accounts for the magnetocrystalline anisotropy:
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Here, the first term is for surface spins (both at the inner and outer regions of theMNP)
having Neél anisotropy and the second one is for core spins with uniaxial anisotropy
along direction n

∧

i . In order to better reproduce the real morphology of the hollow
MNP, we have divided the shell in equal volume crystallites each having uniaxial
anisotropy directions n

∧

i at random. Using this model, low temperature hysteresis
loops for maghemite hollow nanoparticles with sizes in the range of those found
experimentally have been simulated.

Simulations of an annealing process from a high temperature disordered phase
show that the equilibrium configurations at zero field for particles with uniform crys-
tallographic composition can be tuned fromquasi-uniform to throttled and hedgehog-
like with increasing kS [17, 63]. However, when including the crystallites, the config-
urations have most of the surface spins in a quasi-disordered state induced by the
competition between the surface anisotropy and antiferromagnetic exchange interac-
tions. In contrast, core spins still tend to order ferrimagnetically along the local easy
axes of each crystallite, showing that the overall magnetic behavior is dominated by
the crystallographic anisotropy of the individual crystal domains forming the shell
[13].

Simulations have also been proved useful in simulating the dynamic behavior of
hollow nanoparticles. By simulating hysteresis loops after cooling in the presence
of different applied fields, it has been shown that the experimentally observed loop
shifts along the negative field axis can be erroneously ascribed to exchange bias
effects when the applied field is not enough to saturate even the core spins [13].
Moreover, simulation of loops using different number ofMonteCarlo steps to average
magnetization at each point in the loop have been useful in mimicking the training
effects usually observed in hollow MNPs assemblies. The simulations show that
coercive fields and remanence present a dynamic evolution that can be associated
to the spin-glass-like state observed experimentally that evolves at long times into
more stabilized state where surface spins attain a frozen configuration [52, 64].
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The distinct magnetic behavior between solid and hollow MNPs is reflected
notably in the change in magnetization reversal process as exemplified in Fig. 6.9a,
where simulated loops for solid and hollow maghemite nanoparticles with the
same size are compared. The loop for the hollow MNPs show increased coercivity,
decreased remanence, and remain open to larger fields with no saturation. Results for
decreasing values of the shell thickness indicate a progressive change in themagnetic
response of the particles: as the shell thickness is decreased to the experimental value,
the increasing number of surface spins of the crystallites, together with their random
anisotropy directions, is responsible for the magnetic behavior of the nanoshells.

Fig. 6.9 a Simulated hysteresis loops for maghemite MNPs with surface anisotropy kS = 30 K,
kC = 0.01 K and outer diameter of 8.1 nm (a = 0.83 nm). Blue squares are for a solid particle,
and red circles correspond to a hollow MNP with 1.6 nm thick shell (inset presents a sketch of
the crystallites forming the shell). b Contributions of the spins at the inner (long dashed lines) and
outer (short dashed lines) surfaces of a hollow particle with diameter 12.5 nm and shell thickness
3.25 nm to the total hysteresis loop with. Insets show snapshots of the magnetic configuration of
a slice of the inner and outer surfaces taken close to the maximum applied field (upper inset) and
near the remanent state on the descending field branch (lower inset)

Fig. 6.10 Hollowmagnetic nanoparticles loadedwith anticancer drug can be injected into the body,
targeting only the tumor area, and releasing therapeutic doses of heat and anticancer drug when
activated by an external AC magnetic field
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Another salient feature that can be elucidated from the simulations is the distinct
behavior of the inner and outer surfaces along the hysteresis loop. By looking only
at the global shape of the hysteresis loops of surface spins, it might be concluded
that surface spins behave similarly in solid and hollowMNPs since the coercive field
and loop shifts for the surface contribution are almost identical for both morpholo-
gies. However, the core contributions are different and, therefore, the difference in
magnetic behavior between both morphologies have to ascribed to the additional
inner surface spins in the hollow nanoparticles. In fact, by computing separately the
contribution of the spins at the core and at the inner and outer surfaces to the total
magnetization this can be corroborated. The results presented in Fig. 6.9b show that
inner surface spins are more easily magnetized than spins at the outer surface, and
that their associated hysteresis loops present a reduced vertical shift. The reversal
behavior of the interior spins is clearly influenced by the existence of additional
surface spins at the inner surface of the hollow nanoparticle. A further confirmation
can be obtained by detailed inspection of snapshots taken (see insets in Fig. 6.9b
for two representative examples) at different points of the hysteresis loop. These
provide a clear indication that the change in dynamic properties of spins at the inner
and outer surfaces is a consequence of the different range of effective energy barriers
governing their relaxation.

6.6 Applications

Hollow MNPs, in general, present a lot of promising applications in a wide variety
of areas including biomedicine, data storage, capacitors, etc. [22, 27, 65].

On the field of biomedicine, one of the most promising applications of hollow
MNPs is in targeted drug delivery. This is a method of delivering medication to
a patient based on the use of MNPs that can be externally guided (i.e., through
magnetic fields), so that they release the therapeutic drug only into the affected
area that needs to be treated, maximizing this way the efficiency of the medication
and minimizing collateral damage [66] (see Fig. 6.10). Conventionally, the drug is
attached onto the surface of the MNPs and released by an external stimuli (e.g.,
pH change, heat, etc.) once in the target area. For an efficient MNPs mediated drug
delivery, several factors need to be optimized, including the magnetic response of the
MNPs against an external magnetic field (which is proportional to their saturation
magnetization), the drug loading capacity of the MNPs (which depends on their
surface area), the drug release capacity and rate, etc. To this respect, hollow MNPs
present a series of advantages compared to conventional solidMNPs for drug release
treatment. On the one hand, the surface area available to attach drugs on hollow
MNPs is much higher than in the case of solid MNPs, because of the existence of
both the inner and outer surfaces, increasing their loading capacity. Since the drug
can be encapsulated inside the hollow MNP instead of being attached to the surface,
the drug is effectively “camouflaged” and protected on its way to the target [26].
All these results have led to several groups investigating different types of hollow
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MNPs for drug delivery [2, 21, 22, 29, 67]. For example, Xing et al. have shown
that human serum albumin (HSA)-coated iron oxide hollow MNPs can encapsulate
more anticancer drug (doxorubicin, DOX) than solid MNPs, being more effectively
uptaken by drug resistant cells than the free DOX, and consequently, becoming
more effective in killing the cancer cells [26]. In addition, hollow MNPs can exhibit
additional capacities in biomedicine, such as contrast agents for magnetic resonance
imaging or heating agents for hyperthermia treatment of cancer [22]. For example,
recently Li et al. [25] showed that hollow ferrite nanoparticles exhibited good heating
capacities under the actuation of an alternating magnetic field and therefore could be
used for both infrared and thermal imaging. These hollow ferrite nanoparticles also
can provide temperature activated drug release and hyperthermia, demonstrating
great potential for in vivo cancer therapy. Despite the growing interest of hollow
MNPs in biomedical application, there are relatively few in vitro and in vivo studies.
In addition, the hollowing process can create great strain and fragmentation of the
shell that eventually can lead to a deterioration of their properties [68]. Therefore,
further research in this area is still needed.

Another field of interest for the application of these hollow MNPs is water reme-
diation and treatment. Unfortunately, there is a rising amount of water pollution and
waste. This has led the scientific community to develop materials that can adsorb
and remove organic and inorganic contaminants from water. In particular, in the last
years, nanomaterials have been investigated for this task [69]. Magnetic nanoparti-
cles, displaying large surface area and functionalized with an appropriate coating,
can bind to specific pollutants in water, and thanks to their magnetic properties,
they can be easily separated from water, removing this way the contaminants [70,
71]. In particular, iron-oxide-based MNPs have been investigated for the removal of
heavy metals (Cr, Pb, Co, As …) from water, but there have been only a few reports
on the use of hollow MNPs in this area. The large effective specific surface area of
hollowMNPs, double if we compare themwith conventional solidMNPs, is of strong
interest for increasing the adsorption capacity of these nanomaterials. In particular,
Balcells et al. have developed very stable iron oxide hollow nanocuboids that exhibit
high efficiency in the absorption of both As(III) and As(V) (326 and 192 mg/g) [72].
As an alternative, some studies have focused on the combination of carbon-based
and iron-oxide-based nanomaterials in order to develop magnetic “nanocages” with
high surface area, capable of binding heavy metals on both carbon and iron oxide
surfaces [73]. Along these lines, hollow MNPs can also be used for other tasks that
require capture and removal of specific elements, such as bioseparation [29].

Another interesting application of hollow MNPs is related to Li-ion batteries.
Batteries are considered essential to maximize the efficiency in energy use. In
battery applications, ideal electrodes should be cheap, have high capacity and rate
performances, and last long. For these reasons, iron-oxide-based nanomaterials have
become attractive candidates as electrodes in Li-ion-based batteries [74, 75]. In
particular, hollow iron oxide MNPs have great potential for these applications.
The larger surface area of these hollow MNPs enables an increased electrode–elec-
trolyte contact area as well as more Li-ion storage sites, the hollow morphology
allows faster diffusion for Li-ions uptake/removal as compared to solid MNPs; and
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Fig. 6.11 Hollow iron oxide nanoparticles present high capacity, superior rate performance, and
excellent stability for Li-ion-based batteries. Reprintedwith permission from [27]. Copyright (2018)
American Chemical Society

in addition, they can better tolerate the strain associated with the electrochemical
cycling. Recent studies by Koo et al. [27] have shown that hollow maghemite MNPs
contain a high concentration of cation vacancies that can be efficiently utilized for
reversible Li-ion intercalation without structural change. Cycling in high voltage
resulted in high capacity (∼132 mAh/g at 2.5 V), 99.7% Coulombic efficiency,
enhanced rate performance (133 mAh/g at 3000 mA/g), and excellent stability (see
Fig. 6.11). Other studies with multishelled hollow MNPs also showed that the
performance of these materials as electrode materials can be further improved by
controlling their morphology [32]. These results indicate that further optimization of
size, morphology, and composition of hollow MNPs can potentially lead to further
improvement in their electrochemical performance.

Catalysis is a key factor both in chemical research and chemical industry. In the
last decades, the use of nanoparticles as catalytic materials to speed up and favor
chemical reactions has been heavily investigated. In the same way as in previous
applications, this has led to the consideration of hollowMNPs as possible candidates
for catalysis. Hollow MNPs present a series of potential advantages, such as their
capacity to effectively isolate catalytic species, the increased surface area available
for the catalytic reactions, and the possibility of separating and recovering them
throughmagnetic fields [76]. For example, Zn doped Fe3O4 hollow nanospheres have
exhibited enhanced catalytic performance on the degradation of rhodamine B (RhB)
and cephalexin under visible-light irradiation, thanks to their hollow nanostructure
and Zn doping (Sang Nguyen et al.). In addition, these nanospheres also present high
stability and can be easily separated and recycled by an external magnetic field. In
addition, other strategies to create hollow magnetic nanostructures for catalysis have
also been studied, such as hollow carbon nanospheres with entrapped Fe3O4 MNPs
which have also shown high catalytic activity and reusability [77].
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The high surface area of these hollow MNPs is also advantageous for chemical
and gas sensing. Sensors are widely used in industrial process control and safety
applications. In the case of hollow MNPs, the enhanced porosity and the cavity of
these MNPs seems to facilitate the diffusion of analytes into the MNPs leading to an
increase in their sensitivity. In most of the cases, the sensing with these materials is
carried out through measurements of change of resistivity produced by adsorption–
desorption of a targeted analyte on the surface of the MNPs. For example, Wu et al.
have reported that hematite composite hollow nanostructures exhibited high gas
sensitivity toward formaldehyde and ethanol at room temperature, improving the
results obtained with solid hematite MNPs [65].

One of the major potential applications of MNPs is in the field of data storage
(hard drives, DVDs, etc.). The underlying idea is to replace the large randomly
oriented magnetic grains employed in conventional media by single MNPs, in order
to exponentially increase the data storage density. The smaller the MNPs, the higher
the density. To attain this, themagneticmoment of theMNPshas to be very stablewith
time. To this regard, FePt MNPs have been proposed as ideal candidates due to their
high anisotropy and stability [78].However, as theMNPsbecome smaller, the thermal
disorder tends to overcome the anisotropy of the MNPs and their magnetic moments
are no longer stable. This is the so-called “superparamagnetic limit” and, in principle,
imposes restrictions on our capacity to increase the data storage density. However, in
the last few years, a way to overcome this limit has been proposed, based on the use of
“exchange bias” (EB) [12]. TheEBeffect generates an additional effective anisotropy
that allows reducing the size of the MNPs below the “superparamagnetic limit,” and
still obtaining a stable magnetization. As we explained before, hollowMNPs exhibit
enhanced EB effect, making them promising candidates for data storage and similar
applications [56]. Despite the promising results obtained in hollow MNPs, for now,
the EB effect is mainly appreciable at very low temperatures (<50 k), and therefore,
further work is needed to develop hollow magnetic nanostructures with appreciable
EB at temperatures closer to ambient.

These are only a few examples of applications of hollow MNPs, but they already
provide an overall idea of thewide use of theseMNPs, and their potential applicability
in other promising research areas such as spintronics or magneto-optical devices.

6.7 Summary and Future Outlook

In this book chapter, we have reviewed the main characteristics of hollow magnetic
nanostructures in general, and iron-oxide-based hollowMNPs in particular. We have
shown that the hollowmorphology is particularly interesting because the presence of
the additional surface area in these nanostructures gives rise to enhanced magnetic
phenomena toward improved applications.

We have shown that hollow MNPs can be synthesized using either physical or
chemical methods, but in the case of iron oxide ones, thermal decomposition and
similar chemical synthesis routes are often employed. These synthesis methods let
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us finely tune the morphology of hollow MNPs by controlling different reaction
parameters, such as annealing temperature and/or surfactant concentration. We have
also described in detail how iron-oxide-based hollow MNPs can be obtained from
the evolution of an original core/shell nanoparticle, first into a core/void/shell, and
then into a hollow morphology (i.e., Kirkendall effect). The shell in these hollow
MNPs is typically composed of small randomly oriented nanograins that play a
crucial role in the magnetic response of these nanoparticles. The static and dynamic
magnetic properties of hollow MNPs are radically different from those observed in
their solid counterparts. The high number of surface spins present, together with the
nanogranular nature of the shell, gives rise to high magnetic frustration and spin
glass like behaviors. As a result, surface anisotropy is greatly enhanced, leading
often to the appearance of a prominent exchange bias effect. In particular, we have
described how thisEBphenomenondepends on the thickness of the shell, by carefully
analyzing the evolution of EB as a function of the morphology, from core/shell to
hollow. We have shown that a minimum shell thickness is crucial in enabling the
presence of additional interfaces (i.e., reversible and irreversible spins) that enhances
the EB effect. These experimental studies have been complemented with Monte
Carlo simulations. Atomistic simulations confirm the presence of strongly disordered
surface layers in the hollow particle morphology, with complex energy landscapes
that underlie both glass-like dynamics and magnetic irreversibility. Finally, potential
applications of the hollow MNPs have been reviewed, especially in the fields of
biomedicine, catalysis, batteries, sensing, and data storage.

With the continuous improvement in synthesis techniques and the development of
novel and facile synthesis routes, it is anticipated that we will attain a better control
over the morphology and other characteristics of hollow MNPs. This will allow us
to overcome several of the main limitations currently associated with these systems,
such as reduced magnetic response, non-uniform hollow structure, instability of
the hollow morphology, limited encapsulation/release efficiency, and reduced EB
effect at room temperature. We foresee that the progressive work on this field will
eventually lead toward multifunctional hollow MNPs with enhanced properties and
novel applications.
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Chapter 7
Nature Driven Magnetic
Nanoarchitectures

María Luisa Fdez-Gubieda, Lourdes Marcano, Alicia Muela,
Ana García-Prieto, Javier Alonso, and Iñaki Orue

Abstract Magnetotactic bacteria are aquatic microorganisms that have the ability to
align in the geomagnetic field lines, using a chain of magnetic nanoparticles biomin-
eralized internally (called magnetosomes) as a compass needle. Here we describe
the biogenesis of magnetosomes, focusing in the formation of the mineral core. We
then discuss the magnetic properties of the magnetosomes and the chain of magne-
tosomes, a natural paradigm of a magnetic 1D nanostructure. Finally, we review the
use of magnetosomes and magnetotactic bacteria in biomedical and biotechnologi-
cal applications, with special mention to the application in magnetic hyperthermia
treatments.
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7.1 An Introduction to Magnetotactic Bacteria

Magnetotactic bacteria (MTB) are microorganisms able to passively align parallel to
the Earth’s geomagnetic field lineswhile they actively swim. This behavior, known as
magnetotaxis, is due to the presence of unique intracellularmagnetic organelles called
magnetosomes [1–4]. The magnetosomes are intracellular inclusions composed by
a core of magnetic iron mineral, typically magnetite (Fe3O4) or greigite (Fe3S4),
enclosed by a thin membrane. Both MTB and magnetosomes spark interest among
scientific community due to their special magnetic and structural characteristics
that make them good candidates for nanotechnological applications [5–11]. The
magnetotactic behavior in bacteriawas first observed by SalvatoreBellini (1963) [12]
in freshwater samples. He observed bacteria swimming northward persistently, and
then suggested the presence of an internal magnetic compass responsible of the
orientation of the cells. More than ten years later, R. P. Blakemore, in 1975 [13],
observed the magnetic organelles within the bacterial cells and coined the term
magnetosome to refer to them.

Magnetotactic bacteria are aquaticmotilemicroorganismswidespread in freshwa-
ter and marine environments [14]. They are easily detected in chemically and redox
stratified sediments and water columns, predominantly at the oxic-anoxic transi-
tion zones (OATZ). Bacteria living in OATZ, with vertical chemical gradients, are
continually searching the optimal position in the stratified water column in order
to satisfy their nutritional requirement. Under these circumstances, magnetotaxis is
thought to be a great advantage by increasing the efficiency of chemotaxis [1]. Due
to the inclination, the geomagnetic field lines act as vertical pathways in a strati-
fied environment, therefore the bacteria aligned in the Earth’s field reduce a three
dimensional search to a single dimension, swimming up-downwards the stratified
column (Fig. 7.1). Another possible role of the magnetosomes has been suggested
as detoxifying agents scavenging metal ions or reactive oxygen species [15, 16].

At present, all theMTBdescribed aremotile gram-negative bacteria although they
show a great diversity based on the morphology and physiology. The morphotypes
observed, see Fig. 7.2 (top), include curved (a), spirilla (b), cocci (c), rods (d) and
even some colonial bacteria, which form multicellular aggregates [3, 17]. The only
signature trait they share is the ability to swim along the lines of magnetic fields,
including the Earth’s field.

The characteristics of the magnetosomes differ among the different types of mag-
netotactic bacteria but are consistent within a single species. This fact clearly reflects
that the formation of these biogenic nanoparticles is under strict biological control.
The morphologies of the crystals fit to three main patterns, see Fig. 7.2 (bottom):
cubooctahedral (a), elongated prismatic (b, c) and bullet- or tooth-shaped (d, e).
The size of the magnetic crystals also varies among species, ranging from around
35 to 120nm. Nevertheless, each species synthesizes magnetosomes with a char-
acteristic size and a narrow size distribution. Interestingly, the diameter range of
the magnetosomes always remains within the range of the room-temperature stable
single-magnetic domain particles [1, 3, 19, 20]. Two different phases can be differ-
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Fig. 7.1 Magnetic response in magnetotactic bacteria. a Transmission electron microscope image
(TEM) of Magnetospirillum gryphiswaldense exposed to 0.5T external magnetic field. Cells are
oriented in the direction of the applied magnetic field. b Schematic model of magnetotaxis in the
oxic-anoxic transition zone (OATZ). Magnetotactic bacteria (black) swim along the Earth’s field
lines (one dimensional search). Other non-magnetotactic bacteria (white) swim randomly (three
dimensional search)

Fig. 7.2 TEM images of magnetotactic bacteria and magnetosomes. Top: Diversity of bacterial
shapes: a curved; b spirillum; c coccus and d rod. Bottom: Crystal morphologies and intracel-
lular arrangement of magnetosomes: a cubooctahedral; b, c elongated prismatic; d tooth-shaped
and e bullet-shaped. The magnetosomes are arranged in one (a) or two (c) chains. Adapted, with
permission, from [3] (top) and from [18] (bottom)

entiated in the magnetosome: the mineral core and the organic envelope. Themineral
core presents high chemical purity, being magnetite, Fe3O4, in most of the species,
but some of them synthesize greigite, Fe3S4. The magnetic core is surrounded by a
proteinaceous lipid membrane that controls the biomineralization process [21–23].
The magnetosome membrane is originated by invagination of the cytoplasmic mem-
brane and can be observed within the cell, as empty vesicles, before the formation of
the mineral phase [22, 24]. As expected, the lipid composition of the magnetosome
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membrane is similar to that of the cytoplasmicmembrane. However, the inserted pro-
teins are special functional proteins involved the synthesis of the magnetic core [25].
The magnetosomes are mainly arranged in one or more chains positioned in the long
axis of the cell. Each chain, of variable length, may contain 10–20 magnetosomes.
This arrangement causes the sum of the moments of the individual magnetosomes
and turn the cell into a single magnetic dipole that functions as a magnetic needle
enabling the bacteria to passively align in magnetic fields [19, 26]. The formation of
the chain is guided by specific cytoskeletal elements, which also anchor the chain in
a certain position within the cell [24, 27, 57]. The underlying biological control is
the reason why the size, shape, chemical composition and intracellular arrangement
varies among species but remain nearly invariant in each one.

Despite their ubiquity and abundance in the environment, MTB are fastidious
microorganisms, difficult to grow and maintain in the laboratory [14]. At present,

Fig. 7.3 Electron micrographs of cells and magnetosomes of M. gryphiswaldense. a TEM image
of bacteria with the chain of magnetosomes along the long axis and one flagellum in each pole;
b Cryoelectron tomographic slice showing a chain of magnetosomes lined along the long axis
of the cell; c TEM image of isolated and purified cubooctahedral magnetosomes; d cryoelectron
tomography of isolated magnetosomes
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only a few representatives have been isolated in axenic culture and deposited in biore-
source centers. This explains whymost of the knowledge rests on the two first species
isolated and easy-cultured,MagnetospirillummagneticumAMB-1 andMagnetospir-
illum gryphiswaldenseMSR-1. They were isolated from freshwater sediment in the
early 1990s [28, 29]. Both strains are spirilla and biomineralize cubooctahedral mag-
netite crystals arranged in a single chain. In Fig. 7.3 we show TEM and cryoelectron
tomography images ofM. gryphiswaldense and the isolated magnetosomes.

7.2 Biomineralization Process of the Magnetosome

The biomineralization of magnetosomes is a complex biochemical process geneti-
cally controlled. Up to date, more than 30 specific genes implicated in magnetosome
biomineralization have been identified [18, 30]. Even though the biomineralization
process is not well understood yet, different steps have been well described [21, 23,
31].

First, the magnetosome vesicles are formed in the cell by invagination of the
cytoplasmic membrane. The vesicle acts as a ‘nano-reactor’ in which the conditions
of the nanocrystal nucleation and growth (pH, redox, etc.) can be controlled, and at
the same time, protects the cell from harmful byproducts [16, 32]. The vesicle will
grow up to a certain size before themagnetite nucleation process starts. This seems to
allow supersaturation of Fe to facilitate nucleation [33]. Second, once the vesicles are
formed, the magnetosome membrane is targeted by several proteins (MamA, MamP,
MamY, etc.), most of which are encoded in a conserved genomic segment named
the magnetosome island (MAI) [34], although it is still not well known how the
process works [23]. These proteins will control, among other things, the size, shape
and morphology of the biomineralized nanoparticles. Third, iron is transported into
the vesicle and mineralized as a nanocrystal. Finally, magnetosomes are aligned into
chains through the interaction of the magnetosomes with a cytoskeletal filament that
traverses the cell. All four steps are regulated by a complex genetic machinery which
has been thoroughly described in the literature [18]. A schematic representation of
the different steps can be seen in Fig. 7.4.

The intracellular formation of themagnetite nanocrystal inside themagnetosomes
requires first the transport of iron from the surrounding environment into the cell.
Three possible routes have been proposed for the iron uptake: (i) iron is introduced
into the vesicle when the magnetosome is still attached to the cell membrane, (ii)
(alternative to i) but not mutually exclusive) iron is first taken up by cellular iron
transport systems and then introduced into the magnetosomes through specific trans-
porters, and (iii) iron is transported from the cytoplasmic membrane to the magne-
tosome membrane by ligation to unknown organic substrates [18]. Previous studies
seem to indicate that in some species the Fe is stored as a compound inside the cyto-
plasm before being introduced into the magnetosomes [35]. It has also been shown
that magnetotactic bacteria are capable of taking up either Fe2+ or Fe3+, and this
process involves in some cases the use of iron chelators called siderophores [36].
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Fig. 7.4 Model of the biomineralization of magnetite in the magnetosomes of magnetotactic bac-
teria. Modified from Arakaki et al. [5]

Although no mechanism common to all the magnetotactic bacteria has been revealed
yet, several proteins involved in this process have been identified. In order to syn-
thesize magnetite nanocrystals, the conditions of the reaction need to be carefully
adjusted inside the magnetosome (oxygen level, pH, etc.). Environmental conditions
seem to also influence the physicochemical conditions in the interior of the magneto-
somes. The nucleation of the magnetite nanocrystals starts when iron ions crystallize
under optimal conditions (pH > 7 and low redox potential).

Conventionally, two possible routes have been considered for the formation of
magnetite in magnetotactic bacteria: co-precipitation of Fe2+ and Fe3+ in a ratio of
1:2, and either reduction of a ferric precursor such as ferrihydrite or oxidation of a pre-
cursor rich in ferrous content [37]. The existence of a precursor phase in themagnetite
formation has been a matter of debate and only recently certain consensus has been
reached thanks to the combined use of powerful structural analysis techniques such
as High resolution TEM and X-ray Absorption Spectroscopy. To this respect, previ-
ous studies seem to show that iron transforms into magnetite from a ferrihydrite-like
phase [35, 38, 39]. Precisely, our group carried out a time dependent biomineraliza-
tion study in which the evolution of the different mineral phases was followed by a
combination of structural and magnetic studies carried out in M. gryphiswaldense
MSR-1 (see Fig. 7.5). The nonmagnetic bacteria were initially introduced into an
Fe(III)-citrate supplemented medium and then at specific time intervals between 0
and 360min, the bacteria were collected. The samples were measured magnetically
by VSM magnetometry and Fe-K edge X-ray absorption near edge spectroscopy
(XANES) measurements were carried out in each sample at the XAFS beamline
of the Elettra Sincrotrone Trieste, Italy (Fig. 7.5a). The results indicated that at
the early stages of the biomineralization, a phosphorous rich ferrihydrite-like phase
is predominant inside the bacteria, and as the biomineralization process evolves
(t > 60 min), the bacteria rapidly mineralize magnetite probably following a reduc-
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Fig. 7.5 Time resolved magnetic and structural study of the biomineralization process in
M. gryphiswaldense. a Normalized XANES spectra at the Fe K -edge obtained at specific time
intervals after iron incubation. The inset is a zoom-in of the pre-edge region. b Distribution of the
mass of Fe per cell in the two identified phases: ferrihydrite-like and magnetite. Adapted from [38]
with permission

tive route (Fig. 7.5b). In addition, it has been found that other magnetotactic bacteria
(in particular, Desulfovibrio magneticus RS-1) seem to follow oxidative routes for
the mineralization of magnetite [37]. These latest results suggest that depending on
the prevalence of ferric or ferrous iron in the medium, the bacteria will accommodate
different synthesis routes.

Finally, the magnetosomes are assembled into a chain. By aligning the magne-
tosomes into a chain structure the individual magnetic moments can be summed up
in order to maximize the magnetotactic response of the bacteria. Depending on the
growth conditions, the chains of magnetosomes can contain more than 100 magne-
tosomes. Although magnetic attraction between the magnetosomes tends already to
give rise to chain formations [40, 57], these chains aremainly anchored by cytoskele-
tal filaments that cross the bacteria. These filaments are mainly formed by MamK,
which is an actin-like protein that is mostly linked to magnetotactic bacteria. The
magnetosomes are attached to the MamK filament thanks to a connector protein.
There are however some differences in the formation of these chains, and in some
strains themagnetosome chain extends across the entire bacteria, while in other cases
several short chains have been observed [41]. In addition, to ensure proper segre-
gation and equal inheritance of magnetosomes during cell division, magnetosome
chains are usually positioned at the middle of the bacteria.

As has been seen, bacterial biomineralization is a complex process involving sev-
eral steps.Despite the advancements, there are still several open questions that remain
to be addressed, such as direct measurements of the conditions for the reaction inside
the magnetosomes (pH, redox potential, etc.) [42]. Nevertheless, the better under-
standing of the biomineralization process and the different elements involved has
led to promising studies in different research areas, such as chemical synthesis and
biomedicine. For example, several groups have developed synthesis routes bioin-
spired by the magnetotactic bacteria in order to obtain magnetite nanoparticles with
controllable size and morphology [43, 44]. In addition, other groups have studied the
possibility of genetically modifying other cells (such as human stem cells) in order
to make them express magnetic nanoparticles [45, 46].
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7.3 Magnetic Properties of Magnetosomes and
Magnetosome Chains inMagnetospirillum
gryphiswaldense

As introduced in Sect. 7.1, the morphology and size of the magnetosomes are
specific of each bacterial species. In particular,M. gryphiswaldense synthesize cube-
octahedral magnetite nanoparticles with an average diameter of ≈45nm and a nar-
row size distribution ≈8nm. Transmission electron microscopy (TEM) and cryo-
tomography techniques reveal that the magnetosome presents faceted morphology
where the [111] axes define the growth directions of the hexagonal faces (Fig. 7.9a, b).
The bacteria organize the magnetosomes forming a chain where the hexagonal faces
are disposed face to face being the total magnetic moment oriented along the chain
axis. In this configuration the magnetosome chain behaves as a compass needle and
under the action of an external magnetic field, the magnetic torque reorients the
bacteria towards the field direction.

7.3.1 The Verwey Transition in the Magnetosomes

Electron micro-diffraction on a single magnetosome confirms that they are single
magnetite crystals, Fe3O4. Figure 7.6a shows the electron diffraction pattern of a
[111] axis of magnetite. The magnetic response of the cells also corresponds to
pure magnetite, as confirmed by the evolution of the magnetization as a function of
temperature (M(T )) measured at 5 mT (Fig. 7.6b). M(T ) curves display a marked
irreversibility in the whole analyzed temperature range, with the blocking temper-
ature 300K as expected owing to the large size of magnetosomes. The zero-field
cooled (ZFC) curve shows a sharp transition at TV = 107 K corresponding to the
well-known Verwey transition, a cubic-to-monoclinic crystallographic phase transi-
tion characteristic of magnetite. It should be noted that although this Verwey transi-
tion occurs at 120 K in bulk magnetite, lower values (between 102 and 117 K) are
found in magnetosomes [47–49]. The fact that the Verwey transition is so abrupt
reflects the homogenous stoichiometry of the magnetite of magnetosomes. At 30 K
the ZFC presents a shoulder attributed to the ordering of electron spins in magnetite
at low temperature [50–52]. TheVerwey transition is also observed in the field cooled
(FC) curve. This time, the magnetization decreases only slightly below TV remaining
constant down to 5 K. In the FC curve the low-temperature transition is absent.

7.3.2 Magnetic Interactions in the Magnetosome Chain

The magnetosome chain inside the bacteria consists of≈20 to 30 magnetic nanopar-
ticles each of them surrounded by a lipid bilayer membrane with a thickness of 4nm
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Fig. 7.6 a Electron micro-diffraction and Fourier transform of a single magnetosome. b M(T )

curve ofM. gryphiswaldensemeasured at 5 mT. The sharp transition observed 107K is the Verwey
transition

and a distance between the surface of the particles of ≈10nm. This construction is
a natural 1D nanostructure and constitutes an ideal linear arrangement of magnetic
single domains where the role of the magnetic interactions in the magnetic behavior
can be studied [53].

A useful way to quantify the interparticle interactions and to study the effect on the
magnetization reversal is to perform remanence magnetization studies through the
Henkel plot. In this representation, two remanent magnetizations, MIRM and MDCD,
obtained by different approaches, are plotted one against the other. One approach
is the Isothermal Remanent Magnetization, IRM, curves. In an IRM experiment,
the starting point is the demagnetized sample, at a fixed temperature, then a small
magnetic field is applied and after 10 s the field is switched off and the remanence is
measured, MIRM. The process is repeated applying higher magnetic fields until the
sample reaches saturation. The other approach is theDirectCurrentDemagnetization,
DCD, remanence curves. For the DCD experiment, the starting point is the magnetic
saturated sample after applying a magnetic field of−5 T, then a positive reverse field
is applied and after 10 s the field is switched off and the remanent magnetization
MDCD is measured. The sequence is repeated increasing the field until the saturation
is reached in the opposite direction of the initial state. Figure 7.7a represents the
MIRM and MDCD as a function of applied magnetic field measured at 5K for a sample
of randomly oriented bacteria [54].

Note that MIRM starts at 0, demagnetized state, and saturates at the maximum
remanent magnetization MR , while MDCD starts at -MR (reversal magnetized state)
andfinishes atMR (magnetized in the direction of reversal pulses). For single domains
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oriented at randomand considering a non-interacting system,MIRM andMDCD should
verify a quite simple linear relation [55]:

mDCD = 1 − 2mIRM, (7.1)

where mDCD/IRM = MDCD/IRM
MR

.
However if single domains are indeed interacting with each other, via dipolar or

exchange mechanisms, the relation between mIRM and mDCD is expected to deviate
from that given in 7.1. The inset displayed in Fig. 7.7a presents the Henkel plot,mIRM

versus mDCD. A slight deviation from the relation (7.1) is found, a clear indication
that the system behaves as an almost not interacting system.

This is also supported by irreversible susceptibilities calculated as the derivatives
of χ irr

IRM = dMIRM/dH and χ irr
DCD = dMDCD/dH . These quantities represent a map

of switching field distribution. From the fact that χ irr
IRM and χ irr

DCD present a maximum
at the same value of the field amplitude, the interaction is supposed to be quite small
(see Fig. 7.7).

At this point it is convenient to define a newvariable, δm, as the difference between
the experimental MDCD and the non-interacting limit given by 7.1:

δm = mDCD − (1 − 2mIRM) (7.2)

Depending on the sign of δm, interaction promotes demagnetizing (δm < 0) or
magnetizing (δm > 0) effects, as discussed in the literature [56].

In our case, as observed in Fig. 7.7c, δm is small but negative what is usu-
ally explained as the interaction being originated by dipolar interactions between
nanoparticles that favor antiparallel configuration.

Here we must point out that magnetosome chains are surrounded by bacteria’s
cytoplasm and this places a separation between chains of at least 1–2microns. Chains
of different bacteria are virtually magnetically isolated with each other so leading
to very small inter-chain dipolar interactions: this is the type of interactions we
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are indeed considering as negligible in the previous discussion of the Henkel plot
in Fig. 7.7a. This argument implicitly assumes that the whole chain composed of
20–30 magnetosomes behaves mostly as a large magnetic domain or equivalently
that magnetization rotation of magnetosomes belonging to a given chain is mostly
coherent. To further check this line of reasoning, it might be useful to recap the
information contained in the hysteresis loops of magnetotactic bacteria.

7.3.3 Magnetization Process of the Chain: The
Stoner-Wohlfarth Approach

Figure 7.8 shows the experimental hysteresis loops obtained in a sample of randomly
oriented bacteria at (a) 300 K and (b) 5 K. Above the Verwey transition T ≥ 107 K,
the hysteresis loops are almost perfectly superimposedwith only slight changes of the
coercive field μ0H ≈ 20–22 mT and reduced remanence magnetization MR/Ms ≈
0.5 (see Fig. 7.8c, d). Below the Verwey transition, T ≤ 107 K, the hysteresis starts
to widen noticeably, showing a large increase of the coercive field, what is expected
given that the crystal phase of magnetite changes from cubic to monoclinic below
TV , as commented previously. In contrast, the reduced remanence, MR/Ms ≈ 0.5 in
all the temperature range studied (see Fig. 7.8d). This clearly indicates that we have a
uniaxial magnetic anisotropic single domain randomly distributed, the magnetosome
chain. This means that the magnetic moment of eachmagnetosome along the chain is
subjected to the same energetic condition and in a first approximation they respond to

300 K
Fit

-1

0

1

M
/M

S

-0.2 -0.1 0 0.1 0.2

5 K
Fit

-1

0

1

μ
0
H (T)

M
/M

S

0

0.2

0.4

0.6

0.8

0 100 200 300

Experimental
Fit

M
r/M

s

T (K)

0

0.02

0.04

0.06

0.08
Experimental
Fit

μ 0H
c (T

)

(c)

(d)(b)

(a)
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an external magnetic field in a coherent way. Therefore the physical problem can be
implemented by using a single particle approach, the Stoner-Wohlfarth model, where
the position of themagnetization is given by counterbalancing between the anisotropy
energy, Eani, and the Zeeman contribution. Being the energy density E(θ, ϕ, H) in
spherical coordinates:

E(θ, ϕ, H) = Eani − μ0MH0(ûH · ûm) (7.3)

where ûH and ûm are the unit vectors that define the direction of the applied magnetic
field and the magnetization, respectively.

There are several sources to the anisotropy energy: the magnetocrystalline con-
tribution of the magnetite phase, Ec, which retains the cubic symmetry of the lattice
and produces 8 equivalent easy axes above the Verwey transition directed along the
〈111〉 crystallographic directions; shape anisotropy of magnetosome due to the mor-
phology, and the intra-chain dipolar interactions. The two last terms are typically of
uniaxial nature and can be expressed as an effective uniaxial anisotropy Kuni (see
Fig. 7.9a, b). As recently reported by Orue et al. [53, 57], due to compromise effects
of shape anisotropy and dipolar interactions between magnetosomes, the effective
magnetic moment of individual magnetosomes is tilted out of the [111] crystallo-
graphic easy axis of magnetite (see Fig. 7.9a, b). Then, the expression 7.3 can be
written as:

E(θ, ϕ, H) = Ec + Kuni[1 − (ûu · ûm)2] − μ0MH0(ûH · ûm) (7.4)

Note that an uniaxial anisotropy constant as small as 3 kJ/m3 [53] is enough to
overcome the small magnetocrystalline contribution of the magnetite (Kc = −11
kJ/m3).

The hysteresis loops have been calculated following a dynamical approach in
which the single domain magnetization can switch between the available energy
minima states, at a rate determined by a Boltzmann factor (exp(− V�E

kBT
)), where �E

is the energy density barrier between each pair of minima states as it is well explained
in [40, 58, 59]. Aiming to achieve the best match between experiment and theory,
Kc and Kuni have been adjusted at each temperature in each simulation. As shown in
Fig. 7.8, this model accurately reproduces the experimental hysteresis loops and the
thermal evolution of the coercive field and the reduced remanence magnetization.

Figure 7.9 displays the thermal evolution obtained for Kc and Kuni. From 300K
down to the Verwey temperature TV , the tendency of Kc reproduces the values and
trend reported in the bibliography for bulk single-crystalline magnetite (at 300 K,
Kc = −11 kJ/m3) [60]. Kuni remains constant (11–12 kJ/m3) down to TV , suggest-
ing that the shape anisotropy and the strength of magnetic interactions are basically
temperature-independent in the whole studied temperature range. Below TV , the
magnetocrystalline anisotropy changes from cubic to essentially uniaxial along the
〈100〉 directions of the original cubic structure. Therefore, below TV , the effective
anisotropy is purely uniaxial and results from the competition between the magne-
tocrystalline uniaxial anisotropy, the shape anisotropy and the dipolar interaction
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contribution. The resulting uniaxial anisotropy constant Kuni increases substantially
from 11 to 12 kJ/m3 at TV up to 37 kJ/m3 at 5 K, as reported previously [61].

The implications of the anisotropy constant values in the effective easy axes are
reflected in the zero-field energy surfaces plotted in Fig. 7.9d, e at 300K and 5
K, respectively. At 300 K (see Fig. 7.9d) the energy surface displays one single
minimum, proving that the effective anisotropy is uniaxial. The position of this
minimum defines the direction of the corresponding easy axis, which in this case
is (θ = 74◦, ϕ = 45◦). Even though the cubic magnetocrystalline contribution (Ec)
corresponding to a negative Kc (〈111〉 easy axes) is well distinguished in the shape
of the energy surface at 300 K, it definitely plays a minor role in the overall energy,
and its main contribution is to tilt slightly the direction of the uniaxial term set at
(θ = 80◦, ϕ = 45◦). At 5 K (Fig. 7.9e), when Kc = 0, the energy surface resembles
a toroid. It is thus a pure uniaxial anisotropy with the uniaxial easy axis directed to
θ = 80◦, ϕ = 45◦) [62].

7.4 Applications

The outstanding properties of magnetosomes make them ideal candidates for a num-
ber of technological applications. On top of their uniform size and shape, chemical
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purity, and easy reproducibility, they display a high magnetic moment and, very
importantly, they are surrounded by a lipid-protein membrane, which confers them
stability avoiding aggregation of extracted magnetosomes, easy functionalizability,
and biocompatibility. Here we will review some of the potential applications of
magnetosomes and MTB, with special focus on biomedical applications, and will
discuss the main drawbacks that are delaying the transfer of the magnetosome-based
technology to the market.

Magnetic hyperthermia is a therapy that aims at debilitating cancer cells bydeliver-
ing heat to them. In magnetic hyperthermia the magnetic nanoparticles are attached
to or internalized into the tumor cells and an alternating magnetic field (AMF) is
applied. Under the action of the AMF, the magnetic moment of the nanoparticles
describes a hysteresis loop, whose area is proportional to the dissipated energy that
increases the temperature of the tumor. By reaching temperatures around 40–45 ◦C
in the tumor area, the cancer cells can be ‘deactivated’ (dead or driven to apopto-
sis) without affecting the healthy ones. The study of magnetic nanoparticles with
high heating capability, namely large hysteresis loop area for a given magnetic field
intensity H and frequency f , has generated wide interest. In this context, magne-
tosomes from M. gryphiswaldense [63–66] and M. magneticum [66, 67] have been
proven to exhibit large specific absorption rate (SAR) values at AMFs within the
clinical limits (H · f ≤ 5 × 109 Am−1s−1 [68]), constituting ideal candidates for
magnetic hyperthermia. The SAR values observed for magnetosomes are consider-
ably higher than those for chemically synthesized magnetite nanoparticles [69–71].
This is mainly attributed to the magnetosomes being single magnetic domains stable
at room temperature, a condition met by magnetosomes due to their size (between
30 and 50 nm forM. gryphiswaldense andM. magneticum), sizes that otherwise are
hardly achievable with synthetic procedures.

As an example, Fig. 7.10a shows the SAR values normalized by the frequency
(SAR/ f ) for magnetosomes fromM. gryphiswaldense dispersed in water as a func-
tion of the applied magnetic field amplitude. For the studied field and frequency
ranges the SAR/ f values are independent of the frequency, evidencing a linear
dependence of SARwith frequency. The efficiency of these magnetosomes as hyper-
thermia agents at 24 kA/m and 149 kHz has been tested onmacrophages [64]. Results
show that the hyperthermia treatment causes both cell death and inhibition of cell
proliferation. Specifically, only 36% of the treated macrophages remained alive 2h
after alternating magnetic field exposure, 24h later the percentage fell to 22% (see
Fig. 7.10b).

The magnetosome membrane provides a matrix for the functionalization of the
magnetosomes with biomolecules of interest and is a unique characteristic of magne-
tosomes over synthetic magnetic nanoparticles. Functionalization is possible either
by chemicalmodification of the isolated particles or by genetic engineering ofmagne-
tosome membrane proteins. Genetic approaches involve fusing magnetosome mem-
brane proteins to other enzymes or proteins of interest [72]. Functionalization opens
up awide range of applications inwhichmagnetosomes bind specifically to cells, pro-
teins, or nucleic acids of interest that are subsequently separated, detected or guided
with magnetic fields [4]. For example, Ginet et al. [73] engineered a nanobiocatalyst
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Data represent the mean ± standard deviation. ∗, P < 0.05; ∗∗∗, P < 0.001 [64]

to degrade ethyl-paraoxon, a commonly used pesticide, by genetically functional-
izing the membrane surrounding the magnetite particles of M. magneticum with a
phosphohydrolase and subsequently sequestering (and reusing) the particles with a
magnet. Magnetosomes functionalized with anti-tumour drugs have been proposed
as potential carriers for targeted cancer therapies. In vitro studies demonstrate the
suitability of anti-cancer drug-loaded magnetosomes fromM. gryphiswaldense [74]
and M. magneticum [75] as drug carriers, but it is still to be proven the magnetic
guiding capability and controlled drug release.

In this sense, instead of the isolated magnetosomes, the whole MTB have been
proposed as potential biorobots with the ability to target and destroy cancer cells
[76]. SinceMTB incorporate themagnetosome chain, they can be externally detected,
manipulated, and guided. In addition, MTB naturally migrate towards their preferred
oxygen concentration region, which is close to, or below, the oxic-anoxic transition
zone. This faculty is very appropriate for cancer treatment because since the tumor
area is low in oxygen due to the tumor tendency to rapidly outgrow its blood supply,
MTB are inherently attracted towards these hypoxic regions of the tumor. Therefore,
targeting the tumor area with live MTB could become easier and more efficient than
with nanoparticles. Preliminary works in this field have shown that M. magneticum
can navigate in capillaries and target multicellular tumors [77], and that Magneto-
coccusmarinus carrying drug-containing nanoliposomes can bemagnetically guided
towards hypoxic regions of colorectal xenografts [78], with 55% of the injected cells
penetrating into the hypoxic regions of the tumour.

The potential of magnetosomes as diagnosis tools has been also demonstrated.
It is well known that superparamagnetic iron oxide nanoparticles (SPION) can be
used as magnetic resonance imaging (MRI) contrast agents as they shorten the T2
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relaxation time. Recently, Mériaux et al. [79] have demonstrated that magnetosomes
show an improved MRI contrasting perfomance as compared to commercially avail-
able SPIONs, attributed to the particles being monodomain and magnetically stable
at room temperature. Indeed, in vitro relaxometry measurements showed that mag-
netosomes ofM. magneticum AMB-1 andMagnetovibrio blakemoreiMV-1 display
a transverse relaxivity r2 between three and four times higher than commercial SPI-
ONs that leads to a significant gain inMRI sensitivity. The improvedMRI contrasting
potential of MV-1 magnetosomes with respect to commercial SPIONs was demon-
strated in in vivo tests aimed at visualizing mouse brain angiograms after systemic
injection. These experiments did also prove that a lower dose of iron was needed
when using magnetosomes as contrast agents instead of commercial SPIONs. As a
step forward, magnetosomes have been proposed as probes for molecular imaging.
Molecular imaging is a technique that combines MRI imaging with cell tracking
and/or molecular targeting via the functionalization of the magnetosome membrane.
A proper functionalization allows not only detecting with MRI where a tumour is
located in the body, but also the activity and expression of specificmolecules. The fea-
sibility of using magnetosomes as molecular imaging probes to target breast cancer
cells [80] and brain tumor in a mouse model of human glioblastoma [81] have been
recently demonstrated. In the latter work, magnetosomes of M. magneticum AMB-
1 were genetically modified so that their outer surface expressed the RGD peptide,
whose binding efficiency to αvβ3 integrin receptors overexpressed by tumor cells has
been largely demonstrated. In vivo MRI 11.2T revealed the enhanced retention time
of the RGD-labelled magnetosomes within the tumor compared to the unlabelled
magnetosomes. The combined activity of magnetosomes as diagnosis and therapeu-
tic agents (as molecular imaging probes and drug carriers/hyperthermia agents) has
also been proposed [63].

Given the potential of magnetosomes in biomedical applications, their biocom-
patibility must be addressed before they can be of clinical use, although a good
compatibility is expected due to the natural membrane surrounding the magnetic
cores, as preliminary in vitro and in vivo studies suggest [66, 82–85].

Although being magnetosomes the result of a genetically controlled biominer-
alization process assures their reproducibility and outstanding properties, the feasi-
bility of tuning their magnetic properties could expand their potential applications.
In this sense, exposure of MTB to transition metal elements (Co, Mn, and Cu) has
been shown to change the magnetic properties of magnetosomes [62, 86–89]. In
particular, Co doping of magnetosomes fromM. magneticum increases the magnetic
coercivity [88], which could improve the heating power of these magnetosomes
for hyperthermia applications. Doping of magnetosomes is generally achieved upon
addition of the doping element to the growth medium, but other routes involving
genetic modifications have been explored based on the expression of a metallophore
specific for Co and/or Ni in magnetospirilla [90].

Other biotechnological potential applications involve the use of MTB as biosor-
bents for trace radionuclides and heavymetals in environmental bioremediation [91].
MTB are being investigated in this field because unlike other microorganisms usable
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for bioremediation, MTB allow recovering the metal from the medium by subse-
quently trapping the MTB with a magnet.

There are additional nanotechnological applications of magnetosomes not nec-
essarily related to biotechnology. Owing to their uniform shape and size, magne-
tosomes can be self-assembled forming regularly ordered 2D superstructures [40]
with potential applications as miniaturized high-density data storage materials or
biosensors. Magnetite nanoparticles can be fabricated by a biomimetic approach,
that is, mimicking the MTB biomineralization process in vitro, by using one of the
biomineralization proteins that control the formation of the magnetite crystals within
the cell, namely Mms6 [92]. In this way a novel strategy for the production of mag-
netic arrays has been reported that involves the fabrication of biotemplates of the
Mms6 with interferometric lithographic patterning, resulting in arrays of uniform
magnetite nanoparticles (86 ± 21nm) with a period of 357nm [93]. Finally, mag-
netosome chains form natural 1D magnetic nanostructures that have inspired the
fabrication of highly anisotropic structures for magnetic field detection in electronic
devices, biosensing or biometric techniques [94].

Although the advantages of magnetosomes and MTB as potential (bio)technolo-
gical agents are largely demonstrated, the commercial exploitation has not yet been
achieved, primarily becauseMTBare slowanddifficult to culture outside their natural
environment, and also because of the fastidious process needed to extract magne-
tosomes from the bacteria. Despite advances in scaling up the bacterial production
in large bioreactors for M. gryphiswaldense [95] and M. blakemorei [96], an alter-
native strategy to overcome this problem comes from instigating the magnetosome
biogenesis in alternative microbes easier to grow in the laboratory. In this sense, gene
clusters of M. gryphiswaldense have been transferred into the photosynthetic bac-
terium Rhodospirillum rubrum, a microorganism with 90% genetic similarity with
M. gryphiswaldense, and magnetosome biogenesis with a formation of well-ordered
magnetosome chains has been achieved [46]. Magnetosomes bisoynthesized by R.
rubrum are however slightly smaller than those of M. gryphiswaldense and so does
the mass of magnetite per cell.

7.5 Future Perspectives

The field of nanomagnetism is currently a hot topic and the research onmagnetotactic
bacteria has definitely a significant role in it. Current challenges in this field include
understanding the biomineralization process towards reproducing the outstanding
magnetite crystals, using magnetosomes as models where to study nanoscale mag-
netism in a size range hardly reachable by chemical synthesis methods, scale up the
magnetosome production, and optimize the technological potential applications of
magnetosomes and MTB and explore new ones.
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Chapter 8
Magnetic Self-Assembling of Spherical
Co Nanoparticles Used as Building
Blocks: Syntheses, Properties and Theory

Johannes Richardi, C. Petit, and Isabelle Lisiecki

Abstract In this chapter, we show that thanks to the use of micellar and
organometallic approaches, one can favor the growth of uniform spherical Co NPs
with controlled surface passivation (dodecanoic acid or oleylamine), tunable size
(from around 4 to 9 nm) and tunable nanocrystallinity (from fcc to hcp struc-
ture). As a result of the balance between van der Waals attractions between the
metallic NPs, magnetic interactions between themagnetic NPs and solvent-mediated
interactions between ligands, these uniform colloidal NPs can be used as building
units to form a full set of assemblies which morphology depends on the deposition
strategy, involving solvent evaporation. In the case of spontaneous self-assembling
of magnetic NPs, compact hexagonal 2D arrays and 3D superlattices called super-
crystals can form. In the latter case, either face-centered cubic supercrystalline films
or single colloidal crystals can be obtained. Mesostructures of hexagonally ordered
columns, labyrinths and void structures can result from assisted self-assembling,
induced by the application of an external magnetic field. In highly ordered super-
lattices, individual NPs act as “artificial atoms” and occupy the lattice sites to form
repetitive, periodic “artificial planes". From a fundamental point of view, these artifi-
cial solids constitute goodmodels for investigating crystallizationbehavior.Resulting
from collective interactions between neighboring NPs, they exhibit novel magnetic
properties. The magnitude of these interactions, and then, the magnetic properties,
can be tuned by various parameters including (1) the (crystallographic) nature of
the magnetic NP, (2) the NP size, (3) the nature of the coating agent, (4) the nature
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of the solvent, (5) the evaporation rate and (6) if appropriate, the application of an
external field during the solvent evaporation. On the one hand, simulations based
on a flory-type solvation theory using Hansen solubility colloidal parameters allow
to predict the cobalt NP size. On the other hand, Monte Carlo simulations and free
energy theories are able to predict the size and type of patterns appearing during the
evaporation of a solution of magnetic NPs under a magnetic field.

8.1 Introduction

Self-assemblies of inorganic nanoparticles (NPs) into micrometer-scale ordered
arrays and original mesostructures constitute a new generation of advanced mate-
rials [1–3]. Depending on the deposition strategy, involving solvent evaporation of a
colloidal solution, various types of assemblies can be obtained. In the case of spon-
taneous self-assembling of magnetic NPs (MNPs), compact hexagonal 2D arrays [4,
5] and 3D superlattices called supercrystals [6] can form. Mesostructures of hexag-
onally ordered columns, labyrinths and void structures can result from assisted self-
assembling, induced by the application of an external magnetic field [7]. In highly
ordered superlattices, individual NPs act as “artificial atoms” and occupy the lattice
sites to form repetitive, periodic “artificial planes". From a fundamental point of
view, these artificial solids constitute good models for investigating crystallization
behavior. In addition, their properties are determined by both individual NPs and
their collective interactions. Resulting from collective interactions between neigh-
boring NPs, they exhibit new mechanical, [8] transport, [9] optical, vibrational, [10]
chemical (stability against oxidation and coalescence) and magnetic properties [11].

Fundamentally, one of the prerequisites to create assembly into well-defined
superstructures is the use of NPs with uniform size and shape. The necessary condi-
tions to form such populations are (1) a short nucleation step followed by (2) a slower
growth step of the nuclei. Focusing on cobalt, size-controlled colloidal synthesis of
spherical metallic NPs, remains, to this day, challenging. Such uniform MNPs have
to be characterized by a high stability against oxidation and coalescence but not
only. Regarding to the applications, high anisotropy of NPs is mainly required, it is
then crucial to obtain preferentially highly crystallized hcp-Co NPs, rather than the
two other possible structures, i.e., epsilon and fcc ones. The existing strategies to
address these challenges are based on decomposition of organometallic precursors
andmetal-salt reduction, including themicellarmethod. In the case of decomposition
of organometallic precursor, a precursor (e.g., Co2(CO)8) is rapidly decomposed at
high temperatures in presence of surfactants and the NP size is tuned by tailoring the
reaction time, reaction temperature, precursor injection time, surfactant to precursor
ratio and chemistry of reagents and surfactants. For Co, this approach has been initi-
atedbyDinega andBawendiwhoobtained epsilon-CoNPswith however a rather high
size polydispersity [12]. The first example of uniform size and shape tunable Co NPs
using this approach has been reported by Puntes et al. [13] who obtained epsilon-Co
NPs coexisting however with hcp-Co nanodisks. Thereafter, keeping unchanged the
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precursor but varying the surfactants, populations of tunable size have been obtained
characterized by either epsilon [13], fcc [14] or a mixing of hcp/fcc [15] structure.
Another approach for formation of size-controlled spherical Co NPs is the reduction
approach. In this method typically, a reducing agent is injected into a hot solution
of metal-salt precursor either inorganic or organic (CoCl2 or Co(CH3COO)2) in the
presence of surfactants. Inorganic metal-salt chemical reduction first reported by
Murray and Sun [16] allows the formation of uniform size tunable epsilon-Co NPs
[14]. The group ofChaudret, using an organicmetal-salt as precursor, Co(η3-C8H13)
(η4-C8H12), that readily decomposes at lower temperature (around 150 °C) under a
pressure of dihydrogen (usually 3 bars), synthesizedCoNPswith an fcc/hcp structure
[17]. Using a variant of the inorganic metal-salt reduction where the reducing agent
also plays the role of the solvent (polyol method), Murray et al. published the first
example of hcp-CoNPs. Recently,Mezziane et al. developed a simple organometallic
approach based on the combination of oleylamine and ClCo(PPh3)3 and evidenced
the formation of pure monodisperse spherical hcp-Co NPs, ferromagnetic at room
temperature [18]. The reduction in reverse micelles, performed at room tempera-
ture, also allows the formation of uniform size tunable Co NPs, characterized by
an fcc polycrystalline structure [19–21]. Using the appropriate annealing treatment
and taking advantage of their high thermal stability, Co polycrystals can transform
into hcp single-crystalline NPs [22, 23]. For all these approaches, surfactant is a key
parameter not only to stabilize the NPs against coalescence and oxidation but also
to mediate the NP growth.

The assembly of NPs can be obtained through the evaporation of a colloidal solu-
tion.As a result of the balance between van derWaals attractions between themetallic
NP, magnetic interactions between the MNPs and also solvent-mediated interactions
between ligands, uniform colloidal MNPs can assemble into various mesostructures.
The magnitude of these interactions can be tuned by various parameters including
(1) the nature of the MNP, (2) the NP size, (3) the nature of the coating agent, (4)
the nature of the solvent (5) the evaporation rate and (6) if appropriate, the applica-
tion of an external field during the solvent evaporation. In the absence of external
field, MNPs can self-assemble into 2D and 3D ordered arrays. The first reports of
nanocrystal superlattices were published by Bentzon [24, 25] and coworkers in 1989
with iron oxide NPs used as building blocks. Then after, significant progress has been
made in preparing long-range 2D and 3D superlattices of MNPs. 2D superlattices
composed for example of spherical MNPs (Co [6], Ni [26], Fe [27] and Fe2O3 [28]),
are characterized by a hexagonal packing and can be obtained at themicrometer scale.
Besides, self-organization ofMNPs into 3D supercrystals has been, however in a less
extend, evidenced by several groups. Depending on the experimental conditions, two
growth processes are observed (1) onto a substrate (heterogeneous nucleation and
growth) or (2) in solution (homogeneous nucleation and growth). In the first case,
filmmorphology is obtainedwhereas in the latter ones, the colloidal crystals obtained
are characterized by well-defined shape. The first example of long-range ordered 3D
supercrystal film of MNPs has been published in 2003 by Lisiecki et al. [6]. These
artificial solids are made of several hundred monolayers of fcc-Co NPs, which order
in an fcc “super” structure. 3D supercrystal films have been also obtained using Ni
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[26], magnetite [28] and Fe3O4 [29] NPs. Even more rarely, only some colloidal
crystals made of MNPs have been, at this day, reported in the literature, which can
be attributed to the difficulty to meet all the conditions to growth them. They have
been obtained using Ni [26], γ-Fe3O4-Fe2O3 [30] and Fe3O4 [29].

Physico-chemical properties, especially magnetic ones of assemblies of NPs, are
known to be significantly impacted by a set of parameters including (1) MNP size,
(2) nanocrystallity, (3) interparticle gap, (4) degree and type of ordering of the super-
lattice, (5) morphology. In this chapter, we cover the results obtained in our group
on (1) the colloidal synthesis of uniform and spherical cobalt NPs, (2) their use
for the elaboration of 2D and 3D assemblies by means of spontaneous and assisted
assembling and (3) their magnetic properties. The key factors for the synthesis of
uniform Co NPs and their assemblies will be discussed.We will also present theories
and simulations, which predict the size and shape of mesostructures obtained from
evaporation of MNP solutions under a magnetic field.

8.2 Synthesis of Uniform Spherical Co Nanoparticles

8.2.1 Synthesis by Micellar Approach

8.2.1.1 Cobalt Nanoparticle Size Polydispersity Control

Co NPs are synthesized by solution-phase reduction approach, at room tempera-
ture [20]. The precursor used is the cobalt (II) bis(2-ethylhexyl) sulfosuccinate,
Co(AOT)2. 5 × 10–2 M Co(AOT)2 solution is prepared using isooctane as bulk
solvent [31]. The amount of water concentration defined as w = [H2O]/[AOT] = 32.
This prepared microemulsion is vigorously shaken for a few minutes for equilibrium
and form reverse micelles [32]. The reducing agent used is sodium tetrahydroborate,
and its concentration is given by R (R = [NaBH4]/[Co(AOT)2]). R value varies from
0.5 to 8 by varying the volume of a fixed concentration ([NaBH4]= 1M) added to the
micellar solution. Under vigorous shaking, the solutions instantaneously turn from
pink to black indicating the formation of Co NPs. Above R = 0.5, resulting from
the large amount of water brought by the reducing agent injected, reverse micelles
are instantaneously destroyed [32, 33]. After the synthesis, whatever the R value is,
Co NPs are extracted from the AOT surfactant by adding highly concentrated dode-
canoic acid solution ([C12H25COOH] = 0.2 M). After washing several times with
ethanol, the NPs are dispersed in hexane and then centrifuged to precipitate bulky
material. Only the upper phase containing dodecanoic acid coated NPs is collected.
All the steps are carried out in a nitrogen glove box using deoxygenated solvents
to prevent metal oxidation. Transmission electron microscopy (TEM) investigation
is performed after depositing some drops of the colloidal solutions onto a carbon
TEM grid and complete evaporation of the solvent. As can be observed in TEM
images (Fig. 8.1), the populations of NPs significantly depend on R value. At R =
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Fig. 8.1 TEM images of cobalt nanoparticles synthesized by the micellar approach, at various
sodium tetrahydroboride concentrations, R. a (R = 0.5), b (R = 1), c (R = 2), d (R = 4), e (R = 6)
and f (R = 8)
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Table 8.1 Average diameter of CO nanoparticles D, and size distributions, σ , at various R values

R 0.5 1 2 4 6 8

D (nm) 6 7 7 7 7 8

σ (%) 30 18 13 12 12 8

0.5, the mean diameter is 6 nm (Table 8.1), with a large size polydispersity, around
30%. By increasing R value, the more important change is the decrease in the size
polydispersity which drops from 30 to 8%. In a lesser extend, the mean diameter
slightly increases from 6 to 8 nm. Such feature is attributed to the increase in the
yield of the reduction reaction that is not complete below R = 8 [34]. This statement
is well illustrated by the concentration increase of the colloidal solution, by a factor
of almost 5, when R increases from 0.5 to 8. Higher the R value, larger the NP diam-
eter. The mean diameter increase combined to the size selection occurring at the end
of the synthetic process explains the reducing agent concentration effect. This result
shows that the best condition to promote the growth of uniform Co NPs, initiating
in AOT reverse micelles, is to work in a saturation regime in reducing agent.

8.2.1.2 Cobalt Nanoparticle Size Control

Revisiting the chemical reduction approach of Co(AOT)2 precursor presented below,
a novel strategy based on the change of the bulk solvent gives rise to uniform
colloidal Co NPs with tunable size [21]. Six different micellar solutions of 5 ×
10–2 M Co(AOT)2 are prepared using xylene (sample S1), cyclohexane (sample S2),
cumene (sample S3), decane (sample S4), octane (sample S5) and isooctane (sample
S6). w value is fixed at 2. Whatever the bulk solvent is, reverse micelles form [32–
36]. Taking into account the importance of the saturation in reducing agent on Co
size polydispersity, R value is fixed at 6. The rest of the protocol is similar to the
previous one. At the end of the synthesize, six colloidal solutions with dodecanoic
acid (C12) coated Co NPs are obtained with hexane used as solvent. For clarity, this
latter solvent is called “C12-NP solvent” against “AOT solvent” for the initial bulk
solvent use to form initial reverse micelles. TEM investigation performed on the six
populations of Co NPs reveals that the growth of Co NPs drastically depends on the
nature of the AOT solvent (Fig. 8.2 and Table 8.2). Indeed, the mean diameters of Co
NPs for xylene, cyclohexane, cumene, decane, octane and isooctane are found equal
to 3.9, 4.6, 4.7, 7.0, 7.6 and 7.7 nm, respectively. It is noticeable that all the samples
are characterized by a rather low size polydispersity, i.e., around 12%. CoNP synthe-
size is occurring in an out-of-equilibrium ternary component system composed of
Co(AOT)2, oil and water. Despite the complexity of such a reaction system, size
control of Co NPs can be explained by solvent-mediated AOT-AOT interactions.
The NP formation is separated into two steps, (1) the nucleation step and (2) the
growth step. The nucleation step mainly depends on the Co–Co interactions. DFT
calculations show that the interactions between the solvent and the cobalt atoms
are significantly weaker than the Co–Co interactions [37]. Therefore, an eventual
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Fig. 8.2 Size distribution of Co nanoparticles synthesized by the micellar approach with different
combinations of AOT solvent/C12-NP solvent: xylene/hexane (S1), cyclohexane/hexane (S2),
isooctane/hexane (S3) and isooctane/cyclohexane (S4)

Table 8.2 Average diameter
(D) and size distribution (σ )
of Co NP populations
obtained with various
solvent-ligand pairs used in
the experiments. χ12 is the
interaction parameter
calculated for the various
solvent-ligand pairs

Solvent-ligand (sample) D (nm) σ (%) χ12 (J mol−1)

Octane—AOT (S5) 7.6 11 0.02375

Isooctane—AOT (S6) 7.7 12 0.02412

Decane—AOT (S4) 7.0 12 0.05058

Cyclohexane—AOT (S2) 4.6 11 0.17272

Cumene—AOT (S3) 4.7 11 0.44645

Xylene—AOT (S1) 3.9 12 0.49455

Hexane—C12 (S6) 7.7 12 0.06424

Cyclohexane—C12 (S7) 9.3 15 0.03062

impact of the solvent on the nucleation can be ruled out. However, the growth of NP
is driven by the AOT adsorption on the metal surface through the attractions between
the cobalt atoms and the polar head groups of AOT but also by AOT/AOT interac-
tions [38]. Changing the nature of the solvent impacts the AOT solvation and then
the AOT/AOT interactions, that in turn, the final NP size. This statement is supported
by the calculation of interaction parameters χ12 for the various solvent-AOT pairs,
using the Hansen solubility parameters [21]. In Fig. 8.3, the NP diameter is plotted
against the χ12 parameter using a logarithmic scale. It can be seen that the NP size
decreases as the χ12 parameter increases. A linear regression gives

log (d) = 0.944− 0.211 log (c12)
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Fig. 8.3 Log–log plot of the
experimental cobalt
nanoparticle size and the
interaction parameter

d and χ12 are expressed in nm and J mol−1 respectively. Based on the experimental
results, this formula yields the NP diameter within an error of around 1 nm.

For cyclohexane, xylene and cumene, the larger χ12 values favor the attraction
between the AOT, resulting in the increase in the stability of the ligand layer and thus
the hindering of the growth of the NPs. At the opposite, an increase in the χ12 value
results in smaller NPs as observed for octane, isooctane and decane.

The importance of the interaction parameter on the NP size control is also well
illustrated by the following experiment. After removing the upper hexane colloidal
solution from sample S6, a part of the precipitate containing C12-CoNPs, is dispersed
in cyclohexane (sample S7). TEM study reveals that the mean diameter of this
“second dispersion” is 9.3 nm against 7.7 nm for the first dispersion (in hexane).
The size distribution slightly increases from 12 to 15% (Fig. 8.2 and Table 8.2). The
χ12 parameter calculated for dodecane (used for dodecanoic acid) using cyclohexane
is 0.0306 J mol−1 against 0.0642 J mol−1 for hexane used as solvents (Table 8.2).
The lower χ12 value indicates that cyclohexane is a better solvent for C12-NPs, thus
hindering the particle aggregation. This explains that, in this case, extraction from
the precipitate of larger NPs is occurring, conversely to the use of hexane.

This novel strategy using the solvent-mediated ligand interaction allows to control
accurately the NP size, but also to use a unique ligand to stabilize the NPs, e.g.,
dodecanoic acid that covalently binds to theCo surface ensuring high stability against
oxidation and coalescence processes. It is noticeable that such a strategy would
provide an efficient guide in the choice of the solvent for controlling the NP size of
any material.
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Fig. 8.4 Electron diffraction patterns of 7.5 nmCo nanoparticles obtained by themicellar approach
not annealed (a) and annealed at 250 °C (b), 300 °C (c) and 350 °C (d). Reflections corresponding
to the fcc (*) and hcp (+) structures. (1–4) Representative HRTEM images of Co nanoparticles
annealed at various temperatures
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8.2.1.3 Cobalt Nanoparticle Crystalline Structure Control

In order to improve the crystalline structure (nanocrystallinity) of the as-synthesized
dodecanoic acid coated CoNPs (fcc polycrystals) obtained by the micellar approach,
annealing treatments by (1) dry- and (2) solution-phase protocols are performed.

(1) Dry annealing is performed on 7.2 nm-NPs deposited on a TEM grid. The grid
is placed in a close quartz ampule with a nitrogen atmosphere, finally placed
in a furnace at various temperatures (250, 300 and 350 °C) for 15 min [23].
Electron diffraction and HRTEM (Fig. 8.4a, 4-1) reveal that the as-synthesized
Co NPs are nearly amorphous with few ordered fcc domains less than 1 nm in
size. After annealing at 250 °C, the structure is mainly hcp with some remaining
fcc (Fig. 8.4b, 4-2). After annealing at 300 °C, pure hcp-Co NPs are obtained
(Figs. 8.4c, 4-3), the defects of which tend to disappear at 350 °C (Figs. 8.4d,
4-4). Within error, the average diameter of the annealed NPs is unchanged.

(2) Recrystallization of fcc-Co into hcp-Co can be also driven by the solution-phase
heating protocol. Using this novel strategy and conversely to the previous one,
annealedNPs can be freelymanipulated.Different protocols exist, always taking
place in a refluxing bath, under nitrogen flux [2]. For instance, as-synthesized
Co NPs are dispersed in high boiling point solvent, i.e., octyl ether. The solution
is heated at 220 °C with a heating rate of 10 °C per minute up to 140 °C then
more slowly with a heating rate of 2 °C per minute. Once the temperature is
reached, NPs are maintained in the hot solution without aging or aged for 30,
90 and 180 min before a cooling step. Electron diffraction and HRTEM studies
indicate the disappearance of the cfc phase just after reaching 220 °C, in favor
of hcp-Co. After aging for 180 min, hcp-Co single crystals are obtained with a
slight decrease in the mean diameter (6.5 nm against 7.2 nm for the native NPs).

Due to the high thermal stability of the dodecanoic acid coating, we show that
dry- and solution-phase annealing treatments give rise to the structural transition
from fcc-Co polycrystals to hcp-Co single crystals. No trace of Co oxide is detected.
It is noticeable that reports in the literature of colloidal hcp-Co single crystals are
very rare [14, 18].

8.3 Synthesis by Organometallic Approach

Besides the micellar soft chemical approach developed above, polyol synthesis of
NPs appears to be one of the “simplest” routes to prepare NPs involving reduction of
inorganic salt at high temperature (depending on the polyol) [39–41]. This is also the
most representative approach of a complicatedmixture synthesis of NPs as variations
on the polyols, cobalt salt, surfactant, even bi-surfactant mixture, ruthenium seeds
additive allow to reach different shapes, sizes and phases (mainly fcc-Co and hcp-
Co) of nanocrystals [42–44]. As mentioned above, two other processes have been
developed to produce monodispersed Co NPs in milder conditions using Co(0) or (I)



8 Magnetic Self-Assembling of Spherical Co Nanoparticles … 191

organometallic precursors instead of inorganic. The first one is related to carbonyl
metal complexes (CMC, CO2(CO)8) and their thermal decomposition to generate
NPs [16, 18]. The second one is dealing with hydrocarbyl complexes (HC) such as
Co(η3-C8H13) (η4-C8H12) that readily decompose at lower temperature under a high
pressure of dihydrogen [17]. However, the use of carbon monoxide as ligand (CMC
approach) or a pressure of hydrogen (HC approach) still requires specific equipment
in the laboratory.Moreover, these organometallic precursors are not readily available
on a large scale and often as for the micellar route, annealing is necessary to reach
pure hcp-Co phases (See above).

Based on the cobalt(II) salt and the cobalt(0 or I) organometallic approaches, a
novel strategy has been developed by using awell-defined cobalt (I) halide complexes
(ClCo(PPh3)3) in presence of oleylamine (OAm) which should act as the solvent,
the surfactant and as the reducing reagent [18]. Using this Co(I) complex heating in
degassed OAm at 190 °C during 1 h, the formation of spherical monodispersed Co
NPs is demonstrated by TEM study (Fig. 8.5). They are 9.2 nm spherical Co NPs,
characterized by a very low size polydispersity of 6%. It is important to notice that
no post-synthetic treatment is necessary to reach this control of the size distribution.
TEM investigation allows a complete structural characterization of the cobalt NPs.
A typical electronic diffraction pattern (Fig. 8.5A) obtained for a collection of NPs
(Fig. 8.5c) consists of 7 diffractions rings characterized by 0.216 nm, 0.203 nm,
0.190 nm, 0.146 nm, 0.125 nm, 0.114 nm and 0.106 nm distances from center to
outward, respectively. These distances correspond to the (100), (002), (101), (102),
(110), (103) and (201) planes of the hcp structure of cobalt metal, when compared
with the bulk values.

Magnetic characterization confirms the ferromagnetic behavior of these cobalt
NPs even at room temperature, which is expected for these 9.2 nm in size hcp cobalt
NPs [18, 45].

Fig. 8.5 TEM characterization of 9.2 nm hcp cobalt nanoparticles obtained by the organometallic
approach. a SAED, b size histogram, c TEM images
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8.4 Assemblies of Cobalt Nanoparticles

8.4.1 Key Parameters Involved in the Nanoparticle
Organization

For a long time, experimentalists and theoreticians have sought the optimal conditions
to obtain well-defined self-organization of NPs in 2D and 3D lattices. Here, we will
focus on the self-assembly in solution. Three major parameters have become evident
for this process: the speed of evaporation, the monodispersity of the particle size and
the interaction between the NPs.

Concerning the evaporation speed, it has been observed that it has too be suffi-
ciently small to allow the cluster of nanoparticles to come together to formmesostruc-
tures. This is usually empirically reached by a confinement of the beaker used for
the evaporation.

Concerning themonodispersity, experiments have shown that well-ordered super-
lattices are observed at polydispersities lower than 5%, while polydispersities larger
than 12% suppress ordered assemblies [46]. The theoretical study of solid–fluid tran-
sitions in hard-sphere systems using Monte Carlo simulations has given explanation
for this observation [47, 48]. It reveals the existence of a terminal polydispersity
above which, no crystallization can occur. The highest polydispersity is 5.7% for the
solid and about 12% for the fluid. Fractionation enables a fluid of larger polydisper-
sity to crystallize into several solids of smaller polydispersity and different average
size. Therefore, a batch of nanocrystals synthesized with an average polydisper-
sity smaller than 12% may form superlattices by fractionation, while within a large
superlattice, the average polydispersity should be smaller than 6%. Simulations have
shown that kinetic factors are the reason for the existence of the terminal polysdisper-
sity [49]. Usually the free energy barrier to nucleation continuously decreases with
increasing concentration enabling the formation of crystals. The simulations show
that in polydisperse samples, the free energy barrier passes through a minimum, thus
suppressing crystallization. Recent simulations have also shown that the fraction-
ation may be a complex process [50]. We have carried out simulations in the 2D
case using Lennard–Jones potential, which show this transition from an ordered to a
disordered state when the polydispersity is increased. For a polydispersity of 6%, the
left side of Fig. 8.6 shows an ordered assembly characterized by well-defined spots
in the two-dimensional pair distribution function (see insert). This order disappears
for a polydispersity of 15% on the right side of Fig. 8.6.

The third key parameter is the interaction potential between the NPs. To obtain
a self-assembly purely by confinement due to the evaporation of the solvent, this
interaction has to be repulsive even at the end of evaporation. In general, the inter-
action for two magnetic particles covered with chain-like ligands in a solvent may
be expressed in the following way [51–53]:

utot(r) = uvdW (r) + uelastic(r) + umix(r) + uionic(r) + udipole(r) (8.1)
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Fig. 8.6 Snapshots of the final configuration of particle assemblies obtained by 2D Monte Carlo
simulations for two polydispersities a 6%, b 15%. The different colors correspond to various
particle sizes. The inserts show the two-dimensional pair distribution functions for the given particle
assemblies

uvdW (r) corresponds to the van derWaals attraction between the cores of the particles.
It is calculated from the effective Hamaker constant reduced with respect to its value
in vaccuum due to the presence of the solvent medium. uelastic(r) is the repulsion due
to elastic compression of the ligands. umix(r) described the free energy due to the
mixing of the thiol ligands, when the two particle approach. This is accompanied by a
demixing of solvents and ligands. This termmay be attractive or repulsive depending
on the solvent. The equations for the last three terms are given in reference 53. When
the nanoparticles are dissolved in an aqueous ionic solution, an additional repulsive
term uionic(r) appears due to the formation of a cloud of counter-ions around charged
nanoparticles. This can be for example described by a DLVO term or by the integral
equation theories. Finally, we have the dipolar term udip(r) due to the magnetism
of the particles, which can be estimated from the magnetization at saturation of
the magnetic material. With the help of the code NanoForceG developed in our
laboratory, the interaction potential in (8.1) can be easily calculated. In Fig. 8.7,
the interaction potentials for cobalt nanoparticles coated with dodecanoic acid are
shown. Figure 8.2a gives the potential for various nanoparticle sizes using decane as
solvent. For particles smaller than 10 nm, the attraction between the nanoparticles
is sufficiently weak to ensure the formation of well ordered assemblies. At larger
nanocrystal size, the van der Waals interaction due to the metallic cores becomes
important. Moreover, for size larger than 15 nm the dipolar term is sufficiently strong
to influence the nanoparticle assembly. This may lead to the formation of chains,
which have been experimentally observed for magnetic nanoparticles of this size
[54–56]. In Fig. 8.7b, the influence of the solvent for cobalt nanoparticles of 5 nm
is shown. As expected, the alkanes are good solvents which lead to a repulsion
between the nanoparticles, while protic and polar solvents such as water and acetone
are bad solvent. However, it is interesting to observe that there is an intermediate case,
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Fig. 8.7 Interaction energy between cobalt nanoparticles coated with dodecanoic acid. Figure A
shows the evolution with solvent for a nanoparticle size of 5 nm. Figure B gives the dependence on
the nanocrystals size for decane as solvent. The total potential and the one without the dipolar term
(denoted vdW) are plotted

neither really good nor bad, where solvents such as chloroform or toluene induce
some attraction. This attractive force can be used to assemble the nanoparticle in
a controlled way in the solution without evaporation of the solvent. Thus, well-
defined supercrystals made of nanoparticles can be grown in solution [53, 54]. This
opens up a new way to fabricate nanomaterials. We would conclude this section with
a short discussion of the ionic term, which appears in aqueous solutions. During
evaporation, the salt concentration increases which leads to a collapse of the ionic
cloud and may induce an uncontrolled aggregation of the particle due to the van
der Waals term. This explains why non-aqueous systems are usually preferred to
obtain controlled nanoparticle assemblies. However, this does not exclude aqueous
solutions of nanoparticles to obtain mesostructures. Under specific conditions, the
formation of isolated chains has also been experimentally observed, which has been
explained by simulations [57].

8.5 2D Self-Organizations of Cobalt Nanoparticles
Synthesized by Micellar Approach

2D self-organizations of Co NPs are prepared by depositing 1 drop of a colloidal
solution of either (1) as-synthesized fcc-Co polycrystals with various sizes 3.9 nm
(S1), 4.6 nm (S2), 7.7 nm (S6), 9.3 nm (S7) or (2) solution-phase annealed 7.1 nm
hcp-Co single crystals on a highly ordered pyrolytic graphite (HOPG) grid. The
concentration of NPs is fixed at 5.5 10–7 M. Subsequently to their deposition in
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Fig. 8.8 TEM images of 2D ordered arrays of native fcc-Co polycrystals obtained by the micellar
approach a 3.9 nm (S1), b 4.6 nm (S2), c 7.7 nm (S6), d 9.3 nm (S7)

2D ordered arrays, the as-synthesized fcc-Co polycrystals can be submitted to a
dry-annealing process (3).

(1) Whatever the size of the as-synthesized fcc-Co polycrystals, TEM study
(Fig. 8.8a–d) shows the formation of 2D ordered arrays with hexagonal
symmetry [21]. These organizations are determined by both the diameter and the
length of the C12 coating agent. For 3.9 nm, the mean center-to-center distance
between particles (Dc-c) and interparticle gap (Di-p) are 5.9 nm and 2.1 nm,
respectively (Table 8.3). Taking into account length of dodecanoic acid in the
cis–trans configuration, i.e., 1.77 nm, the lowDi-p value indicates interdigitation
between the C12 alkyl chains. The use of larger CoNPs, e.g., 4.6, 7.7 and 9.3 nm
results in a significant decrease of the Di-p values found equal to 2.3, 1.6 and
1.4 nm, respectively. This behavior is attributed to the van der Waals attractions
between the metallic core, which magnitude increases with the particle volume.
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Table 8.3 Structural characteristics of 2Dordered arrays presented in Figs. 8.5 and 8.6 and obtained
by deposition of Co NPs characterized by an average diameter D and a size distribution σ . Dc-c;
center-to-center nanoparticle distance; Di-p: inter-particle distance

Sample D (nm) σ (%) Dc-c (nm) Di-p (nm)

Cofcc (S1) 3.9 ± 0.1 12 5.9 ± 0.1 2.1 ± 0.1

Cofcc (S3) 4.6 ± 0.1 11 6.9 ± 0.1 2.3 ± 0.1

Cofcc (S6) 7.7 ± 0.1 12 9.3 ± 0.1 1.6 ± 0.1

Cofcc (S7) 9.3 ± 0.1 15 10.5 ± 0.1 1.4 ± 0.1

Cohcp (Sann 1) 7.1 ± 0.2 8 9.8 ± 0.2 2.7 ± 0.2

Cohcp (Sann 2) 7.0 ± 0.2 10 10.3 ± 0.2 3.3 ± 0.2

(2) Similarly to the native fcc-Co polycrystals, the deposition of solution-phase
annealed 7.1 nm hcp-Co single crystals (Fig. 8.9a and Table 8.3) gives rise to
2D long-range ordered arrays characterized by center-to-center distance and
interparticle gap of 9.8 nm and 2.7 nm, respectively (Sample Sann 1) [58]. The
increase in the Di-p of around 1 nm compared to the arrays composed of similar
size native NPs is attributed to the presence of larger amount of coating agent,
related to the annealing protocol. By slightly increasing the concentration of the
colloidal solution, ordered multilayers can also be obtained (Fig. 8.9b).

(3) 2D arrays of hcp-Co single crystals can also result from dry annealing at 350 °C
of 2D ordered arrays of as-synthesized Co polycrystals. Such 2D arrays are
characterized byNP diameter, Dc-c andDi-p values equal to 7.0, 10.3 and 3.3 nm,
respectively (Fig. 8.9c, Table 8.3). The Di-p increases after annealing, while the
Dc-c remains almost unchanged [23, 58]. NP size decrease is partly attributed
to the structural transition of the NPs from the poorly crystalline phase to the
hcp-Co single-crystalline phase. As shown in Fig. 8.9d, when the dry annealing
is performed on ordered multilayers of Co polycrystals, the assembly keeps
their integrity.

Whatever the protocol used is, 2D and thin 3D arrays of Co NPs can be obtained.
We show that the characteristics of these organizations can be tuned by varying the
mean diameter and the nanocrystallinity of the Co NPs, as well as the mean center-
to-center distance between particles and interparticle gap. The high stability of these
assemblies, especially in the dry and solution-phase annealing cases, is due to the
high thermal stability of dodecanoic acid coating agent.
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Fig. 8.9 TEM images of a monolayer (a) and a multilayer (b) of solution-phase annealed 7.1 nm
hcp-Co single crystals obtained by the micellar approach. TEM images of a monolayer (c) and a
multilayer (d) of 7.0 nm hcp-Co single crystals obtained by dry annealing of a native monolayer
and multilayer of fcc-Co polycrystals

8.6 2D Self-Organizations of Cobalt Nanoparticles
Synthesized by Organometallic Approach

The self-assembly process is not dependent of the route used to synthesize the
cobalt NPs. As presented above, the 9.2 nm spherical Co NPs coated by oleylamine
(OAm) are characterized by low size dispersity (0.6%). By simply depositing a drop
of a colloidal solution of these NPs dispersed in toluene, onto amorphous carbon
substrates, they self-organize in a long-range 2D hexagonal ordering (Fig. 8.10a)
and thin 3D assemblies. When a concentrated solution is allowed to slowly evap-
orate on graphite substrate, well-developed supercrystals sitting on their larger flat
facets are observed. (Fig. 8.10b, c). This is characteristic of the formation of the
so-called supercrystals resulting from 3D periodic arrangement of the NPs either in
fcc or hcp organization.



198 J. Richardi et al.

A B
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Fig. 8.10 9.2 nm spherical cobalt nanoparticles with 6% polydispersity obtained by the
organometallic approach self-organized in a 2D and thin 3D assemblies as obtained by drop deposi-
tion on amorphous carbon. b and c Superlattices obtained by slow evaporation at room temperature
on graphite substrate

As mentioned above, this is due to the attractive Van der Waals interactions
between the metallic cores, the “chemical bonds” of self-assemblies resulting from
the interdigitation of the ligand molecules (OAm). It should be noticed that from
Fig. 8.10a, the deduced interparticle distance is 4.1 nm, which drastically limit the
interparticle interaction. As a consequence, no aggregation occurs in the solvent or
on the substrates during the deposition process. Indeed, the 2D patterns are purely
hexagonal patterns as well as in the thin 3D organization (Fig. 8.10). In case of
dipole–dipole interaction, non-close packed superlattices are often observed, which
is not the case here. Indeed we can claim that no aggregation occurs in solution due
to dipolar interaction.

8.6.1 3D Self-Organizations of Cobalt Nanoparticles

8.6.1.1 Control of the Mesoscopic Structure in 3D Assemblies of Co NPs

Dodecanoic acid coated Co NPs synthesized by micellar approach can be used as
building blocks to form 2D ordered arrays but also long-range 3D superlattices also
called supercrystals. For this aim, an HOPG substrate is horizontally immersed in
200 μl of a highly concentrated colloidal solution (5.5 × 10–7 M) of 7.2 nm. The
solvent evaporates under nitrogen flux and the substrate temperature vary from 10 to
45 °C [59]. At 10 °C, TEM study shows the formation of a thin film with a smooth
surface (Fig. 8.11a). The diffractogram shows a broad and low intensity Bragg peak
indicating the absence of long-range ordering of NPs (Fig. 8.11b). By increasing the
temperature from 25 to 45 °C, the film appears cracked and the size of the resulting
isolated domains increases with increasing the substrate temperature (Fig. 8.11c,
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Fig. 8.11 SEM images obtained by depositing of fcc-cobalt nanoparticles obtained by the micellar
approach, on HOPG substrate at various temperatures: a 10 °C, c 25 °C, e 35 °C, g 45 °C. b, d,
f and h, corresponding diffractograms

e, g). For temperatures equal to 25, 35 and 45 °C, the average domain areas are
400, 1000 and 2500 μm2, respectively, and their thickness can reach 5 μm. SAXS
study clearly indicates a long-range fcc ordering of the NPs [59]. For instance, the
X-ray diffraction pattern of the sample obtained at 45 °C (Fig. 8.12) shows various
spots which coordinates, when compared to the theoretical values of various struc-
tures, correspond to an fcc structure [6]. At 25 °C, the (111) reflection shown in the
diffractogram (Fig. 8.11d) is intense and nearly resolution limited (i.e., 0.05 nm−1),
indicating long-range ordering out of the plane. The interparticle distance is found
around 3.60 nm (Table 8.4). By increasing the temperature from 25 to 45 °C, the peak
with δq1/2 decreases from 0.05 to 0.035 and 0.034 nm−1, respectively, and become



200 J. Richardi et al.

Fig. 8.12 X-ray diffraction
pattern of sample obtained
by depositing fcc-cobalt
nanoparticles obtained by the
micellar approach, on HOPG
substrate at 45 °C

Table 8.4 Structural
characteristics of 3D
assemblies of Co NPs
(7.2 nm) obtained at various
temperatures and extracted
from the diffractograms
presented in Fig. 8.7. δq1/2:
the half width at half
maximum; Dc-c:
center-to-center nanoparticle
distance; Di-p: inter-particle
distance

Substrate
temperature

δq1/2 (nm−1) Dc-c (nm) Di-p (nm)

12 °C 0.190 11.75 ± 0.2 4.55 ± 0.2

25 °C 0.050 10.80 ± 0.2 3.60 ± 0.2

35 °C 0.035 10.80 ± 0.2 3.60 ± 0.2

45 °C 0.034 10.60 ± 0.2 3.45 ± 0.2

increasingly intense (Table 8.4). This behavior clearly evidences an increase in both
the size and the coherence length of fcc crystallized domains, i.e., the supercrystals.
By increasing the temperature from 25 to 45 °C, the mean interparticle distance
decreases from 3.60 to 3.45 nm (Table 8.4) that further evidences the improvement
of the mesoscopic ordering.

Hence, by just controlling the substrate temperature, mesoscopic ordering of 3D
assemblies of CoNPs can be tuned from disordered to highly fcc ordered assemblies.
This behavior is explained by the control of the diffusion of NPs within the solution
and on the HOPG substrate.
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8.6.1.2 Collective Magnetic Properties in 3D Assemblies of MNPs

Within a NP, small enough to have a single magnetic domain, all atomic spins are
aligned in the same direction, and thus, the particle can be considered as a point
dipole (or superspin) with a large magnetic moment. Some remarkable phenomena
have been observed in MNPs; the most well-known among them being that of super-
paramagnetism (SPM) of non-interacting NPs, where the magnetic moments of each
NPs act independendly [60]. Superparamagnetic NPs have found their use in many
fields of applied technology including, but not limited to, biomedicine [61], magnetic
resonance imaging [62] data storage [60, 63].

In an assembly of highly concentrated NPs, the materials’ magnetic properties
can be greatly influenced by the dipolar interactions between NPs. It has been found
that at sufficiently high concentrations, the interparticle dipolar interactions can
produce “collective states” below a system-dependent transition temperature Tc.
The observed collective states are almost invariably “disordered” and thus called
“superspin glasses” (SSG) as they show many of the phenomenology found in
atomic spin glasses [64, 65]. Further increasing inter-particle correlations, the SSG
state is predicted to transform into long-range ordered dipolar superferromagnetic
(SFM) state. However, a clear-cut experimental evidence of a dipolar SFM state in
real 3D NP assemblies has not yet been reported. This is likely due to the strin-
gent geometrical conditions for inducing such a complex state: i.e., long ellipsoidal
sample shape, highly ordered fcc or bcc lattice structure and parallel alignment of
anisotropy-axis [66, 67]. Due to their structural characteristics, fcc supercrystals of
CoNPs are considered as good candidates to display dipolar SFMproperties [68, 69].
In the superferromagnetic transition region (from superparamagnetic to superferro-
magnetic), enhanced magnetocaloric effect is expected, bringing this novel class of
material one step close to application in the field of energy efficiency (refrigeration)
[70, 71].

8.6.1.3 Collective Magnetic Properties in 3D Fcc Supercrystals
of Fcc-Co Polycrystals

The first aim is here (1) to study the effect of the mesoscopic order in 3D assemblies
of fcc-Co polycrystals (characterized by a low anisotropy) on themagnetic properties
by DC susceptibility measurements. The second one is (2) to study the possibility of
superspin glass behavior in the same system by AC susceptibility measurements.

(1) The effect of the structural order of 3D assemblies on magnetic properties is
studied by considering highly ordered fcc supercrystals and disordered assem-
blies. Both ordered and disordered samples are made with the same batch of
7.5 nm fcc-Co polycrystals. The zero field cooled (ZFC) magnetization versus
temperature is measured by cooling the sample in zero applied field from 300
to 5 K, applying a field of 20 Oe and then measuring the magnetization as the
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Fig. 8.13 A ZFC magnetization versus T/TB curves for a supercrystalline film (red) and a disor-
dered 3D assembly of 7.5 nm-Co nanoparticles (black). B Magnetization versus field curves at
5 K, normalized to MS of a supercrystalline film (red) and disordered 3D assembly (black). Inset:
Magnification of the low field region

sample is heated. Tomeasure the field cooled (FC)magnetization versus temper-
ature, a field of 20 Oe is applied at 300 K before cooling the sample to 5 K and
subsequently measuring the magnetization from 5 to 300 K. The magnetiza-
tion versus field measurements are carried out at 5 K after zero field cooling
of the sample. All magnetic measurements are performed with the applied field
parallel to the substrate. Figure 8.13a shows the ZFC and FC curves normal-
ized (ZFCnorm and FCnorm) to the blocking temperature, TB, of both the ordered
(black) and disordered (red) samples [69].

In ZFC measurements, the sample has been cooled in zero field; hence, there is
no net alignment of the superspins at 5 K and the magnetization is close to zero. As
the temperature increases, the superspin become progressively “unblocked,” aligning
toward the field direction and the magnetization increases until reaching a maximum
defined as the blocking temperature, TB. Above TB, the behavior is superparamag-
netic. That is, the thermal energy increases to such an extend that that the increase
dynamic rotation of the superspins prevents alignment in the field direction and the
magnetization decreases with increasing temperature. In the FC curve, the magne-
tization remains almost constant from 5 K to TB. Above TB, the behavior is super-
paramagnetic and the magnetization decreases with increasing temperature. What-
ever the mesoscopic ordering is, TB does not vary significantly, it value is around
100 K. This is significantly higher value than has previously been observed for dilute
systems of similar Co NPs [2] and indicating strong dipolar interactions between the
NPs. Besides, the ZFCnorm peak of the disordered sample is significantly enlarged
compared to that of the ordered sample. The width of the ZFC peak depends on the
distribution of energy barriers, Eb, in the assemblies: larger the distribution, broader
the peak. The barrier energy is the sum of the anisotropy energy (Ea = kaV where
ka is the anisotropy constant and V is the NP volume) and the interparticle dipole
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Fig. 8.14 a In-phase and b out-of-phase part of the AC susceptibility versus temperature, measured
at frequencies between 0.08 and 8 Hz of a supercrystalline film of 8 nm-Co nanoparticles

interaction energy (Edd) [72]. Because both ordered and disordered samples aremade
with the same batch of NPs, we can rule out any effect of NP volume distribution
and anisotropy. The behavior observed is explained by the mesoscopic ordering of
the assemblies. Indeed, the dipolar interactions are known to be highly direction-
ally sensitive [69]. In highly ordered fcc supercrystal sample, each NP has the same
geometrical coordination and the interparticle distance between NPs is uniform. This
is not true in the disordered sample. Then, the distribution of Edd and hence Eb, in
the disordered sample is greater compared to the supercrystal sample, inducing the
broadening of the ZFC peak for the disordered sample.

Figure 8.13b shows the corresponding magnetization versus field curves. For
the supercrystal sample, the coercive field, Hc, is increased compared to that of
the disordered sample (900 and 600 Oe respectively). This is attributed to a more
collective behavior in the supercrystal sample arising from the long-range ordered
fcc structure, which inhibits the rotation of the superspins. Besides, the approach to
saturation is slower in ordered sample than in the disordered sample. This last feature
in good agreement with the variation of Hc, is explained by a higher anisotropy in
ordered sample compared to the disordered sample [73, 74].

This result constitutes the first example of collective magnetic properties due to
the mesoscopic ordering in 3D assemblies of MNPs.

(2) In order to study the possibility of superspin glass (or SFM) state behavior
in fcc supercrystals of 8 nm fcc-Co polycrystals, in addition to DC suscep-
tibility measurements (See below), AC susceptibility measurements are also
performed [75]. The latter measurements are required to define the characteris-
tics relaxation times present in the system. The in-phase (χ′) and out-of-phase



204 J. Richardi et al.

(χ′′) components of the AC susceptibility versus temperature, are measured in
a range of AC frequencies varying by 2 decades in magnitude (Fig. 8.14a, b).
Both the χ′ and χ′′ components show a clear frequency dependence, where the
temperature at which the maximum susceptibility is observed (T peak) increases
with increasing frequency. T peak is defined as the temperature at which the relax-
ation time of the system, τ , is equal to the observation time, t, which is related to
themeasurement frequency by t = 1/ω, whereω = 2πf . In order to differentiate
between superparamagnetic and superspin glass behaviors, which display both
the same frequency dependence in anACmeasurement, the change in T peak with
frequency has to be quantitatively analyzed and hence extract a value of τ 0. For
a superparamagnet, characterized by negligible dipolar interactions between the
magnetic moments, the frequency dependence should follow an Arrhenius law

τ = τ 0e
Ea
kbT where is the angular inverse attempt frequency, Ea is the anisotropy

energy, and kB is the Boltzmann constant. By plotting log10τ versus 1/T peak and
fitting the data to a straight line, the value of τ 0 can be extracted and in this
case we find τ 0 = 10–31 s [75]. This unphysically small value indicates that
this system cannot be described by simple energy barrier blocking and thermal
activation. Actually and analogously to a spin glass, the magnetic response is
also influenced by interparticle interaction we have to take into account. In spin
glass systems, the dynamic behavior shows a critical slowing down, and hence,
the characteristic relaxation time diverges to a finite static glass temperature Tg,
according to a critical power law τ = τ * (T peak/Tg

−1)−zν , where τ* is the relax-
ation time of an individual NP moment and zν is a critical exponent. Tg is taken
as the maximum in the DC ZFC magnetization curve. Fitting the data yields τ*
= 10–9±3 s and zν = 12 ± 2. This value of τ* is in good agreement with values
found for spin glasses, and zν, although slightly high, is also compatible within
error to that expected for spin glasses [76–78].

Spin glass and superspin glass materials are known to show aging and memory
effects, which can be demonstrated by a simple DC magnetization experiment. The
sample is zero field cooled from above Tg to a temperature Ts typically equal to 0.7
Tg where a waiting time of tw = 104 s is imposed before continuing cooling down
to low temperature. A small field is then applied and the magnetization is measured
on heating. A deviation from the reference ZFC curve (with no stop during cooling)
is observed at Ts, which is known as a “memory dip,” so-called as the system has
“remembered” the relaxation toward a zeromagnetization value (aging) that occurred
during the cooling process.

The results of these AC and DC susceptibility investigations provide strong
evidence for superspin glass behavior in long-range ordered fcc supercrystals made
of low anisotropy 8 nm fcc-Co polycrystals.
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8.6.1.4 Collective Magnetic Properties in Fcc Supercrystals of Hcp-Co
Single Crystals

The aim is here to investigate the effect of fcc supercrystals anisotropy on the super-
spin glass behavior and the possibility for these systems to undergo a transition
toward a dipolar SFM state. For this aim, 3D fcc supercrystals of Co polycrystals are
submitted to the same thermal treatment used to anneal the 2D ordered arrays, at 250,
300 and 350 °C [23]. SEM study (Fig. 8.15a, c, e, g) indicates that heating process
induces the formation of cracks in the supercrystalline film. The beginning of the
formation of cracks is observed at 250 °C (Fig. 8.15c). With increasing the temper-
ature, the process is progressively intensifying to give rise, at 350 °C, to isolated
domains (Fig. 8.15g). GISAXS study clearly indicates that, whatever the heating
temperature is, the fcc superstructure is maintained but not only. We observe both
(1) a progressive decrease of thewidth at half maximum (δ1/2) of the first-order (111)
Bragg peak and (2) an increase in the second-order reflection intensity (Fig. 8.15b,
d, f, h and Table 8.5). This clearly indicates an increase in the coherence length
of the fcc supercrystals. Besides, the interparticle distance between NPs progres-
sively decreases from 3 to 2.2 nm (Table 8.5). This result shows that we are able to
control both the crystalline structure of Co NPs and their 3D superstructure. Hence,
heating the fcc supercrystals at 350 °C allows the formation of long-range ordered
fcc supercrystals composed of hcp-Co single crystals.

The thermal treatment performed on the fcc supercrystals induces drastic changes
in the magnetic behavior [11]. As shown in Fig. 8.16a–d, the blocking tempera-
ture, TB, progressively increases from 112 K for the native sample to 280 K for
the sample annealed at 350 °C. This behavior is mainly explained by the crystallo-
graphic transition from almost amorphous NPs to hcp-Co single crystals. After the
annealing at 250 °C, the normalized ZFC peak to the TB (Fig. 8.16e) is broadened
compared to the native sample. At this temperature, the crystallographic transition
is not complete as evidenced by electron diffraction study, leading to a distribution
of the anisotropy in the sample and then to a distribution of the barrier energies.
Annealing performed at higher temperature, 300 and 350 °C, induces a progressive
narrowing of the ZFCnorm peak until the native width is recovered. This behavior is
attributed to the crystallographic transition that is complete at 350 °C.

The AC susceptibility as a function of temperature and frequency shows usual
“critical slowing down” behavior indicating the existence of collective states below
T c in all fcc supercrystals [79]. Using theVogel-Fulchermodel for weakly interacting
systems, the particle anisotropy energyEa and the effective temperature (related to the
interaction energy between NPs) are extracted. As a general trend, the “interaction-
to-anisotropy” energy ratio becomes larger with heating of the sample, i.e., with both
improving Co nanocrystallinity and decreasing the interparticle gap. Such a behavior
is favorable for the formation of a dipolar SFM state.
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Fig. 8.15 SEM images of a supercrystalline film (thinner region) of 7.5 nm Co nanoparticles
obtained by the micellar approach, not annealed (a), annealed at 250 °C (c), at 300 °C (e) and at
350 °C (g). b, d, f and h Corresponding diffractograms



8 Magnetic Self-Assembling of Spherical Co Nanoparticles … 207

Table 8.5 Structural and
magnetic parameters
extracted from the GISAXS
patterns, the ZFC
magnetization curves and the
hysteresis. δq1/2: the half
width at half maximum; Dc-c:
center-to-center NC distance;
Di-p: border to border distance
of NCs considering a NC size
of 7.5 nm; TB: blocking
temperature; Ms: saturation
magnetization; Msnat/Msann:
ratio of native Ms to annealed
Ms; Hc: coercivity

Sample Dc-c (nm) Di-p (nm) TB (K)

Cofcc (Native) 10.5 ± 0.1 3.0 ± 0.5 112 ± 3

Cohcp (Annealed at 350 °C) 9.7 ± 0.1 2.2 ± 0.5 280 ± 3

Fig. 8.16 FC (full lines), andZFC (dashed lines)magnetizationversusT curves of a supracrystalline
film of a native and annealed at b 250 °C, c 300 °C, d 350 °C. e Corresponding ZFC magnetization
versus T /TB curves

8.7 Theory of Self-Organization of Magnetic Nanoparticles
Under Magnetic Field

The application of a magnetic field during the evaporation leads to the formation of
mesostructures. Thus, when the field is parallel to the substrate, chain and columns
made of magnetic NPs are observed. The appearance of these structures is surprising,
since chains are usually only observed for high dipolar parameterswhich is defined as
the ratio between the magnetic dipolar and thermal energy. Thus, for the maghemite
NPs of 10 nm coated with octanoic acid, the dipolar parameter is 0.69 compared
to a threshold of 4 where chain formation is usually observed. However, for these
NPs, chains are well observed. Brownian dynamics simulations have shown that
the mesostructures can be attributed to an interplay of dipolar and van der Waals
interactions between the NPs [80, 81]. This also explains why these mesostructures
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may disappear when ligands with longer alkyl chains such as dodecanoic acid are
used. In this case, the van der Waals attraction is reduced due to the larger contact
distance between the particles and cannot participate in the mesostructure formation.

Mesostructure formation as observed for MNPs has been widely modeled as
confined Stockmeyer fluid in gas–liquid coexistence. The Stockmeyer potential is
made of the two terms essential for the mesostructure formation as discussed above:
a Lennard–Jones term describing the van der Waals attraction and a magnetic dipole
potential. This fluid is confined between two walls describing the film, which is
formed during the evaporation. The mesostructure formation is interpreted as a coex-
istence of a gas and a condensed phasemade of the colloidal particles. The condensed
phase forms the mesostructures observed in the experiments.

The confined Stockmeyer potential is completely described by five parameters:
the dipole strength μ, the density ρ, the temperature T, the film thickness L and the
field strengthH. These parameters are usually expressed in reduced units. To observe
mesostructures, a large number of particles up to 12,000 have to be used. The long-
range dipole interaction must be correctly handled using Ewald sums. Several Monte
Carlo simulation studies have been carried out for this system andwewill summarize
the principal results [7, 81–84].

In the literature [85–98], usually particleswith high dipolemoments are studied by
simulations studied have. Thus, the cluster distribution and spacing has been studied
for low-density systems made of dipolar hard spheres in a slit geometry [93, 94].
Also the orientational order of dipolar soft spheres has been investigated showing an
enhancement of ferroelectric order due to confinement [95, 96].

Concerning mesostructure formation, we will first discuss the simulation results
for Stockmeyer fluids when a field parallel to the film is applied. Figure 8.17a shows
the formation of an array of regularly spaced columns of similar diameter at a height
of L = 10 [83]. For higher dipoles, the same number of columns is observed, but
the particles form an ordered assembly of body-centered tetragonal type. When the
height is larger than 10, the diameter of the columns stay close to the value observed
for L = 10, which leads to the formation of several layers of columns (Fig. 8.17b).
When the height is smaller than 10, the columns appear flattened (Fig. 8.17c). When
diluted NP solutions are used, the formation of one layer of columns is observed
as in Fig. 8.17a. For concentrated solutions corresponding to the case in Fig. 8.17b,
several layers of columns are obtained.

The self-organization of magnetic NPs has also widely been studied in the case
of a field perpendicular to the film [7, 82]. This case is fundamentally different from
the parallel one previously discussed. This is explained in the following. The dipoles
of the MNPs follow the field direction, which leads to a layer of dipoles pointing in
the same direction at the surface of the evaporation film. The aligned dipoles repel
each other, which would lead to a separation of the NPs. On the other hand, the
NPs are attracted for example by short-range van der Waals attractions as mentioned
above. This interplay of short-range attraction and long-range dipolar repulsion leads
to the formation of pattern such as hexagonal arrays of columns or labyrinths. This
phenomenon can be described by a free energy approach taking into account the
repulsion between the aligned dipoles and the energy corresponding to the surface
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A

B

C

Fig. 8.17 Snapshots of configurations for a confined Stockmayer fluid at μ = 2.0, ρ = 0.2, T =
1.25, and H = 20. a L = 10, b L = 27, c L = 4

created by the pattern. This approach has been widely applied [99–102] and leads
to the following general results: the pattern size such as the radius of columns and
the width of labyrinth decreases with the magnetic field strength to reach saturation
at high field strength. The ratio of the pattern size and height decreases with the
height. A transition between different kinds of patterns is not induced by a change
in pattern height or field strength. These transitions are mainly determined by the
volume fraction defined as the ratio of the volume occupied by the magnetic phase
to the total volume of the film. The self-organization of MNPs in a perpendicular
field has also been studied by Monte Carlo simulations using a confined Stockmeyer
fluid in the gas–liquid coexistence [7, 103]. System parameters have been chosen
close to cobalt NPs coated with dodecanoic acid. The decrease of the pattern size
with field strength is in good agreement with the results from free energy approaches
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Fig. 8.18 Snapshots of configurations for a confined Stockmayer fluid at μ = 2.0, T = 1.25, L =
10 and H = 30. a ρ = 0.1, b ρ = 0.3, c ρ = 0.4, d ρ = 0.5

[102]. Also in the simulations, the volume fraction appears the key parameter for
the formation of various patterns [7, 103]. At low volume fractions, only arrays
of columns are observed (Fig. 8.18a). For volume fractions close to 0.3, columns
and labyrinthine patterns coexist. At even higher volume fraction, a pure labyrinth
appears (Fig. 8.18b). At higher volume fractions, two void structures were observed
for the first time by simulations. At volume fractions larger than 0.7, a void structure
made of elliptical-like holes is obtained (Fig. 8.18c), while from a volume fraction
of 0.83 voids with circular base appear (Fig. 8.18d). These void structures were
also found in experiments with cobalt NPs at the volume fractions predicted by the
simulations [7].

Some years ago, a novel “gel-like” phase was experimentally reported in colloidal
suspensions and granular media obtained by application of an electric field [101,
104]. These void structures were observed at very low-density ρσ3 between 0.006
and 0.1. To investigate self-organizations at these densities, systematic Monte Carlo
simulations were carried out varying the confinement, the short-range interactions
and the dipolar moment [84]. Only isolated particles or single chains for large dipoles
have been observed at very low density, but no evidence for a void structure was
found. It is interesting to note that for larger dipoles, the end of the columns close to
the confining walls become broadened. This is explained by the repulsion between
the parallel dipoles and has been experimentally observed on ferrofluid emulsions
[100, 105].

Using purely repulsive short-range interactions such as hard-sphere repulsion or
the Weeks-Chandler-Anderson potential usually leads to the suppression of pattern
formations such as columns or voids (see Fig. 8.19a–c). This is in good agreement
with observation cited above that the van der Waals interactions are crucial for the
formation of pattern.

Surprisingly using bulk-like boundary conditions, we observed the formation of
columns even with dipolar hard spheres (Fig. 8.19d).We called this novel unattended
phenomenon dipolar assembly with repulsive coupling (DARC). Two conditions
must apply for this mesostructure formation without attractive short-range potential.
First, quasi bulk-like conditions must exist which are observed for metallic particles
in an electric field or magnetic particles in very thick films. Second, the repulsive
potential must be very steep [81]. Test calculations have shown that so steep potential
may for example apply for NPs stabilized by electrostatic potential.
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Fig. 8.19 Snapshots of configurations for a confined dipolar fluid at μ = 3.0, ρ = 0.1, T =
1.0, L = 20 and H = 40. In the first and second lines, the repulsion corresponds to the Weeks-
Chandler-Anderson (WCA) or the hard-sphere potential. On the left side, slit conditions apply for
the simulation box, while on the right side, periodic bulk conditions are used

8.8 Conclusion

In this chapter, we show that both micellar and organometallic approaches allows
the formation of uniform spherical Co NPs coated either by dodecanoic acid or oley-
lamine, which size can be tuned from 3.8 to 9.2 nm. Thanks to an annealing process
or directly after the synthesis, they are characterized by a hcp crystallinity. Due to
their high stability against oxidation and coalescence, these MNPs self-organize into
long-range ordered 2D and 3D superlattices. Magnetic properties evidence both the
NP crystallinity effect as well as the mesoscopic ordering effect in the 3D super-
crystals. We show that there are three key factors for a good assembly of NPs: slow
evaporation speed, low size dispersity and the choice of a good solvent. For a specific
class of solvents such as toluene, NP assembly can be observed within the solution.
Monte Carlo simulations and free energy theories are able to predict the size and
type of patterns appearing during the evaporation of a solution of MNPs. They show
the importance of short-range attractive forces for the formation of these structures.
However, recent simulations have shown that for particles with a steep repulsive
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potential such additional short-range attractive forces might not be necessary for
pattern formation.
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Chapter 9
Magnetism of Individual Nanoparticles
Probed by X-Ray Photoemission Electron
Microscopy

Armin Kleibert

Abstract Magnetic nanoparticles are of great interest for applications in fields
ranging from biomedicine to spintronics. However, despite considerable work, their
size-dependent magnetic properties are still poorly understood. In this chapter, we
will introduce x-ray photoemission electron microscopy (XPEEM) as a spectro-
microscopy technique ideally suited for the investigation of the magnetic proper-
ties of large numbers of individual nanoparticles in extended ensembles. Moreover,
XPEEMcan be combinedwith othermicroscopy techniques to achieve a direct corre-
lation between magnetism, size, shape, and structure of the very same nanoparticles.
This approach has led to the discovery of novel magnetic states in 3d transition
metal nanoparticles characterized by strongly enhanced magnetic energy barriers,
attributed to the strong impact of structural defects rather than to surface or interface
contributions to the total magnetic anisotropy.

9.1 Introduction

Magnetic nanoparticles are of interest for many applications in fields ranging from
spintronics to magnetic data storage, energy conversion, and biomedicine [1, 2].
This interest is due to the unique finite size effects that can occur in nanoparticles,
such as single domain states, superparamagnetism, enhanced magnetic moments or
magnetic anisotropy energies [3, 4]. Such properties hold great potential for novel
applications and are therefore extensively investigated. However, till today a quan-
titative understanding or control of size-dependent properties of magnetic nanopar-
ticles has not been achieved. Instead, even for mono-disperse nanoparticle samples
of the canonical 3d transition metals, experiments yield widely scattering magnetic
anisotropy energies and magnetic moments [5]. This diversity is often explained by
shape, surface, structure or interface effects, but a quantitative interpretation of the
data is difficult, since most experiments concern integral measurements where the
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magnetic properties are averaged over large ensembles with distributions of particle
sizes, morphologies, structures, defects, and orientations. Therefore, it remains often
unclear whether the mean values obtained by integral measurements yield represen-
tative information about the actual nanoparticle properties or whether averaged data
mask a more complex distribution of properties within the ensembles.

In order to unambiguously address this issue it is necessary to be able to probe
the magnetism of individual nanoparticles and different experimental approaches are
available today for this purpose [6]. For instance, microSQUIDs have been used to
determine the magnetic anisotropy energy of isolated nanoparticles in great detail
[7], while electron holography is used to study the magnetic structure in isolated
or interacting nanoparticles [8]. In this chapter we focus on x-ray photoemission
electron microscopy (XPEEM), a magnetic spectromicroscopy technique suited to
the investigation of the magnetic properties and chemical composition of individual
nanoparticles under ultrahigh vacuum (UHV) conditions [9, 10]. Moreover, XPEEM
allows one to probe simultaneously many individual nanoparticles (typically a few
hundred) in large ensembles, giving direct insight into the distribution of the mag-
netic properties in typical samples. Further, magnetic and chemical properties can be
directly correlated with the actual size, shape, orientation and structure of the very
same nanoparticles by combining XPEEM with other microscopy techniques such
as scanning electron microscopy (SEM) or atomic force microscopy (AFM). More-
over, it is possible to follow the evolution of the magnetic properties as a function of
temperature, magnetic fields, and during in situ chemical reactions. Finally, XPEEM
provides not only access to the properties of ferromagnetically ordered systems,
but is also suitable to investigating the magnetic properties of antiferromagnetically
ordered nanoparticles.

XPEEM is a well established technique for the study of magnetic phenomena
in systems ranging from films to nanodevices [11–18]. The first XPEEM investiga-
tions on individual 3d transition metal containing nanoparticles likely date back to
2002 [19]. This study focused on chemically synthesized and surfactant capped γ -
Fe2O3 particles dispersed on Si wafers. Somewhat later, an investigation of ambient
air exposed cobalt nanoparticles with a native oxide shell deposited on Si wafers
was reported [20]. Both experiments demonstrated that x-ray absorption spectra of
individual nanoparticles can be obtained, but the signal to noise ratio of the data
was low and no magnetism was detected. These issues were successfully addressed
in subsequent in situ experiments, where sample preparation, transfer and XPEEM
characterization were carried out under UHV conditions [21, 22]. This approach
yielded a significantly increased signal to noise ratio and the detection of magnetism
in individual nanoparticles. It also enabled the first investigations of the pristine
properties of individual 3d transition metal nanoparticles without the influence of
surfactants, oxide shells, or matrix materials.

To demonstrate the potential of XPEEM for nanoparticle research, we will review
the recent work on 3d transition metal nanoparticles with sizes ranging from 8 to
20nm. We will mostly focus on iron nanoparticles, because they are often found as
spherical or cubic single crystalline nanoparticles with bulk-like bcc structure and
magnetic moments comparable to that of their bulk counterpart. These character-



9 Magnetism of Individual Nanoparticles Probed by X-Ray … 221

istics seem to suggest a relatively simple behavior with predictable size dependent
properties such as magnetic structure and anisotropy energy. However, as we will
discuss inmore detail below, ensemblemeasurements reveal a large variety and some-
times contradictory findings [23–32],making it impossible to establish an ambiguous
understanding of the size-dependent magnetic properties of iron nanoparticles. By
combining magnetic characterization of a large number of iron nanoparticles using
XPEEM with structural characterization using SEM and AFM of the very same par-
ticles, it was possible to demonstrate that the apparently contradictory experimental
observations can be actually explained by the existence of iron nanoparticles in two
distinct magnetic states: one state with strongly enhanced magnetic anisotropy and
another one with bulk-like magnetic anisotropy energy, irrespective of the size of the
particles. Moreover, the enhanced magnetic anisotropy is not due to shape, surface
or interface contributions, but is rather attributed to local structural defects in the
particle volume, such as dislocations.

Similarly, integral measurements on cobalt and nickel nanoparticles revealed a
wide scattering of magnetic properties. However, in contrast to the case of iron
nanoparticles, cobalt and nickel nanoparticles are known to exist or coexist in a rich
variety of different structures ranging from hcp to fcc single crystalline and multiply
twinned structures, often with defects such as stacking faults, making the interpre-
tation of averaged data even more difficult. First XPEEM experiments on fcc cobalt
nanoparticle samples confirm the existence of at least two types of nanoparticles
with distinct magnetic properties, similar to the observations in the case of bcc iron
nanoparticles, while in fcc nickel nanoparticle samples so far only one type with
low magnetic anisotropy was found. However, to determine the intrinsic magnetic
properties of the different structural motifs and the impact of the different defects in
cobalt and nickel nanoparticles requires one to combinemagnetic characterization by
means of XPEEMwith techniques capable of structural characterization with atomic
resolution, such as high resolution TEM, of the very same nanoparticles, which is
the goal of future work.

This chapter is organized as follows: In Sect. 9.2 we will present the basics of
XPEEM with focus on nanoparticle experiments, including instrumentation, sample
requirements, and the fundamentals of chemical and magnetic nanoparticle charac-
terization in XPEEM. In Sect. 9.3 we will review the recent XPEEM investigations
on iron, cobalt, nickel and iron–cobalt-alloy nanoparticles with sizes ranging from
8 to 20nm, and Sect. 9.4 concludes the chapter with a perspective for XPEEM in
future nanoparticle research and an outlook for remaining challenges.

9.2 X-Ray Photoemission Electron Microscopy

XPEEMis a special case of lowenergy electronmicroscopy (LEEM) [9].The samples
in XPEEM are usually investigated under UHV conditions employing synchrotron
x-ray radiation for illumination. An electron optical set-up is used to obtain an ampli-
fied image of the sample by detecting the x-ray photo-excited electrons [9]. XPEEM
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is a versatile techniquewith a variety of detectionmodes and is used inmany research
fields ranging from magnetism, mineralogy, catalysis, organic matter, electrochem-
istry, to battery research and nanodevices [9, 10]. In the following sections we will
briefly introduce the instrumentation needed for XPEEM investigations of individ-
ual nanoparticles, the working principle of XPEEM for magnetism studies, and the
particular sample requirements for experiments on individual nanoparticles.

9.2.1 Instrumentation

XPEEM investigations on magnetic systems require highly intense, tunable and
monochromatic radiation with variable polarization. In the soft x-ray range one
probes most frequently the L edges of the 3d transition metals and the M edges
of the rare earth elements at dedicated beamlines of large scale synchrotron facili-
ties. A recent list of beamlines equipped with XPEEM instruments can be found in
[33]. Access to XPEEM instruments is usually possible through user operation pro-
grams of the individual facilities. Figure 9.1a displays the schematics of an XPEEM
instrument suited for nanoparticle studies. The x-rays impinge at a grazing angle of
incidence with respect to the sample surface. For XPEEM imaging the sample is
placed in the x-ray beam at a typical working distance between 1 and 2mm in front
of the objective lens. Usually, the sample is held at a negative high voltage in a range
from –10 to –20kV in order to accelerate the photo-excited electrons to high energies
and into the electron optics. The latter consists of an energy analyzer and a number
of electromagnetic or electrostatic lenses used for fast switching between different
imaging/detection modes and field of views, which usually range from 1 to 100µm.
The instrument illustrated in Fig. 9.1a is in addition equipped with an electron gun
used for spectroscopic LEEM (SPELEEM) applications. A more detailed descrip-
tion of the various possible instrument configurations and operation modes used in
low energy electron microscopy can be found in [9]. As detector, a microchannel
plate assembly combined with a phosphorescent screen and a charge-coupled device
(CCD) camera are mostly used. More recently, pixelated direct electron detectors
with enhanced quantum efficiency, virtually infinite dynamic range, and calibrated
flat field have been introduced [34]. Such detectors may in future offer advanced
detection schemes such as single electron time–of–flight detection with promising
potential for nanoparticle investigations.

9.2.2 XPEEM Fundamentals

Magnetic and chemical characterization in XPEEM is usually achieved by probing
the local x-ray absorption cross-section via spatially resolved detection of secondary
electrons. The latter originate from non-radiative intra-atomic relaxation processes
following the primary absorption of an x-ray photon [36]. The formation of secondary
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Fig. 9.1 a Schematic of a SPELEEM instrument used for XPEEM investigations at the Sur-
face/Interface:Microscopy (SIM) beamline of the Swiss Light Source (SLS). Reprinted from [35],
Copyright (2012), with permission fromElsevier.bElemental contrastmap, and cmagnetic contrast
map, respectively, of cobalt nanoparticles on a silicon substrate

electron cascades leads to an intrinsic signal amplification in XPEEM. The effective
escape depth of the secondary electrons limits the probing depth of XPEEM typi-
cally to the upper 3–5nm of a sample. When using secondary electrons for imaging,
a spatial resolution of 30–100nm can be achieved in instruments without additional
aberration corrections [9, 37]. For nanoparticle experiments this implies that the
inner structure of typical nanoparticles cannot be directly resolved using XPEEM.
Moreover, to facilitate the detection of the signal of individual nanoparticles, suffi-
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ciently diluted samples with a typical density of a few nanoparticles per µm2 on the
surface are required.

Magnetic investigations of ferromagnetically ordered systems in XPEEM are
based on the spatially resolved detection of the x-ray magnetic circular dichroism
(XMCD) effect occuring for instance at the L2,3 edges of the 3d transition metals
or the M4,5 edges of the rare earth elements [11–18]. In investigations on 3d tran-
sition metal nanoparticles, elemental and magnetic contrast maps recorded at the
respective L3 edges are used to visualize the spatial distribution of the nanoparticles
and their individual magnetization, as illustrated in Fig. 9.1b, c [5]. In this example,
the nanoparticles appear as bright spots with a diameter that corresponds to the spa-
tial resolution of the instrument, which is larger than the actual nanoparticle size.
Magnetic contrast maps yield grey tones for the individual nanoparticles, which can
range from bright to dark depending on the orientation of the magnetizationm rela-
tive to the propagation vector k of the incident circularly polarized x-rays according
tom · k [21]. The latter relation allows one to quantitatively determine the actual ori-
entation ofmwhen varying the azimuthal sample orientation [21, 35]. Further details
regarding the data acquisition in XPEEM and processing can be found for instance
in [5]. Another important aspect in XPEEM investigations of magnetic nanoparticles
is the time τx required to record a magnetic contrast map. This time ranges typically
between a few tens of seconds to several minutes. Only nanoparticles with amagnetic
relaxation time τr > τx can exhibit a detectable magnetic contrast in XPEEM [38].

9.2.3 Sample Requirements

Substrates for nanoparticles studies using XPEEM should possess a flattness in the
nanometer range in order to achieve high spatial resolution (to avoid electric field
perturbations at surface protrusions [39]). Further, the substrates should be suffi-
ciently conductive to avoid charging of the sample. For instance, Si(100) wafers
passivated with a native, amorphous oxide layer with a thickness of 1–2nm have
been proven to be suitable substrates for many studies. The native oxide layer is
chemically inert and thermally stable up to about 1000K. Lithographically prepared
gold marker structures are ideally suited for the identification of the same nanopar-
ticles in different microscopes, see Fig. 9.2. Marker structures further aid sample
alignment and focusing of the instrument. For investigations of individual nanopar-
ticles, the particle density on the substrate should not exceed a few nanoparticles
per μm2. In XPEEM, organic cappings, oxide shells or residuals of solvents on the
sample usually attenuate the detectable signal significantly and, therefore, should be
either thin (1–2nm) or completely avoided.
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Fig. 9.2 a Raw XPEEM image of a Si wafer substrate with gold marker structures and of iron
nanoparticles prepared in situ, measured with the photon energy set to the Fe L3 edge. b Elemental
contrast map of the same sample area as in a. c Ex situ SEM is used to determine the shape of the
selected nanoparticles with high spatial resolution. d Ex situ AFM is used to determine their height.
The same three nanoparticles are highlighted with circles in all images. Reprinted with permission
from [5]. Copyright (2017) by the American Physical Society

9.3 XPEEM Investigations of 3d Transition Metal
Nanoparticles

In this section we review the recent XPEEM investigations on pure and alloyed 3d
transition metal nanoparticles with sizes ranging from 8 to 20nm with a focus on
iron nanoparticles, which are in many studies found as nano-sized single crystals
with the bcc lattice known from bulk iron, allowing one to compare the magnetic
properties of the nanoparticles with the bulk properties. This situation is significantly
different for cobalt and nickel nanoparticles, which have been found in a large variety
of structures ranging from single crystalline fcc to hcp or ε-phases and multiple
twinned structures in various shapes [40–43]. Most of these structures have no bulk
counterpart for comparison, and their magnetic properties are therefore much more
difficult to assess.

Studies of the magnetic properties of nano-sized iron aggregates date back as
early as the 19th century [44], but extensive efforts in the development of prepa-
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ration and characterization techniques were needed until the first systematic and
detailed investigations of mono-disperse iron nanoparticle samples became possi-
ble. However, despite considerable achievements, an unambiguous understanding of
themagnetic properties of iron nanoparticles has still not been achieved. For instance,
extensive size- and temperature-dependent investigations of iron nanoparticles were
reported by Gangopadhyay et al. [23]. By combining TEM, with integral SQUID and
Mössbauer spectroscopy, the authors could explain the frequent reports of a reduced
magnetization in iron nanoparticles when compared to bulk iron by the formation
of a thin native oxide shell around a metallic iron core with bulk-like magnetic
moments. The authors also noticed a significantly enhanced magnetic anisotropy in
the iron nanoparticles when compared to the magneto-crystalline anisotropy of bulk
iron, which they assigned to the core–shell-type particle morphology and a strong
interaction between the oxide shell with the iron core in addition to surface effects.
Indeed, a subsequent Mössbauer spectroscopy study of metallic iron nanoparticles
without oxide shell, which were prepared by reduction of ferric nitrate at 600K
in hydrogen atmosphere, revealed mostly bulk-like properties including a smaller,
size-dependent surface contribution to the magnetic anisotropy which the authors
assigned to smaller deviations from spherical symmetry [24]. However, high mag-
netic anisotropies were later found in another work on metallic iron nanoparticles
deposited on copper surfaces under UHV conditions [28, 45]. Uniaxial and large
anisotropy was also found by means of vibrating sample magnetometry of silver- or
SiO2-capped iron nanoparticles [25]. Similarly, microSQUID investigations of indi-
vidual iron nanoparticles embedded in a niobiummatrix revealed a dominant uniaxial
anisotropy and a reduction of the magnetic moment due to the interaction with the
matrix. The uniaxial anisotropy was assigned to surface- and shape anisotropy con-
tributions originating from shape deviation from a perfect truncated dodecahedron
[27]. Bulk-like magnetic anisotropy was later found in wet-chemically prepared iron
nanocubes in [29]. As a last example, wemaymention iron nanoparticles prepared by
a high pressure magnetron sputtering technique, which revealed enhanced magnetic
anisotropies with decreasing size [30].

These examples illustrate the large scatter of reported properties, and in particular
the difficulty to disentangle the impact of the sample preparation technique, chem-
ical state and the matrix material on the magnetic anisotropy of iron nanoparticles
from ensemble measurements. In the following we will show that, by combining in
situ XPEEM with SEM and AFM investigations, it is possible to directly correlate
the magnetic properties of a large number of individual nanoparticles in extended
ensembles with their actual size, shape, and orientation. Such approach overcomes
the major uncertainties in averaging ensemble measurements, namely the impact
of the inherent distribution of particle sizes, shapes, orientations, and the possible
contribution of clusters of interacting nanoparticles to the measured mean values,
and can therefore resolve previously controversial observations. Moreover, in situ
XPEEMallows one to study the pristine state of the nanoparticles on various supports
without the additional influence of organic or oxide shells or a matrix material.
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9.3.1 Enhanced Magnetism and Metastable Properties in
Iron Nanoparticles

We start the discussion with XPEEM investigations of iron nanoparticles in contact
with non-magnetic silicon substrates passivatedwith a native, amorphous oxide layer
[5, 38]. The iron nanoparticles, with sizes ranging from 8 to 20nm, are generated
in a gas phase condensation process using a UHV-compatible arc cluster ion source
(ACIS) [46] and then deposited under soft-landing conditions on clean silicon sub-
strates. Figure 9.3a, b display typical elemental and magnetic contrast maps of these
samples recorded at room temperature using XPEEM. The data reveal that a sizable
fraction of nanoparticles is in a magnetically blocked state and exhibits stable mag-
netic contrast over many hours with grey tone levels ranging from black to white
such as nanoparticles “B” and “C” in Fig. 9.3, while other nanoparticles exhibit no
magnetic contrast as for instance nanoparticle “A”. A detailed quantitative analysis
of the magnetic contrast levels of the magnetically blocked nanoparticles reveals
a random orientation of their magnetic moments [38]. This finding is consistent
with the random crystallographic orientation of the nanoparticles on the substrate,
which was confirmed by means of in situ reflection high energy electron diffraction
(RHEED) experiments [5]. The RHEED investigations showed in addition that the
iron nanoparticles possess the bcc crystal lattice known from bulk iron.

The magnetic state of the nanoparticles was further investigated by recording
magnetization curves in XPEEM using an external magnetic field. It was found that
nanoparticles which initially exhibited no magnetic contrast were easily magnetized
with magnetic fields of the order of a few mT, see Fig. 9.3c. This behaviour showed
that these nanoparticles were also ferromagnetically ordered, but in a superparamag-
netic state. This finding revealed that magnetically blocked and superparamagnetic
iron nanoparticles coexist on the silicon substrates. A similar coexistence of super-
paramagnetic and magnetically blocked iron nanoparticles was also inferred from
earlier ensemble measurements [30], where a critical size of 9nm was estimated
for the onset of superparamagnetic behavior within the samples. A direct determi-
nation of this critical size can be achieved by combining XPEEM with structural
characterization by means of SEM and AFM. When correlating the magnetic state,
magnetically blocked or superparamagnetic, with the size of the very same nanopar-
ticles, no critical size was observed [38]. Instead, the analysis showed that iron
nanoparticles can exist in both states at any size in the investigated range from 8
to 20nm. In case of the iron nanoparticles in the as deposited state on silicon sub-
strates, about one half of the nanoparticles were found in a magnetically blocked
state, while the other half was found in a superparamagnetic state, with both frac-
tions exhibiting nearly the same distribution of sizes as shown in Fig. 9.6g. Another
surprising finding was that some of the magnetically blocked nanoparticles changed
their behavior spontaneously and developed a superparamagnetic behaviour during
the experiments, carried out at room temperature in a time span of several hours, see
for instance Fig. 9.3e and f. This transition could be promoted by thermal treatment
of the sample, in particular heating 420K led to superparamagnetic behavior at room
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Fig. 9.3 a, b Elemental and
magnetic contrast maps of
iron nanoparticles on a
silicon substrate. c–f
Magnetization curves of
individual nanoparticles
(circles). The solid and the
dashed lines are guides to the
eye. The insets in c, d show
the normalized XMCD
recorded as a function of the
azimuthal sample orientation
ϕs as discussed in [38]. The
dashed line in the inset of d
is a fit to the data. The
magnetization curves in e, f
demonstrate spontaneous
transitions from
magnetically blocked states
to superparamagnetic
behavior. Reprinted with
permission from [38].
Copyright (2014) by the
American Physical Society

temperature in all nanoparticles. This observation demonstrates that the magnetic
properties of iron nanoparticles critically depend on the thermal history of the sam-
ple, which could further explain some of the contradictory findings reported in the
literature.

Some of the magnetically blocked nanoparticles could be switched between two
states with opposite magnetization orientations, see Fig. 9.3d. This bistable behav-
ior indicates a uniaxial magnetic anisotropy in the magnetically blocked nanoparti-
cles. The associated magnetic energy barriers were found to be strongly enhanced
when compared to those expected from the cubic magneto-crystalline anisotropy
of bulk iron. Both characteristics, uniaxial magnetic anisotropy and enhanced mag-
netic energy barriers, were also found in several ensemble measurements of iron
nanoparticles [23, 25] as well as in single particle measurements using microSQUID
[27]. The authors of the latter work assigned those findings to surface and shape
anisotropy contributions arising from deviations from the symmetric nanoparticle
shape, which is for iron nanoparticles typically spherical, cubic, or truncated dodec-
ahedra, as predicted by theWulff theorem [5, 26, 27, 29, 46–49]. However, atomistic
model calculations taking into account aNéel surface anisotropywith a negativeNéel
constant for iron and constraints on the nanoparticle shape (derived from TEM data),
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revealed magnetic energy barriers that were still much lower when compared to
the experimental values [27]. The authors assigned this discrepancy to an under-
estimated contribution of the Néel surface anisotropy in their calculations. Also in
[38] it was shown by size and shape analysis that magnetic anisotropy contributions
due to shape effects were too low to account for the observed magnetic energy bar-
riers, which could similarly hint at an underestimated surface contribution to the
magnetically blocked nanoparticles.

9.3.2 In Situ Oxidation of Iron Nanoparticles—The Role
of the Surface

In a number of experiments it was observed that the effective magnetic anisotropy
constants of iron nanoparticles increase with decreasing nanoparticle size [23, 24,
27]. In [24] this observation was explained by an effective surface anisotropy con-
tribution which scales inversely with size and which adds to a bulk-like volume
contribution. However, the large spread of the experimental data in the different
reports does not permit the determination of an effective surface anisotropy constant
which could be used to successfully predict the effective magnetic anisotropy of iron
nanoparticles. This lack of understanding is partially related to the different surface
states of the iron nanoparticles in the various experiments and the particular chemical
reactivity of iron nanoparticles, which makes the control of their surface properties
very difficult. For instance, the iron nanoparticles studied in [23] were covered with
a native oxide layer, whereas the nanoparticles investigated in [27] were embedded
in a niobium matrix, while pure iron nanoparticles were investigated in an inert gas
atmosphere in [24]. Photoemission electron microscopy permits one to study sam-
ples under UHV conditions and under controlled exposure to reactive gases and has
therefore been used to investigate chemical surface reactions [50–52]. By taking
advantage of these capabilities, XPEEMwas also used to investigate the evolution of
magnetic properties and chemical states in iron nanoparticles directly during in situ
oxidation experiments [53]. The latter work assumed that surface oxidation would
drastically alter the electronic and magnetic properties of the free surface of the
metal nanoparticles and would therefore be a direct probe of the role of the parti-
cle surface for the enhanced magnetic energy barriers of the magnetically blocked
nanoparticles [38]. On the other side, the lattice mismatch between metallic iron and
its oxides could give rise to significant strain in both the metallic core and the grow-
ing oxide shell and lead to sizeable modifications of the magnetic anisotropy energy
due to magneto-elastic contributions, which in turn could lead to significantly altered
properties in both superparamagnetic and magnetically blocked nanoparticles [54].

For the XPEEM in situ oxidation experiments, the iron nanoparticles were
deposited on siliconwafers as in [38]. The pristine state of the samples revealed there-
fore a similar distribution of magnetically blocked and superparamagnetic nanopar-
ticles. X-ray absorption (XA) spectra of individual nanoparticles recorded at the Fe
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Fig. 9.4 a XPEEM
elemental contrast map
recorded with the photon
energy set to the L3 edge of
metallic iron. b–d Magnetic
contrast maps of the same
area as in a recorded upon
dosing the denoted amount
of oxygen. The magnetically
blocked particle “B” is
highlighted with a solid
circle in all images. e–h
Simulated x-ray absorption
spectra at the Fe L3 edge as a
function of oxygen dosage
(circles) compared to the
experimental data (red lines).
The corresponding layer
thicknesses used in the
simulations are as denoted. i
Magnetic contrast at the
metallic Fe L3 edge obtained
from simulations (diamonds)
and experimentally for
particle “B” in a–d (circles).
Line is a guide to the eye.
Reproduced from [53] with
permission from the PCCP
Owner Societies

L3 edge revealed that all nanoparticles consisted of pure metallic iron irrespective
of their size or their magnetic state. This observation demonstrated that neither the
superparamagnetic nor the magnetically blocked state originates from chemical sur-
face modifications, which might occur during the nanoparticle growth or the sample
preparation process. Stepwise exposure of the sample to molecular oxygen gave rise
to a progressive stepwise oxidation of the nanoparticles. The oxidation state was
probed after each exposure by recording XA spectra as shown in Fig. 9.4e–h. Sim-
ilarly, the magnetic state of the nanoparticles was probed after each oxidation step,
see Fig. 9.4b, c. The XA spectra revealed an evolution of the oxide layer from FeO at
the lowest oxygen exposures towards Fe3O4 at higher dosages. The magnetic char-
acterization showed that nearly all magnetically blocked nanoparticles preserved a
stable orientation of their magnetic moments even after the longest exposure in the
experiments, which led to the formation of a shell consistingmostly of Fe3O4 with an
estimated thickness of about 2nm. The latter value was deduced from fitting simu-
lated XA spectra to the experimental data as discussed in detail in [38]. Likewise, no
changes in the magnetic state of the superparamagnetic nanoparticles were observed.
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These experiments directly demonstrate that the enhanced magnetic energy barri-
ers in themagnetically blocked iron nanoparticles are not relatedwith the free surface
of the pure,metallic ironnanoparticles. Thefindings also confirm that aNéel-type sur-
face anisotropy is not sufficient to explain the enhancedmagnetic anisotropyobserved
in the magnetically blocked iron nanoparticles even when taking non-collinear sur-
face spin configurations into account, as discussed in [5, 38, 55]. Moreover, the oxi-
dation experiments confirm that enhanced magnetic energy barriers can be observed
in partially oxidized iron nanoparticles and that interactions of the metallic core with
the oxide layer are not necessary as proposed in [23], and, as seen in the in situ
oxidation experiments, also not sufficient to establish magnetically blocked states in
initially superparamagnetic nanoparticles. The in situ oxidation investigations show
that the origin for the large magnetic anisotropy barriers is indeed very local and
resides either deep in the particle volume or at the interface with the substrate, which
is most likely not affected by the oxidation.

9.3.3 Iron Nanoparticles Deposited on Different
Substrates—The Role of the Interface

In the previous sections it was shown that gas-phase grown iron nanoparticles with
sizes ranging from 8 to 20nm deposited on silicon substrates can exist in both a
superparamagnetic state, as expected from bulk and surface contributions to the total
magnetic anisotropy, and in a metastable state, with uniaxial anisotropy and signif-
icantly enhanced magnetic energy barriers when compared to the bulk properties
[38]. It was further shown that the enhanced magnetic stability of the magnetically
blocked nanoparticles is not related to their free surface [53]. In this section, we
discuss the role of the interface to the substrate for the magnetic anisotropy of the
iron nanopartices. The interface between different magnetic and non-magnetic mate-
rials is well known to modify magnetic phenomena in thin films and multilayers and
can be used to control magnetism at the nanoscale [56]. Interface effects on the
magnetic anisotropy of supported clusters and nanoparticles were also frequently
reported, see for instance [57, 58]. Ensemble measurements performed under UHV
conditions revealed, for instance, that iron nanoparticles deposited on single crys-
talline copper surfaces can have strongly enhanced magnetic anisotropy energies
[28], which can even give rise to magnetically blocked states at room temperature
[45], while deposition on W(110) leads only to a superparamagnetic state at room
temperature with themagnetic fluctuations occuringmainly in the surface plane [59].
However, the sample preparation conditions varied in the different experiments and,
therefore, it remained unclear whether the observed effects are indeed due to the
interface or reflect intrinsic properties of the nanoparticles.

This issue was addressed in an XPEEM study, where iron nanoparticles with
sizes in the range from 8 to 20nm were deposited on three single crystalline sub-
strates, namely Cu(001), NiO(110), andW(110) in addition to the Si substrates [60].
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Fig. 9.5 a–d XPEEM elemental contrast maps of Fe nanoparticles (bright spots) deposited on
a Si(001), b Cu(001), c NiO(001), and d W(110). The scale bar is the same for all images. e–h
Corresponding magnetic contrast maps of the same areas on e Si(001), f Cu(001), g NiO(001), and
h W(110). The position of a number of particles is denoted by circles as a guide to the eye. Solid
circles denote magnetically blocked nanoparticles with magnetic contrast ranging from black to
white. Dashed circles indicate a number of superparamagnetic particles, which show no magnetic
contrast in e–h. All data are recorded at the Fe L3 edge. Reprinted from [60], Copyright (2015),
with permission from Elsevier

Similarly to the in situ oxidation, such investigation took advantage of the UHV com-
patibility of XPEEM to avoid modifications of the nanoparticle or substrate surface
due to oxidation or interactions with matrix materials. The nanoparticles were pre-
pared and deposited under identical conditions using the ACIS as in the previously
discussed XPEEMworks in [5, 38, 53]. Figure 9.5 shows the XPEEM elemental and
magnetic contrast maps of the iron nanoparticles on the four different substrates. The
data reveal that magnetically blocked nanoparticles are observed only on the silicon
wafers and on the Cu(001) single crystal surface, but not on the antiferromagnetic
NiO(110) and non-magneticW(110) substrates, and therefore confirm the significant
impact of the substrate on the magnetic properties of the nanoparticles. In particu-
lar, the data reveal that the magnetic energy barriers can be higher on silicon and
copper surfaces when compared to NiO(110) and W(110). However, as discussed in
[60], this behavior is ascribed to the nanoparticle deposition process and the different
interfacial bonding energies of the four substrates rather than to different magnetic
interface anisotropy contributions.

To rationalize this interpretation, we consider first the iron nanoparticles deposited
on the W(110) surface. In thin films, the Fe/W(110) interface is known to possess
a strong magnetic interface anisotropy with preferred in-plane magnetization axis,
which could contribute to enhanced magnetic energy barriers in iron nanoparticles
[61]. However, both ensemble and XPEEM measurements show that any interface-
induced enhancement of themagnetic anisotropy of the nanoparticles by the interface
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is not sufficient to induce magnetically blocked states at room temperature [59, 60].
Instead, the interface contribution leads to superparamagnetism with preferred in-
plane magnetization as discussed in [59]. Also, in case of iron nanoparticles in
contact with NiO(110), one could expect to find magnetically blocked states due to
a strong exchange interaction with the antiferromagnetic substrate as observed in
case of iron films grown on NiO [62, 63]. However, the absence of magnetically
blocked states in iron nanoparticles on NiO(110) suggests a reduced interaction via
the finite or imperfect contact interface when compared to the thin film systems.
Imperfect interfaces are indeed likely for iron nanoparticles on all four investigated
substrates, since RHEED experiments show that nanoparticles in the present size
range are randomly oriented upon deposition on different substrates and under sample
preparation conditions similar to the XPEEM works discussed here [5, 64]. For
instance, in single crystalline fcc systems, the deposition of nanoparticles can lead
to the formation of defects at the interface such as twin boundaries between epitaxial
and non-epitaxial parts of the nanoparticles [65].

While for the iron nanoparticles on Cu(001) no particularly strong interface
anisotropy is anticipated, enhanced magnetic energy barriers have been observed in
ensemble measurements and in XPEEM investigations [28, 45, 60]. In [28, 45] the
enhanced magnetic energy barriers of iron nanoparticles on copper substrates were
attributed to indirect, surface state mediated interactions between the nanoparticles,
which are expected to occur over short distance (few nm) and should only be present
in dense samples. In the XPEEM experiments, the nanoparticles are separated by a
few hundred nm and short range interactions can be excluded. Thus, the XPEEM
data demonstrate that short range interactions are not necessary to establish enhanced
magnetic energy barriers in iron nanoparticles on Cu(001), but suggest instead that
they are intrinsic to the nanoparticles. Likewise, for the iron nanoparticles on the
silicon substrates, no strong interface anisotropy or substrate induced magnetic inter-
actions are expected, but magnetically blocked nanoparticles are observed at room
temperature. Also this observation hints at an intrinsic rather then interface-induced
origin of the enhancedmagnetic energy barriers of themagnetically blocked nanopar-
ticles. This conclusion is further supported by the fact that the magnetic moments
of the magnetically blocked nanoparticles are randomly oriented on the silicon sub-
strates [38], while a dominant interface-induced magnetic anisotropy would prefer
either in-plane or out-of-plane oriented magnetic moments.

These considerations show that the magnetically blocked states of iron nanopar-
ticles are not induced by interface effects, such as magnetic interface anisotropy,
exchange interaction or surface-mediated magnetic interactions. Further, since the
magnetically blocked states of iron nanoparticles can spontaneously relax towards
a superparamagnetic state, as found in case of the silicon substrates, one is led to
conclude that the enhanced magnetic energy barriers are an intrinsic, but metastable
property of iron nanoparticles, possibly originating from the nanoparticle growth
process [31]. This enhanced magnetic anisotropy is then preserved upon deposition
on silicon wafers and on the Cu(001) single crystal surface, but lost upon depo-
sition on NiO(110) and W(110). Such behavior could be assigned to the free sur-
face energy Es of the investigated substrates: SiOx (Es ∼ 0.2 J/m2) and Cu(001)
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(Es = 1.8 J/m2) have the lowest free surface energy, and interact therefore only
weakly with the nanoparticles when the contact between the nanoparticle and the
substrate is established. The higher free surface energy of NiO(110) (Es ∼ 3.0 J/m2)
and W(110) (Es = 3.5 J/m2) lead to a stronger interaction and to a relaxation of
the high anisotropy state towards the superparamagnetic state upon impact of the
nanoparticle on the substrate.

9.3.4 Comparison with Cobalt, Nickel and Iron–Cobalt-Alloy
Nanoparticles

Finally, we address the question of whether strongly enhanced magnetic energy
barriers and metastable states are only observed in iron nanoparticles or whether
comparable behavior is found in other 3d transition metal nanoparticles as well.
For this purpose fcc cobalt and fcc nickel nanoparticles were deposited on silicon
substrates as in the case of the iron nanoparticles [5]. Surprisingly, for cobalt the
same size-independent coexistence of superparamagnetic and magnetically blocked
nanoparticles was found as observed for iron, see Fig. 9.6. Also in the case of fcc
cobalt, the observation of magnetically blocked states at room temperature show
the presence of significantly enhanced magnetic energy barriers when compared
to the fcc bulk magneto-crystalline anisotropy and surface anisotropy contributions
as discussed in detail in [5]. However, in contrast to iron nanoparticles, thermal
annealing promotes transitions from superparamagnetic states into a magnetically
blocked state in a large number of nanoparticles. In contrast to iron and cobalt, only
superparamagnetic states were found in fcc nickel nanoparticles at room temper-
ature [5]. Also Fe50Co50 alloy nanoparticles deposited on silicon substrates under
similar conditions as the iron, cobalt, and nickel nanoparticles exhibit a coexistence
of superparamagnetic and magnetically blocked nanoparticles at room temperature
[66]. These findings demonstrate that the coexistence of states with distinct magnetic
properties is not restricted to iron nanoparticles, but seems amore general phenomena
among pure and alloyed 3d transition metal nanoparticles.

9.4 Conclusions and Perspectives

In this chapter we have demonstrated that XPEEM is a powerful tool for mag-
netic and chemical characterization of individual 3d transition metal nanoparticles
under both UHV conditions and under reactive gas environments for in situ study of
chemical reactions. Moreover, by combining XPEEM investigations with comple-
mentary structural characterization such as SEM and AFM, one is able to correlate
directly magnetism, shape, and size of a large number of the very same nanoparticles
and probe the actual distribution of magnetic properties in extended ensembles and
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Fig. 9.6 a–c Elemental contrast maps of a iron, b cobalt, and c nickel nanoparticles in the as
deposited state at room temperature. d–f Respective magnetic contrast maps. Examples of particles
in superparamagnetic and magnetically blocked states are highlighted with dashed and solid circles,
respectively. g–i Relative fraction of superparamagnetic (red) and magnetically blocked (blue)
nanoparticles as a function of the particle size for g iron, h cobalt, and i nickel nanoparticles.
Reprinted with permission from [5]. Copyright (2017) by the American Physical Society

under controlled conditions. The works presented here show that iron, cobalt, and
iron–cobalt-alloy nanoparticles with sizes ranging from 8 to 20nm can be found
in a novel magnetically blocked state with significantly enhanced magnetic energy
barriers when compared to the respective bulk and surface contributions to the mag-
netic anisotropy, while for nickel nanoparticles only the expected superparamagnetic
states are observed [5, 38, 66]. For bcc iron and fcc cobalt nanoparticles it was further
observed thatmagnetically blocked and superparamagnetic nanoparticles can coexist
irrespective of size. In the case of iron nanoparticles, the magnetically blocked state
is metastable and can relax towards the superparamagnetic state, while in the case
of the cobalt nanoparticles, thermal excitation promotes a transition from the super-
paramagnetic state towards the magnetically blocked state [5, 38]. These findings
demonstrate that the magnetic properties of iron and cobalt nanoparticles depend
on the thermal history of the sample. In the case of iron nanoparticles it was fur-
ther shown that the enhanced magnetic energy barriers are not due to surface or
interface-related effects, but are rather intrinsic to the nanoparticles [53, 60].



236 A. Kleibert

While these findings contribute to a better understanding of the controversial
reports on the magnetic anisotropy of 3d transition metal nanoparticles available
in the literature, the actual microscopic origin of the enhanced magnetic anisotropy
energy in iron, cobalt and iron–cobalt-alloy nanoparticles has yet to be clarified. The
fact that the SEMandAFMcharacterization yield no discernible differences between
magnetically blocked and superparamagnetic nanoparticles, strongly suggests that
the origin of the enhanced magnetic energy barriers lies in the microstructure of the
nanoparticles. Since the iron and cobalt nanoparticles in [5, 38] were only found in
the well known bcc and fcc lattices, the enhanced magnetic energy barriers might
be related to structural defects, such as dislocations or stacking faults, which could
arise from the growth kinetics, for instance [31]. Dislocations give rise to local strain
and therefore to magneto-elastic contributions to the total magnetic anisotropy. For
iron and cobalt, the magnetic energy barriers due to dislocations can significantly
exceed those arising from the respective magneto-crystalline anisotropy, and might
therefore contribute to the enhanced magnetic energy barriers as discussed in more
detail in [5]. Moreover, in the case of bcc iron, dislocations are highly mobile and
might be ejected from the finite volume of iron nanoparticles upon thermal excitation.
Such mechanism could explain the observed transitions from magnetically blocked
to superparamagnetic states in individual iron nanoparticles. In the case of fcc cobalt
nanoparticles, stacking faults are frequently observed, which can give rise to local
hcp stacks within the nanoparticles [5, 67]. Based on the properties of bulk cobalt,
hcp stacking could give rise to sizable uniaxial magnetic anisotropy contributions
and lead to the observed magnetically blocked states at room temperature. Moreover,
local hcp stacking may even increase the cohesion energy of nanoparticles and might
therefore even be promoted by thermal annealing, which could explain the observed
transition from superparamagnetic tomagnetically blocked states in individual cobalt
nanoparticles.

To achieve a direct correlation between microstructure and magnetic anisotropy
energy requires one to combine magnetic characterization with structural charac-
terization with atomic resolution of the very same nanoparticle. Such correlation
can be achieved for instance by combining XPEEM with atomic resolution TEM.
First successful experiments on cobalt nanoparticles show the feasibility of such
approach, and hold the promise that the nature and orientation of the crystal lattice
and defects together with the orientation of the magnetization of the nanoparticles
can be obtained. Such results are expected to provide an unprecedented benchmark
for the development of new theoretical models for nanoparticle magnetism that take
both the impact of surface properties and structural defects on the magnetic proper-
ties into account. Experimentally, such approach will allow one to unambiguously
address the impact of the many different structural motifs found in nanoparticles
on their magnetic properties. Such motifs include multiply twinned structures, var-
ious truncated polyhedral forms, and the unique crystallographic phases, that can
be found at the nanoscale, such as the ε–phase in cobalt or the hcp phase in nickel
nanoparticles [40–43]. Such knowledge, will significantly improve our understand-
ing of magnetism at the nanoscale andwill enable one to achieve an increased control
over the magnetic properties of nanoparticles. Finally, we note that magnetic charac-
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terization using XPEEM is not restricted to ferromagnetic nanoparticles, but can also
be used for the investigation of antiferromagnetic nanoparticles bymeans of the x-ray
magnetic linear dichroism effect. Similar to the case of ferromagnetic nanoparticles,
XPEEM can help to reveal finite size effects in nano-sized antiferromagnets, which
are not only interesting for fundamental research on magnetism at the nanoscale, but
also of great interest for spintronics applications [68].
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Chapter 10
Measuring Atomic Magnetic Moments
in Magnetic Nanostructures Using X-Ray
Magnetic Circular Dichroism (XMCD)

Chris Binns, José Angel de Toro, and Peter Normile

Abstract The chapter describes the development of X-ray magnetic circular
dichroism (XMCD) using circularly polarised soft X-ray photons from synchrotron
sources. Following the derivation of X-ray absorption sum rules for magnetic mate-
rials, the technique became a powerful probe ofmagnetismable to separatelymeasure
the atomic and spin orbital magnetic moments independently for each magnetic
element in the sample. The majority of the experiments have focused on the L-
absorption edges of transition metals and the method has been particularly useful in
identifying the source of enhancedmagnetic moments in nanostructures. The chapter
illustrates the power of the method with a specific example, that of Fe@Cr core–
shell nanoparticles with different Cr shell thicknesses. Here, it was shown that at
least two Cr atomic layers are required to see the onset of the exchange bias effect at
the ferromagnetic–antiferromagnetic interface. The future perspectives of the tech-
nique are described including spatially resolved XMCD and time-resolved XMCD
measurements.

10.1 Introduction

X-ray magnetic circular dichroism (XMCD) has emerged as a powerful tool that is
capable of measuring element-specific atomic orbital and spin magnetic moments in
materials. The technique has enabled some important breakthroughs in the under-
standing of themagnetic behaviour of nanostructures.Magnetic circular dichroism in
theUVband has been known since the nineteenth century butX-raymagnetic circular
dichroism began to be of interest as a magnetic measurement method in the 1970s.
Erskine and Stern predicted in 1975 that circularly polarised X-rays could provide
information on the valence band spin polarisation of Ni [1]. In 1987, a measurement
of the transmission of synchrotron radiation through thin Fefilms showed a difference
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in K-edge absorption for left and right circularly polarised photons [2]. As shown
by Erskine and Stern, however, in the case of transition metals, L2,3-edge absorption
in the soft X-ray band is potentially a more powerful source of information though
technically more difficult. An important breakthrough starting in the early 1980s was
the emergence of dedicated synchrotron radiation sources that could produce high
intensities of circularly polarised soft X-rays.

Figure 10.1 shows the two basic experimental set-ups for the measurement of
dichroism in the L-edge absorption spectrum of a sample containing a transition
metal. The photon beam is circularly polarised with the L-vector parallel or antipar-
allel to the beam and the sample magnetisation, M, can be magnetised to saturation
parallel or antiparallel to L. Figure 10.1a shows a measurement where the sample
can be deposited onto a substrate that is transparent to soft X-rays, for example, a
carbon-coated transmission electron microscope (TEM) grid. In this case, the inci-
dent and transmitted beams are measured and the difference between them is the
X-ray absorption. Figure 10.1b shows the other set-up when the sample is a bulk
material or deposited on a substrate opaque to soft X-rays. In this case, the total
secondary electron yield, which within certain assumptions is proportional to the
X-ray absorption, is measured and normalised to the incident X-ray intensity. The

Fig. 10.1 The two basic configurations for measuring XMCD. a In transmission for transparent
substrates. b By using secondary electron yield for opaque and conducting substrates or bulk
samples. The example spectra shown are the L-edge absorption in samples containing Fe
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Fig. 10.2 The basic two-step process used to explain L-edgeX-ray dichroism in amagnetic sample.
Positive helicityμ+ X-ray photons (L=+ 1 excitemostly spin-up (majority band) electrons from the
2p3/2 level and since the empty states available at the fermi level aremostly spin-up, the absorption is
enhanced relative to the unpolarised spectrum. The same photons excite mostly spin-down electrons
from the 2p1/2 level so the absorption is reduced relative to the unpolarised spectrum. The opposite
is true for the negative helicity μ− photons (L = −1). Reproduced from [4]

example spectra are from a sample containing Fe. The difference in the spectra
between the parallel and antiparallel alignments of L and M, that is, the dichroism,
is clear and the dichroic spectrum can be analysed to determine the orbital and spin
magnetic moments of the atoms.

The fundamental mechanism that produces the L2,3-edge dichroism is normally
described as a two-step process [3] illustrated in Fig. 10.2 [4]. In the first step, circu-
larly polarised photons excite spin-polarised electrons from the spin–orbit split 2p
level. In the case of positive helicity (L=+1, electrons excited from the2p3/2 level are
62.5% spin-up while those from the 2p1/2 level are 25% spin-up. The corresponding
proportions for negative helicity (L = −1) are 37.5% and 75%, respectively. These
spin-polarised electrons are excited into the valence band and if this is spin-polarised
then it acts as a spin filter for the polarised emission from the 2p level (step 2). Thus,
in the case of a magnetised sample, the L2.3 absorption spectrum shows a different
spectral dependence for parallel and antiparallel alignments of L and M.

As illustrated in Fig. 10.3 for Fe, Co, and Ni, the L2,3 edges of the transitionmetals
are at different X-ray energies [5]. The dichroism at each edge can be measured
and thus the magnetic moments of the atoms of each element can be determined
independently, which is especially important for samples containing more than one
magnetic element.
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Fig. 10.3 XAS spectra and dichroism of the L2,3 edges in thin films of Fe, Co, and Ni measured
in transmission (Fig. 10.1a). Reproduced from [5]

The development of XMCD as a precise measuring tool of atomic magnetic
moments began with the formulation of the sum rules for the absorption of circu-
larly polarised X-rays by magnetic materials [6, 7]. The most important sum rules
relate the projection of the spin <SZ> and orbital <LZ> magnetic moments along the
photon polarisation direction to partial differential absorption cross sections at the L2

and L3 edges. Originally, these were derived using a graphical angular momentum
technique [6, 7] but later, the same sum rules were obtained within a Fermi golden
rule formalism [8, 9]. For transitions from core states with an angular momentum
quantum number lc to valence states with an angular momentum quantum number
lv, the orbital moment sum rule is given by [6]:
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〈Lz〉 = 2
lν(lν + 1)

lc(lc + 1) − lν(lν + 1) − 2

∫
edge

(
μ↑↑(ω) − μ↑↓(ω)

)
dω

∫
edge

(
μ↑↑(ω) + μ↑↓(ω) + μ0

)
dω

nh (10.1)

Here, μ↑↑(ω) and μ↑↓(ω) are the X-ray absorption spectra measured with the
photon angular momentum parallel and antiparallel with the applied (saturating)
magnetic field, respectively, and μ0(ω) is the average of the two, or, alternatively,
the absorption spectrum measured with linearly polarised light. The term nh is the
number of holes per atom at the Fermi level, which for a solid state system, will be a
non-integer number. For example, in the case of Fe, this is normally taken to be 3.39
holes per atom [10].

The integrals in this case are over the entire absorption edge. For absorption by a
transition metal L edge, i.e. 2p–3d transitions, lc = 1 and lv, = 2 and using

μ0(ω) = 1

2

(
μ↑↑(ω) + μ↑↓(ω)

)
(10.2)

(8.1) becomes:

Lz = 4

3
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L2+Ls
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μ↑↑(ω) − μ↑↓(ω)

)
dω

∫
L2+Ls

(
μ↑↑(ω) + μ↑↓(ω)

)
dω

nh (10.3)

Thus, the orbital moment is proportional to the total area in the dichroism
spectrum.

The projection of the spin moment along the photon spin is given by [7]:

lν(lν + 1) − 2 − lc(lc + 1)

3lc
Sz

+ lν(lν + 1)[lν(lν + 1) + 2lc(lc + 1) + 4] − 3(lc − 1)2(lc + 2)2

6lνlc(lν + 1)
Tz

=
∫
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(
μ↑↑(ω) − μ↑↓(ω)

)
dω −

(
lc+1
lc

) ∫
j−

(
μ↑↑(ω) − μ↑↓(ω)

)
dω

∫
edge

(
μ↑↑(ω) + μ↑↓(ω) + μ0

)
dω

nh (10.4)

where < TZ> is the expectation value of the magnetic dipole operator along the
photon spin and is a measure of the anisotropy of the spin distribution, which XMCD
is sensitive to since the photon polarisation samples a directional cut through the
atomic electron density. This term, discussed in more detail below, is small relative
to <SZ> and for bulk samples has often been assumed to be zero but its significance
increases in nanoscale particles and it must be taken into consideration. Note that
the integrals in the numerator of (4) are taken over individual j components of the L
edge.

In the case of transition metal L edges (4) becomes.
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〈Sz〉 + 7
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)
dω
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(10.5)

Figure 10.4 shows simulated dichroic XAS with a fitted integral background.
Figure 4b, c shows the background-subtracted μ0 signal and the dichroism. The
relevant integrals appearing in the <LZ> and <SZ > sum rules are also indicated on

Fig. 10.4 XAS Simulated
XAS and dichroism spectra
for a transition metal L edge
showing the relevant
integrals used in the sum
rules. Reproduced from [11]
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the figure and labelled:

Iedge = 1

2

∫

L2+Ls

(
μ↑↑(ω) + μ↑↓(ω)

)
dω (10.6)

IL3 =
∫

Ls

(
μ↑↑(ω) − μ↑↓(ω)

)
dω (10.7)

IL2 =
∫

L2

(
μ↑↑(ω) − μ↑↓(ω)

)
dω (10.8)

In the simplest analysis for 3d transition metals, ignoring the < TZ> term, the
spin and orbital sum rules reduce to:

〈Sz〉 = IL3 − 2IL2
Iedge

nh (10.9)

and

〈Lz〉 = 4

3

IL2 + IL3
Iedge

nh (10.10)

Since the quantities are normalised by the total edge absorption and given in terms
of the number of valence band holes per atom, the values returned are the orbital and
spin moments per atom.

The neglect of the < TZ> term is not valid in low-dimensional systems such as
ultra-thin films since the high proportion of surface atoms introduces a significant
anisotropy in the spin distribution and the spin term evaluated using (10.9) becomes
measurably dependent on the angle of the sample normal with respect to the photon
incidence direction. (Note that we assume throughout that the photon direction and
sample magnetisation are parallel or antiparallel). It has been demonstrated that in
the case of Fe nanoparticles, the dipole moment contribution increases as the particle
size decreases [11].

Bruno has shown that the contribution of < TZ> to the measured spin moment
with the sample normal at an angle θ with the photon beam varies as sin2θ [12].
If one can assume that the sample has rotational symmetry parallel to the substrate
surface (the normal situation), then it can be shown [11] that the dipole moment
goes to zero when tan2 θ = 2, i.e. θ = 54.7º, the so-called ‘magic angle’. Thus, a
measurement at the magic angle will yield the pure spin moment without the dipole
contribution and is the value to be compared with other measurement techniques,
for example, magnetometry (after including the orbital moment). Thus, the simple
expedient of rotating the sample to an incidence angle of 55º relative to the photon
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beam while maintaining the parallel and antiparallel alignment of the photon polar-
isation and sample magnetisation will eliminate the <TZ> term and (10.9) can be
used to determine the spin moment.

10.2 Example System: Fe@Cr Core–Shell Nanoparticles

As pointed out earlier, XMCD is particularly powerful when investigating samples
containing more than one element as it is able to chemically focus on the magnetic
orbital and spin moments in individual elements. Whereas conventional magnetom-
etry measures the average magnetic behaviour of all the elements in the sample. In
recent years, the magnetic behaviour of ferromagnetic/antiferromagnetic interfaces
has received particular attention due to the appearance of exchange bias after field-
cooling, that is, a shift of the hysteresis loop of the magnetic material along the
applied field axis [13, 14]. The effect is due to the ‘pinning’ of magnetic moments
of the ferromagnetic material by exchange coupling with moments on the antiferro-
magnetic material at the interface and exchange bias is accompanied by an increase
in coercivity. The effect is not only of interest from a fundamental perspective but is
exploited in spin valves used for magnetic recording [15]. The majority of the work
has focused on thin film interfaces but more recently an investigation using XMCD
and magnetometry of the magnetic behaviour of Fe nanoparticles coated with one or
two layers of Cr was reported [16].

The core–shell Fe@Cr nanoparticles were synthesised in ultra-high vacuum
(UHV) in the gas-phase and matrix isolated in Ag films as illustrated in Fig. 10.5.
The substrates used were C-coated Cu TEM grids and the finished samples had an
X-ray transmission at the Fe L-edge in the range 10–90% and could be used for direct
absorption measurements as illustrated in Fig. 10.1a. Three types of nanoparticles
were prepared, that is, uncoated Fe nanoparticles, Fe cores with a single atomic layer
of Cr, and Fe cores with two atomic layers of Cr (see Fig. 10.5c) thus the evolution
of the magnetic behaviour as a function of the shell thickness could be studied.

The details of the analysis of the XMCD data is illustrated for the case of pure
Fe nanoparticles in Fig. 10.6. The raw absorption data in transmission is shown in
Fig. 10.6a and the same data after subtracting an integral background is plotted in
Fig. 10.6b. The final dichroism spectrum after subtraction of a weak Ag N-edge
absorption at 730 eV within the Fe L2,3 absorption spectrum is shown in Fig. 10.6c.
This is in a suitable form for sum rule analysis as illustrated in Fig. 10.4. In addition
to obtaining the full XMCD spectrum, it is possible to obtain amagnetisation loop for
a given element in the sample by simply measuring the intensity of the L3 absorption
edge as a function of the applied magnetic field intensity. The resulting curve is
on a background signal that can easily be removed to produce loops such as that
shown in Fig. 10.6d for pure Fe nanoparticles at a temperature of 204 K. The red
line is a Langevin function at the same temperature that shows an optimum fit to the
measured curve for a particle size of 2.68 nm (850 atoms). The inset in Fig. 10.6d
compares the magnetisation measured by XMCD (black line) with that measured
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Fig. 10.5 a Synthesis of core−shell nanoparticles and production of matrix-isolated assemblies
for XMCD and magnetometry studies. b Mass spectrum of pure Fe nanoparticles measured in the
gas phase (open circles) fitted to a log−normal distribution (line). The spectrum is compared to the
size determined by fitting Langevin functions to the magnetisation curves and estimated from TEM
images. All three methods agree on the core particle diameter within the experimental uncertainty.
c Illustration of the three types of nanoparticle studied, i.e. pure Fe, Fe@Cr with a monolayer
shell, and Fe@Cr with a bilayer shell. d TEM image showing size distribution of Fe@Cr bilayer
nanoparticles. Reproduced from [16]

from the same sample by a SQUIDmagnetometer (red line) demonstrating excellent
agreement between the two methods.

The background subtracted XMCD spectra for pure Fe nanoparticles, Fe@Cr
monolayer and Fe@Cr bilayer samples are compared in Fig. 10.7a. Even without
detailed analysis, it is clear that the dichroism is weaker in the particles with the Cr
shells showing that themagnetic moment of the Fe cores is reduced by the interaction
with the Cr shell. The analysis using the sum rules presented in the previous section
reveals the spin and orbital moments of the Fe cores plotted in the inset of Fig. 10.7a
and listed in Table 10.1.

The general result is that coating the Fe cores with Cr does not significantly affect
the orbital moment while the spin moment is reduced by around 40%. Note that the
total Fe moment in the uncoated nanoparticles appears to be slightly less than the
bulk value but this is an experimental artefact. The data above were taken at 204 K,
whereas at 2 K, at which a higher level of saturation is reached, gives a measured
total moment of 2.18 μB/atom. In addition, the data was taken at normal incidence
at which, as discussed in the previous section, gives a contribution from the dipole
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Fig. 10.6 a X-ray transmission in the Fe L2,3 region of pure Fe nanoparticles in Ag with an applied
field of − 6 T showing the difference in absorption between negative circular polarisation (nc) and
positive circular polarisation (pc) of theX-rays. The inset shows the labeling of positive and negative
directions of the applied field and photon angular momentum. b Absorption data after subtracting
an integral background. c Fe L2,3 dichroism used for sum rule analysis. d Sample magnetisation
at 204 K (open circles) obtained by plotting the intensity of the Fe L3 peak as a function of the
applied field. The red line is a Langevin function plotted for a particle diameter of 2.68 nm. The
inset compares the magnetisation measured by XMCD (black line) with that measured from the
same sample by SQUID magnetometry (red line) showing excellent agreement. Reproduced from
[16]

moment. Taking this into account gives a measured total Fe moment by XMCD of
2.28 μB/atom.

Whereas the low- temperature coercivity of the pure Fe nanoparticles and F@Cr
monolayer particles is similar, there is a large increase observed in the Fe@Cr bilayer
sample (Fig. 10.7b). In addition, field cooling the samples shows no indication of
exchange bias on the pure Fe and F@Cr monolayer particles but a clear appearance
of exchange bias in the Fe@Cr bilayer sample (Fig. 10.7c). The conclusion is that a
shell thickness of at least two atomic layers of Cr around the Fe core is required to
generate exchange bias and the accompanying increase in coercivity.

In an Fe nanoparticle containing 850 atoms, 40% of the atoms are at the surface
so the XMCD data is suggestive that the layer of Fe atoms in contact with the Cr
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Fig. 10.7 a Normalised dichroism spectra (nc − pc, −6 T) for pure Fe (black line), Fe@Cr mono-
layer shell (red line), and Fe@Cr bilayer shell (blue line) nanoparticles in Ag matrices. The inset
shows the variation of the Fe orbital (open circles) and spin (filled circles) magnetic moments with
Cr shell thickness. bCoercivity after field cooling of pure Fe (filled circles), Fe@Crmonolayer shell
(open circles with thin line), and Fe@Cr bilayer shell (open circles with thick line) nanoparticles
in Ag matrices as a function of temperature. c Exchange bias of Fe@Cr bilayer shell nanoparticles
in Ag matrices as a function of temperature after field cooling. Reproduced from [16]

Table 10.1 Fe orbital and
spin moments bare Fe
nanoparticles and for Fe
nanoparticles coated with
monolayer and bilayer Cr
shells

Sample Orbital
moment/atom
(μB)

Spin
moment/atom
(μB)

Total
moment/atom
(μB)

Fe
nanoparticles

0.12 ± 0.02 1.83 ± 0.11 1.95 ± 0.11

Fe@Cr
monolayer

0.13 ± 0.02 1.2 ± 0.3 1.3 ± 0.3

Fe@Cr
bilayer

0.12 ± 0.02 1.1 ± 0.3 1.2 ± 0.3

shell is either magnetically disordered or antiferromagnetic. The conclusion of the
work is that in the case of the monolayer shell, the interface is disordered while with
the bilayer shell, some antiferromagnetic coupling is present. The level of exchange
bias observed would require only a few Fe atoms to be pinned at the interface.
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10.3 Future Perspectives

The emergence of the sum rules in the early 1990swas coincidentalwith an expansion
in the number of third-generation synchrotron radiation sources, which use insertion
devices to generate very high intensities of X-rays with variable polarisation. For
a review of the development of the technique, see ref [17]. This led to a prolif-
eration of XMCD experiments and initially the focus was on static thin films and
nanostructures containing transition metals. The sum rules are equally applicable to
rare-earth systems though amore complex analysis is required to extract themagnetic
moments [18] and the field has matured and embraced complex rare-earth systems.
These includingmagnetically doped topological insulators, important for spintronics
applications [18] andDyFe/YFe exchange springmaterials [4] that demonstrate giant
magnetoresistance (GMR). The method has also evolved to include measurements
with spatial and temporal resolutions and these developments are briefly illustrated
with some examples in this section.

10.3.1 Spatially Resolved XMCD: Domain Imaging
in Patterned Structures

XMCD can be combined with X-ray photoelectron microscopy (XPEEM) to provide
spatially resolved images of magnetisation in samples. The principle of X-PEEM is
illustrated in Fig. 10.8a and it consists of electron lenses that provide a magni-
fied image of the sample at the image plane at which there is a two-dimensional
detector. The secondary electrons are excited by a soft X-ray beam and as illus-
trated in Fig. 10.1b, if the photons are tuned to an element absorption edge, there
will be a peak in the secondary electron yield at positions where that element is
present, providing chemical mapping of a surface. If, in addition, the photon beam is
circularly polarised, magnetic contrast at each position can be obtained by taking an
image on and off the edge. This will reveal which regions have their magnetisation
aligned with the photon spin (negative contrast) and which have their magnetisation
aligned antiparallel to the photon spin (positive contrast). The direction of magneti-
sation sampled can be controlled by changing the angle of incidence of the photon
beam. One of the major advantages of XMCD-XPEEM is that it combines magnetic
imaging with chemical sensitivity.

Figure 10.8b–d shows domain patterns in micro-patterned Co rectangles with a
thickness of 20 nm and aspect ratios of 1:1, 1:2, and 1:3. The Co squares show
predominantly a vortex state domain structure, while the others show a variety of
domain structures including symmetric and asymmetric vortex and antivortex states.
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Fig. 10.8 a Schematic diagram of XPEEM combined with XMCD to produce surface magnetic
imaging of a sample. b–dMagnetisation patterns in 20 nm thick Co rectangles with aspect ratios of
1:1, 1:2, and 1:3, respectively, with the photon beam from the left. Image size is 5 μm. Reproduced
from [19]

10.3.2 Time-Resolved XMCD Measurements
in Exchange-Coupled Layers

Synchrotrons that aremainly used forXMCDmeasurements are pulsedX-ray sources
with a well-defined time structure. Thus, time-resolved magnetic measurements can
be obtained by sampling the dichroism at a specific time from an X-ray pulse and
this can be done simply by measuring the absorption intensity at an absorption
edge for a fixed helicity of the X-rays. This will give the variation of magnetisation
superimposed on a static background. A clock signal synchronous with the X-ray
pulses can be used to drive a sample excitation, for example, a pulsed RF field that
sets up ferromagnetic resonance (FMR) in a magnetic sample. Thus varying the
time delay between the magnetisation pulse and the probing X-ray pulse enables a
stroboscopic pump-probe measurement that measures the magnetisation state at a
specific time following the excitation. The technique is referred to as X-ray-detected
ferromagnetic resonance or XFMR [20]. A good demonstration of the technique
has been published recently [21]investigating ferromagnetic resonance in exchange-
coupled NiFe/CoNi bilayers (Fig. 10.9d). By measuring the dichroism at the Ni and
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Fig. 10.9 XFMR results of exchange-coupledNiFe/CoFe bilayer. a and bXMCDsignalsmeasured
at Co and Ni L2 edges as a function of delay time between X-ray pulse and 8 GHz RF field. a and
b show delay scans for the acoustic mode (at 37 mT) and optic mode (at 3 mT), respectively. The
Co and Ni precession are anti-phase (167◦52) in the optic mode and in-phase (7◦52) in the acoustic
mode. c XFMR precessional plots as a function of applied field showing the change in amplitude
and phase of the Ni and Co precessions. d Schematics of the bilayer grown on MgO substrate.
Reproduced from [20]
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Co L-edge, it is possible to independently probe the dynamic behaviour in each
section of the bilayer.

FMR measurements show two resonance states in the bilayer with applied static
fields of 3 and 37 mT labelled the optic mode and the acoustic mode, respectively. In
the acousticmode, themagnetisation of both layers precesses in phase. The amplitude
is strongest in the NiFe layer, and decays as it penetrates into the CoFe layer. In
contrast, in the optic mode, magnetisations of the two layers precess in anti-phase
and the amplitude is greatest in the CoFe layer. XFMR data was measured at the Ni
and Co L2 edges using circularly polarised X-rays with fixed helicity. The magnetic
excitation pulse was at 8 GHz (125 ps period) and Fig. 10.9a, b shows the delay
scans for the acoustic mode (at 37 mT) and optic mode (at 3 mT), respectively. In the
acoustic mode, the Co and Ni spins precess in phase while in the optic mode, they
are in anti-phase. The relative amplitudes confirm that the acoustic mode is mainly
driven by the Ni layer and the optic mode is mainly driven by the Co layer.

The amplitude and phase of the Co and Ni signals are plotted in Fig. 10.3c and
shows the behaviour expected of coupled driven oscillators.
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Chapter 11
Electron Tomography

P. Torruella, J. Blanco-Portals, Ll. Yedra, L. López-Conesa, J. M. Rebled,
F. Peiró, and S. Estradé

Abstract The recent advances in TEM instrumentation with faster and more sensi-
tive detectors, and the ever-increasing number of advanced algorithms capable of
achieving quality 3D reconstructions with fewer acquired projections, are trans-
forming electron tomography in one of the most versatile tools for a materials scien-
tist, as the possible field of application for this technique is open to virtually any
nanoscaled material. The complete three-dimensional characterization of magnetic
nanoparticles is not an exception. Not only the 3D morphology is resolved, but also
the elemental composition in 3D, by combining the available reconstruction algo-
rithms andTEMspectral characterization techniques, seeking to retrieve the so-called
spectrum volume. Among them, electron energy loss spectroscopy (EELS) stands
out, given its unchallenged lateral resolution and its unique ability to resolve varia-
tions of the oxidation states, and even atomic coordination, through the analysis of the
fine structure of the elemental edges in the acquired spectra. This chapter is a revision

P. Torruella (B) · J. Blanco-Portals · Ll. Yedra · L. López-Conesa · J. M. Rebled · F. Peiró ·
S. Estradé
LENS-MIND, Electronics and Biomedical Engineering Department, Universitat de Barcelona,
Barcelona, Spain
e-mail: ptorruella@el.ub.edu

J. Blanco-Portals
e-mail: jblanco@ub.edu

Ll. Yedra
e-mail: lluis.yedra@ub.edu

L. López-Conesa
e-mail: llopez@el.ub.edu

J. M. Rebled
e-mail: jmrebled@el.ub.es

F. Peiró
e-mail: francesca.peiro@ub.edu

S. Estradé
e-mail: sestrade@ub.edu

Institut de Nanociència i Nanotecnologia (IN2UB), Universitat de Barcelona, Barcelona, Spain

© Springer Nature Switzerland AG 2021
D. Peddis et al. (eds.), New Trends in Nanoparticle Magnetism,
Springer Series in Materials Science 308,
https://doi.org/10.1007/978-3-030-60473-8_11

257

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60473-8_11&domain=pdf
mailto:ptorruella@el.ub.edu
mailto:jblanco@ub.edu
mailto:lluis.yedra@ub.edu
mailto:llopez@el.ub.edu
mailto:jmrebled@el.ub.es
mailto:francesca.peiro@ub.edu
mailto:sestrade@ub.edu
https://doi.org/10.1007/978-3-030-60473-8_11


258 P. Torruella et al.

of electron tomography strategies applied to magnetic nanomaterials, beginning in a
chronologically ordered description of some of the commonly used algorithms and
their underlying mathematical principles: from the historical Radon transform and
the WBP, to the iterative ART and SIRT algorithms, the later DART and recently
added compressed sensing-based algorithms with superior performance. Regarding
the spectral reconstruction, dimensionality reduction techniques such as PCA and
ICA are also presented here as a viable way to reduce the problem complexity, by
applying the reconstruction algorithms to the weighted mappings of the physically
meaningful resolved components. In this sense, the recent addition of clustering algo-
rithms to the possible spectral unmixing tools is also described, as a proof of concept
of its potentiality as part of an analytical electron tomography routine. Throughout the
text, a series of published experiments are described, in which electron tomography
and advanced EELS data treatment techniques are used in conjunction to retrieve
the spectrum volume of several magnetic nanomaterials, revealing details of the NPs
under study such as the 3D distribution of oxidation states.

11.1 Introduction: Fundamentals of Electron Tomography
and Overview of Classic Reconstruction Methods

Electron tomography in the transmission electron microscope (TEM) refers to the
reconstruction of 3D volumes from the 2D projection images obtained in the micro-
scope. TEM tomography was first applied to the field of biology [1]. In the last
couple of decades, the operational and instrumental advances, as well as the formu-
lation of new reconstruction algorithms, have introduce tomography into the realm
of materials and physical sciences. Nowadays, it plays a central role in the study and
fabrication of nanostructured materials. Moreover, the combination of tomographic
techniques with TEM spectroscopic techniques (electron energy loss spectroscopy
EELS and energy-dispersive X-ray spectroscopy EDX/EDS) has recently opened
new perspectives for the characterization of nanomaterials.

In order to successfully carry out tomography experiments in the TEM, the signal
acquired (projected images) must fulfil the projection requirement: the contrast in
the image must change monotonically with given property of the sample (e.g. thick-
ness or Z number) [2]. This automatically discards high resolution TEM images,
formed through phase contrast, and specifically bright and dark field diffraction
contrast imaging modes. For crystalline samples, scanning-TEM high-angle annular
dark field (STEM-HAADF) images are preferred, as HAADF incoherent signal is
monotonically dependent on the thickness and the Z number.

Experimentally, tomography in the TEM is carried out through the acquisition
of a set of images obtained at different tilt angles [3]. Hence, a certain degree of
discretization is inherently introduced and, thus, the quality of the reconstruction
will be affected by the number of projections (the angle step) and the considered
angular range. The resolution in TEM tomography is anisotropic. For simplicity, let
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us consider a single tilt axis experiment. In the tilt axis direction, the resolution is
that of the projected images, but in the other two orthogonal axes, it is limited by
the number of projections acquired and the diameter of the reconstruction volume,
where lower step improves the resolution, especially at higher angles. However, this
leads to an increment in the acquisition time, possibly jeopardizing sample stability
and increasing sample damage. A compromise between angle step and acquisition
time, avoiding a significant loss of resolution, is thus necessary.

Furthermore, since the space in the pole piece inside the TEM column is limited, it
is practically impossible to cover the whole range of angles ±90◦ with conventional
sample holders. This causes an undersampling in the illumination direction and is
responsible of the most important artefact in TEM tomography: the missing wedge
[2]. It degrades the resolution causing an elongation in the illumination direction, and
it must be corrected by a factor of: = √

(α + sin α cosα)/(α − sin α cosα). There
are several approaches to deal with the effect of the missing wedge. Experimentally,
the preparation of samples in a needle shape [4, 5] is one possible solution (to cover
the ±90◦ tilting range), but in principle excludes the study of nanoparticles. Double
tilt experiments [6] are a viable option, reducing the missing wedge to a missing
cone, at the cost of increasing the difficulty during image acquisition. DART [7, 8]
algorithms appear as an alternative option when the composition of the sample is
well known.

11.1.1 Mathematical Principles and Reconstruction Methods

11.1.1.1 Radon Transform and Fourier Methods

The first attempts to solve problems of reconstruction of 3D objects by tomography
were based on the Radon transform [9] formulation and the Fourier space properties,
through the application of the so-called central section theorem: the projection of an
object at a given angle is a central section through the Fourier transform of that object
(i.e. calculating the Fourier transform of the acquired projected images at different
angles is equivalent to sampling the Fourier space of the projected object, that can
be recovered performing an inverse Fourier transform).

The definition of the missing wedge is straightforward in terms of the Fourier
space. Applying the central section theorem, we can relate the undersampling in the
projection tilt series with non-sampled spatial frequencies in the Fourier space and,
thus, to the resolution degradation and elongation of the reconstruction [2].

Although theoretically and historically relevant, the discretization imposed by
the actual experiment inevitably forces a certain degree of interpolation in the recon-
struction and, thus, an increment in the computational time. This triggered the devel-
opment of the so-called direct methods. In them, the reconstruction is carried out in
direct space instead of Fourier space.
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11.1.1.2 Weighted Back-Projection (WBP)

This technique consists in the reconstruction of the original object from the projec-
tions in direct space [10]. To that end, the back-projection bodies are built, smearing
the projected images back in the original projection angles.WBPhas been extensively
used for single tilt axis experiments (mainly in medical and biological applications
[11, 12]). Not only it can be analytically resolved but it is also equivalent to Fourier
methods. Besides, some of the artefacts intrinsically associated to WBP, due to the
discrete nature of the experiments, are easily removed by applying a combination
of ramp and low-pass filters. However, WBP performance is far from that of the
iterative methods listed below.

11.1.1.3 Algebraic Reconstruction Techniques (ART)

To understand the mathematical procedure behind this first iterative method, let us
consider a single axis tilt experiment [13]. The object to be reconstructed can be seen
as a set of planes (slices) perpendicular to the tilting axis. Every and each one of these
planes would then be a 1D line in the projected TEM image for each tilt angle in the
experiment. By reconstructing the set of 2D planes, the 3D volume corresponding
to the sample can be recovered, hence the problem dimensionality is reduced in the
calculations (Fig. 11.1).

Each plane of the volume is regarded as a grid of n × n points (i, j) completely
containing the sample slice into its boundaries (Fig. 11.1). In the reconstruction,
each (i, j) position will have an optical density ρi, j , depending on the object and the
angle of the projection. Each ray (k, θ) of the projection has the integrated density
Rk,θ = ∑

ρi, j , where the summation is extended to all the grid points (i, j)
contained within the ray. Experimentally, the acquired images are projections at a
series of angles θ , and themeasured intensities are Pk,θ for each (k, θ) ray. Therefore,
obtaining the set of ρi, j (n × n) from Pk,θ is the problem that needs to be solved

Fig. 11.1 Scheme of the mathematical impplementation of ART
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The iterative nature of ART implies that the algorithm needs to converge. Two
algorithms are available, multiplicative (mult.) and additive (add.):

Mult. : ρ
q+1
i, j =

(
Pk,θ

)

(
Rq
k,θ

) ρ
q
i, j

Add. : ρ
q+1
i, j ;

= max

[

ρ
q
i, j +

(
Pk,θ − Rq

k,θ

)

Nk,θ
, 0

]

where the initial guess for the optical density ρi, j is to consider a homogeneous
distribution of the total intensity (T ) of a plane (slice) ρi, j

0 = T/n2. In the additive
method, Nk,θ is the number of grid points (i, j) in the ray (k, θ). The algorithms
positively defineρi, j � 0, as they take into account the fact that the signal is positively
constrained (ρ(x, y, z) � 0).

11.1.1.4 Simultaneous Iterative Reconstruction Technique (SIRT)

This second iterative method for tomographic reconstruction arises from the same
mathematical framework as ART [14]. The main difference lies in the use of infor-
mation in the algorithms. ART gets ρi, j in each iteration and for each projection
(angle θ ), only from information of the same projection. SIRT algorithms use all
projections at the same time:

Mult. : ρ
q+1
i, j =

∑(
Pk,θ

)

∑ (
Lk,θ

)

∑(
Nk,θ

)

∑(
Rq
k,θ

) ρ
q
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Add. : ρ
q+1
i, j
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[

ρ
q
i, j +
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Pk,θ

)

∑(
Lk,θ

) −
∑(

Rq
k,θ

)

∑ (
Nk,θ

) , 0

]

The term Lk,θ is the length of the ray (k, θ).
Stability in noisy conditions is greatly enhanced in SIRT algorithms (specially

compared to ART). SIRT converges more slowly than ART, but the quality of the
results is overall better. Nonetheless, care is required when operating ART and SIRT
algorithms. The results may converge after a few iterations and the algorithms may
then begin to diverge again (i.e. the reproduced intensities for the projections may
further differ from the measured projected values).
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11.1.1.5 Discrete Algebraic Reconstruction Technique (DART)

DART algorithm belongs to the field of discrete tomography (DT), dealing with
volume reconstruction from a low number of projections [7, 8]. It is driven by the
idea of a priori object segmentation (i.e. component separation assigning a single
grey level for each material present in the object). It operates iteratively in two steps:
(1) reconstruction step, (2) segmentation step. For simplicity, let us consider a binary
case (i.e. only one material species and the background) for a 2D reconstruction
from 1D projections, that can be easily generalized to 3D volume reconstructions.
The problem (reconstruction) can be represented by a linear system �p = W �x , where p
are the projection values, x the image/object andW represents the projection process.

The reconstruction step is a continuous tomographic reconstruction method: ART
[13], SIRT [14] or any other iterative algorithm can be used. From now on, we refer to
this step as the algebraic reconstruction method (ARM). The segmentation is carried
out separating the material and the background (thresholding the grey levels), and
identifying the set boundary B(t) and ‘fixed’ F (t) pixels (where (t) accounts for the
iteration step).

The set B(t) will be updated by the ARM algorithm in each iteration, while F (t)

will remain fixed. This way, the number of variables in the linear system are reduced
and the computational power required is greatly decreased. Since the segmentation
is applied upon the ARM-reconstructed images (possibly suffering from missing
wedge), the separation of grey levels can be defective at first. To allow the creation
of boundary regions inside thematerial, a random set of pixels from F (t) is introduced
in the ARM as well with a p probability (adjustable from 0 to 1, depending on each
problem). Also, a smoothing filter is applied after each iteration, to counter the strong
local oscillations in the grey levels of B(t) after the ARM step.

It has been proven that DART converges faster than any ARM available, when
the number of grey levels does not exceed 5 [7]. The accuracy of the reconstruc-
tion (measured comparing phantom images and the results of the reconstruction for
different algorithms) is usually higher, independently of the number of projections
or the angular range. Tests on the effect of the missing wedge reveal a much-reduced
impact in final solutions achieved by DART. Since electron dose is reduced when a
lower number of projections are required, DART appears as a viable option in cases
of severe sample damage due to beam sensitivity.

Despite the advantages described for DART, it remains a heuristic algorithm,
meaning that convergence cannot always be assured. This circumstance makes the
selection of a unique termination criteria difficult. It also relies on previous knowl-
edge of the sample composition. Although it is robust with respect to the chosen
segmentation criteria (threshold), if the number of components (different grey levels)
is not correctly identified, the reconstruction may present serious image artefacts
(Fig. 11.2).
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Fig. 11.2 Flow chart for DART algorithm. In blue, the steps corresponding to the segmenta-
tion process. In red, the ones belonging to the reconstruction process. In purple, reconstruc-
tion/segmentation steps

11.2 Analytical Tomography and the Spectrum Volume
Approach

As tomographic reconstruction techniques become more accurate for volume recon-
struction in materials science, and taking advantage of the new technical advances
in transmission electron microscopes, the possibility of generalizing tomography to
include spectroscopic signals arises. This is a particularly interesting approach in the
case of magnetic nanostructures.

To this end, the combination of different analytical techniques in the TEM with
tomographic reconstruction, such as energy filtered TEM tomography (EFTEM-
Tomo), energy-dispersive X-ray tomography (EDX-Tomo) and electron energy loss
spectroscopy tomography (EELS-Tomo) is considered.

EFTEM-Tomo [15, 16] is based on the idea of performing a classic tomography
experiment from a data set of energy filtered TEM images. In this EFTEM imaging
mode, a characteristic electron energy loss usually corresponding to an element
specific signature (core level ionization, or bulk plasmon modes) is selected by the
definition of three energy windows [3]. For each element present in the sample, an
image is obtained at a characteristic electron energy loss, corresponding to a given
transition of the element (or a characteristic plasmon energy of the compound). The
lower acquisition times compared to other techniques and the sample stability during
the acquisition (i.e. the minimization of spatial drift due to the low quantity of images
needed) made it the technique of choice in the first experiments in analytical tomog-
raphy. Nevertheless, EFTEM faces two shortcomings that are difficult to overcome.
The first problem is the short energy resolution, implying that the elemental sepa-
ration is compromised in cases where the energy window may span over various
overlapping features on the spectrum. The second problem is the low energy range
covered by each window. In order to be effective, each energy window must be as
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small as possible to avoid misidentification (as already discussed). Hence, to cover
large portions of the spectra, the quantity of required filtered images may be huge.

Nowadays, EDX-Tomo [17–19] is one of the most popular techniques to obtain
a 3D elemental reconstruction in nanostructured materials. The new generation
of detectors and the multi-detector geometries in the TEM column have largely
decreased acquisition times and improved collection efficiency. This way, X-ray
spectra can be collected fast enough to limit sample damage, as it is tilted to acquire
the projections required for the tomographic reconstruction. Nonetheless, EDX is
not as good as EELS in terms of spatial resolution and oxidation state information
is not available from EDX.

Finally, EELS spectrum image (SI) [20, 21]—tomography reconstruction has
become the option of choice to analytically reconstruct a 3D volume when high
spatial and energy resolution are required. The advances in TEM instrumentation
(e.g. Cs correctors [22], Cc correctors [23] andmonochromators [24], Cold FEG [25]
and better spectrometers) has allowed the acquisition time for EELS SI to decrease in
recent years, as well as providing an access to higher resolution. Furthermore, EELS-
SI contain more information than solely the elemental composition. Fine structure
information about the local atomic environment in the sample is available through
the analysis of the energy loss near-edge structure (ELNES), such as the atomic
coordination, valence state, and type of bonding. Thus, the determination of the
oxidation state is made possible by analysing EELS-SI data. ELNES arises from
the quantum nature of the electronic excitation process for the electron in a certain
atomic shell interacting with the electron beam, within the atom probed. Physically,
the near-edge structure (spamming several tens of eV from the ionization edge) can be
directly linked to the density of (empty) states above the Fermi level [3, 26]. Some of
the more usually exploited ELNE-structures are the white lines (sharp peaks caused
by the ionization to well-defined empty energy states of electros in transition metals
and rare earths) [27].

In the following, a series of key experiments on the development of the EELS
tomography technique carried out in recent years is described, as well as the
mathematical and physical considerations that made them possible.

11.2.1 Compressed Sensing (CS)

Before the detailed description of the experiments, the introduction of one last recon-
struction algorithm developed in recent times is advisable, due to the nature of the
experiments themselves. Given the increment of the data volume required for analyt-
ical electron tomography experiments, faster and more accurate approaches must be
pursued.

An alternative reconstruction method, based in the same theoretical background
as the image compression algorithms (JPEG and JPEG-2000) [28], is proposed:
compressed sensing (CS) [5, 29–32].



11 Electron Tomography 265

It has been proved that CS presents in general higher quality reconstructions
than classic SIRT and WBP given the same number of iterations, and is capable
to retrieve highly accurate reconstructed images in cases of severe undersampling
(i.e. low number of projections available for the reconstruction). Examples of CS-
ET reconstruction of magnetic nanoparticles are available in the literature [32–34],
illustrating the power of this method to reconstruct accurately complex 3D struc-
tures for quantitative analysis and, thus, allowing the comparative study of magnetic
properties and structural information.

11.2.1.1 Mathematical Principles

Understanding the principles behind the CS theoretical framework requires a fair
knowledge of the concepts of sparse representation, compressible signal and sensing
processes (measurement).

In a standard signal acquisition process (e.g. image acquisition in TEM), an initial
signal �x with n components will be measured against the so-called sensing waveform
(i.e. a functional basis Φ) giving a recorded signal �p with m components. This is:

�p = Φ �x

In general, the process will suffer from undersampling (i.e. m � n) and the
equation system is undetermined. CS theory shows that a unique solution can be
calculated for this problem, with two major restrictions: (i) �x is sparse in a certain
basis Ψ . (ii) The basis for the sparse representation Ψ and for the sensing waveform
Φ must be incoherent.

A signal �x is considered sparse in a certain domain (i.e. basis Ψ ), when all
the information can be expressed through a small set s of cs �= 0 coefficients (�c).
Mathematically, the sparse transform is expressed as:

�c = Ψ �x

The signal is said to be sparse only if s � n, being �c the sparse representation
of �x . In practical applications, CS allows the relaxation of the strict constraint of
sparsity to compressibility. In a compressible �x , �c would contain k �= 0 elements
such as k > s. Thus, the transform Ψ is allowed to retrieve a certain small number
of coefficients (k − s) with lower significance to the information recovery than the
s remaining, but still k � n, whereas �x is sufficiently represented by the s < k � n
coefficients with higher significance. Therefore, the small coefficients (k − s) can
be filtered away (or set to 0), providing that the inverse transform will be able to
effectively recover the initial image with minimal information loss. Then, �x is then
said to be a compressible signal.

Ψ andΦ incoherencemeans that the sensing basis cannot be sparsely represented.
Hence, it ensures that each pi contains information about many of the coefficients
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x j and, thus, it guarantees that under sampling artefacts (Φ domain) are distributed
in a noise-like fashion through the signal in the sparse domain (Ψ ).

The practical application of CS requires of an optimization process to recover the
sparse coefficients from measurements, since the signal acquired is compressed and
the optimal transform Ψ is a priori unknown. To that end, a nonlinear algorithm is
required, able to minimize the number of nonzero coefficients (promoting sparsity)
without compromising the consistency of the measured data. It has been shown that
the minimization can be carried out over the so-called l1-norm [35] �c = ∑

i |ci |.

11.2.1.2 Compressed Sensing in Electron Tomography (CS-ET)

CS-ET can be formulated from two different equivalent perspectives: (i) being �p the
projection image (sinogram) andΦ the real space projection operator in the frame of
a discretized Radon transform or (ii) applying the central slice theorem in the frame
of a discretized Fourier transform (FT). This second approach sets �p as the FT of
the projection data (i.e. discrete radial samples of the object in the Fourier space),
and Φ as a discrete Fourier operator. Then, the under sampling artefacts (already
discussed in the introduction) that arise from an uncomplete radial sampling of the
Fourier space can be minimized through the effective application of a CS-based
reconstruction algorithm.

The sparsity of the signals recorded (necessary condition for the application ofCS)
must be promoted through a certain transform Ψ . Several possibilities of transforms
are described in the literature, depending on the sample nature and projection images
information content (acquisition mode). The most common choice is a combination
of sparse transform in the image domain itself (Ψ = I identity transform) and the
spatial gradient domain (Ψ = spatial finite-differences transform). The sparsity is
then promoted by minimizing the l1-norm in both spaces (being called the TV-norm
in the spatial gradient space). This is a convex optimization problem that can be
formulated as:

�x ′
λI, λTV

= argmin
�x ′

{
Φ �x ′ − �pl2 + λIΨ �x ′

l1 + λTVTV
(�x ′)}

where λI, λTV coefficients are the weightings of the specific transforms l1-norm
minimization (image I and gradient TV ), the l2-norm term includes the tolerance to
noise in the dataset (Φ �x ′ − �pl2 � ε) and �x ′ is the reconstruction of the �x signal from
the projection data �p. The minimization is an iterative process (see Fig. 11.3)

The quality of the reconstructed image will be affected by the values of
the weighting factors λI, λTV. These values are not given a priori by any
theory and must be approximated in each reconstruction problem independently.
Under/overestimating them will lead to defective reconstructions, given that the
minimization iterative processwill incorrectly filter information in the sparse domain.
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Fig. 11.3 Flow chart for the CS-ET process described in the text

11.2.2 EELS Tomography: From Spectrum Image Tilt Series
to the Spectrum Volume

The end goal of analytical tomography is to retrieve the complete information about a
3D structure at the nanoscale. This is equivalent to reconstructing a four-dimensional
object, where the first three dimensions correspond to the geometry of the sample,
and the fourth dimension is related to the chemical composition. In the case of EELS
tomography, the fourth dimension is the energy loss. This object is known as the
spectrum volume (SV), where each voxel contains an EELS spectrum (see Fig. 11.4)
[36, 37].

Fig. 11.4 Schematics of the spectrum volume approach for electron tomography. The individual
spectra and spectrum line spectrum profile shown correspond to cerium oxide (CeO2) doped with
gad5olinium (Gd)



268 P. Torruella et al.

The first approximation to the spectrum volume reconstruction was carried out by
acquiring sets of spectrum images (SI) at different tilt angles, simultaneous with the
acquisition of HAADF images [37]. To avoid sample damage, the experiments are
usually performedusing short acquisition times for theEEL spectra. These conditions
reduce the signal to noise ratio (SNR) of the spectra; thus, statistical treatment is
routinely required to retrieve significant information. The large number of spectra
acquired for the complete set of projections increases the statistics, allowing the
successful retrieval of a denoised signal through multivariable analysis methods
(MVA) [20, 38–40].

The information fed to the tomographic reconstruction algorithms is intended to
be the intensity of the EELS edges on the spectrum images acquired I (x, y, θ) (i.e.
the integrated area under the curve for each edge). This way, a map of separated
elements according to EELS edge intensities is available for each projected image.
The intensity of EELS edges in the core-loss region is given by:

Ik
A(β,
) = N A σk

A(β,
) lT(β) e(−t/λ)

for the k edge of element A integrating over a collection angle β along an energy
range 
, IK A is the integrated intensity, N A is the areal density, σk

A is the ionization
cross-section and lT is the total transmitted beam intensity; t is the sample thick-
ness and λ the inelastic mean free path. (If t/λ � 0.3, plural scattering events are
expected, and the equation may not hold ). Avoiding plural scattering, the edge inten-
sities will vary monotonically with thickness (material property), and the signals are
suitable for tomographic reconstruction. This will be the usual scenario for magnetic
nanoparticles due to their reduced size.

In cases where plural scattering is relevant (thicker or larger samples), some prob-
lemsmay arise. One clear example is the case of the ‘cupping artefact’, characterized
by an inversion of the spectrum image contrast in thicker zones of the sample [41].
This leads to a miscalculation of the edge intensity and, thus, of the elemental quan-
tification. Hence, in those cases, EELS edge intensities may no longer be suitable
signals for tomography reconstruction.

The correct identification of cupping artefact effects in SI is not always straight-
forward, since they can bemistaken by a structural effect on the image (e.g. core-shell
structure). Thereby, a thorough study of the material is required before undertaking
the tomographic reconstruction. Although the spectrum volume cannot be retrieved if
EELS edge intensities are unsuitable for tomographic reconstruction, 3D information
for the elemental distribution in the samples can still be extracted [37].

11.2.2.1 Multivariable Analysis Methods (MVA)

SNR is usually low in EELS-SI experiments, due to image acquisition constraints
to avoid sample damage. Hence, statistical treatment of the signals in the SI and



11 Electron Tomography 269

noise reduction are imperative. Besides, the problem requires the separation of the
contribution of each element to the spectra per pixel and their identification, which
can be regarded as a blind source separation (BSS) problem [20, 38–40].

First, the data (x, y, θ,
E) needs to be treated to correct energy drift. Then,
weighted principal component analysis (wPCA) [38] is applied. The weighting of
the PCA is adapted to the dominant Poissonian noise. The PCA algorithm computes
a new spectral base for the spectrum image, where the base components are ordered
by the spectral variance in the original SI. Thus, the dimensionality is transformed
from intensity of each energy loss channel at a given point to weight of each new
base component in that given point. Themethod is based on threemajor assumptions:
(i) the problem to be solved is linear, (ii) the signal has higher variance than noise
and (iii) there is component orthogonality. The linearity and orthogonality mean
that the separated components can be treated as a basis for the energy loss spectra
space (i.e. each spectrum can be expressed as a weighted sum of the components).
The higher variance components resolved by the algorithm are generally related
with meaningful features of the sample (e.g. thickness and elemental composition),
whereas the components of lower variance are usually associated with pure noise and
do not offer further information pertaining to the spatial distribution of the elements.

The problem with PCA, and the reason it is not regarded as a valid BSS by itself,
is that it relies in second order statistics (variance) to separate components. This
is, the separation of components in PCA is not based on physical considerations,
so they may have no physical meaning [42]. Thereby, they are also, in principle,
unsuitable for tomographic reconstruction, since they may fail to fulfil the projection
requirement. Nonetheless, as a noise reduction step, wPCA plays an important role
since the BSS algorithms described ahead are not to be applied to noisy datasets. It
also plays the important role of reducing the number of components in the calculation,
thus reducing the computational time required.

Independent component analysis (ICA) is the first possible method for BSS. It
deals with the data as a mixture of independent, and therefore uncorrelated, compo-
nents. Those components are found according to their non-Gaussian distribution and
they should unveil physically meaningful components of the dataset [39, 40].

A second possible method for BSS is the Bayesian linear unmixing (BLU) [42,
43] approximation, described by N. Dobigeon. One reason to choose BLU over ICA
is that the latter has been shown to fail performing endmember extraction precisely
when the spectral sources (components or endmembers) are not statistically inde-
pendent, a strict condition for the implementation of ICA [42, 44]. Besides, this
Bayesian formulation allows the introduction of several constraints for the calcula-
tions, such as (1) sparsity, (2) non-negativity and (3) full additivity. The case of the
EELS-SV [36] calculation can clearly benefit from the introduction of the number of
components, non-negativity nature of the signal, and the proportions limitation (i.e.
full additivity for the proportions of the components expected in the sample) into
the data treatment, as a way of increasing the endmember identification accuracy.
Alongside, Dobigeonmodel [42] is characterized by estimating the parameters of the
new basis in a lower dimension space identified by a standard dimension reduction
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technique, such as PCA, within a Bayesian framework. This is ought to reduce the
degrees of freedom in the parameters.

Although both methods described have proven to solve the BSS problem for
tomography reconstruction, new advances are expected in the field, driven by the
growing resources dedicated to the treatment of big data in a wide spectrum of
scientific and technological fields [45].

11.2.2.2 EELS-SV. Tomographic Reconstruction from the Elemental
Maps

After the PCA noise reduction and the EEL Spectra separation as a sum of weighted
spectral components identified by ICA/BLU, these are set as the orthogonal axes of
the new spectral basis. Every single EEL spectrum on every SI of the tilt series dataset
acquired is represented as a weighted sum of the identified spectral components.

The final step is the tomographic reconstruction itself, using the spectral weighted
component map separated from the SI as the projections fed to the algorithms.
The quality of the reconstruction, the number of projections and the computational
resources available, will determine the algorithm of choice, as already discussed.

At this point, EELS-SV is already available, since the full spectra in each
reconstructed voxel have been calculated from the separated components and the
corresponding weighting factors.

As a paradigmatic example, let us briefly revise the results achieved on the recon-
struction of ferromagnetic (FM) CoFe2O4 (CFO) nanocolumns embedded in a ferro-
electric (FE) BiFeO3 (BFO) matrix grown on a LaNiO3 buffered LaAlO3 substrate
(BFO–CFO//LNO/LAO) (see Fig. 11.5a). It is a prototypical multiferroic vertical
nanostructure, where the magnetic properties are strongly dependent of the substrate
material and orientation, ferroic phases, and phase ratio. Thus, a complete characteri-
zation, expected to bind functional properties and material structure, requires precise
knowledge of the local composition (EELS) coupledwith 3D structure reconstruction
(electron tomography) [36].

A focus ion beam (FIB) [46] preparation of a nanopillar TEM specimen ensured
almost constant thickness in the projections regardless the tilt angle. Electron mean
free path exceeds sample thickness in all possible transmitted trajectories. Hence,
multiple scattering events should remain as a residual contribution to EELS signal.
This is confirmed by the absence of contrast inversion towards the centre of the
nanocolumn in the SI and, thus, enables the use of EELS component as the input
dataset for tomographic reconstruction.

BLU along with PCA where carried out for the endmember separation, and SIRT
was the algorithm of choice for tomographic reconstruction, requiring 20 iterations
before convergence. The parametric basis extracted after MVA consisted of four
components, identified as: (1) iron oxide (FexOy), (2) lanthanum oxide(LaxOy), (3)
background contribution, and (4) noise in vacuum contribution (kept for calcula-
tions but not reconstructed), as shown in Fig. 11.5b. The results of the volume
reconstructions for each component in the basis in Fig. 11.5b are shown in Fig. 11.5d.
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Fig. 11.5 a HAADF image of a projection of the multiferroic compound. Green: area chosen for
the EELS-SV reconstruction. b EELS Spectrum components extracted from the BSS process as
the new parametric basis: 1—Background, 2—FexOy 3—LaxOy. c SI corresponding to a vertical
orthoslice through the reconstructed SV. d Volume reconstructions for the parametric basis in b.
e Spectrum profile for the spectrum line shown in red in c

One of the multiple advantages of the access to the EELS-SV can be easily under-
stood through the images in Fig. 11.5c, e. The first one is a vertical orthoslice through
the EELS-SV, and the second displays the spectra profile through the spectrum line
traced in the orthoslice. The possibility to access spectral information in the inside of
the structure, unaffected by the material above and below, as in the selected spectrum
line, is unique of this technique.

11.2.2.3 Cupping Artefact and the Spectrum Volume

Unfortunately, EELS edge intensity does not always fulfil the projection requirement.
In cases where plural scattering is not negligible, thickness effects causing contrast
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inversion (i.e. cupping artefact) prevent a monotonical behavior of the intensity with
the material composition and, thus, tomography algorithms fail to reconstruct the
SV [37].

One possible solution to overcome this problem is to extract the concentration
of the elements from the intensity edges. Let us consider the case of three elements
identified after MVA. The concentration of element A (taking advantage of the expo-
nential relation shown in subsection 11.2.2 for the intensity, IkA(beta, delta) of core loss
EELS edges) is

A% = N A

N A + N B + NC
≈ Ik

A/σk
A

Ik
A/σk

A + Ik
B/σk

B + Ik
C/σk

C

assuming that the mean free path λ does not effectively change in these materials.
This signal already fulfils the projection requirement and is suitable for the algorithms
of ET.

Besides, it is common to extract from the MVA process a component of the
spectra related to sample thickness and, thus, suitable for tomography reconstruc-
tion. If this thickness-related signal is merged with quantification data pixel by pixel,
the intensity of this new signal will fulfil the projection requirement, as it can be
regarded as the contribution of a given element to the thickness found for every pixel
(density-thickness contrast images). The thickness inversion effect (‘cupping arte-
fact’) is eliminated, and a signal fulfilling the projection requirement and containing
elemental quantification is available for tomography reconstruction [37].

This method allows to recover a 3D reconstruction segmenting the identified
elements through MVA, although the SV is not recovered (i.e. each voxel in the
reconstructed volume will not contain the whole EEL Spectra). It proves to be an
effective way of minimizing the negative effects of spectrum image artefacts and
retains as much chemical quantitative information as possible in a reconstructed 3D
volume.

11.2.3 A Case Study: 3D Visualization of Iron Oxidation
State in FeO/Fe3O4 Core–Shell Nanocubes Through
Compressed Sensing

The determination of the oxidation state of chemical species is of paramount impor-
tance to understand the physicochemical properties of nanomaterials for awide range
of applications, and particularly in the case of studyingmagnetic properties in nanos-
tructured materials [34]. The high spatial and spectral resolution that characterizes
EELS spectroscopy makes this technique suitable to recover detailed compositional
and electronic information, relevant in such cases as core-shell magnetic nanopar-
ticles. Furthermore, the energy loss near-edge structure (ELNES) can be used to
determine the oxidation state of the probed chemical species. The combination of
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this technique with a highly accurate ET reconstruction method (i.e. CS), able to
retrieve fine structural details in a 3D distribution from fewer projection images and,
thus, reducing sample damage, enables the recovery of the complete EELS-SV with
access to oxidation state information.

To test this possibility, an experiment was proposed, aiming to recover the EELS-
SV reconstruction of an iron oxide nanocube, with a FeOx/FeOy core-shell structure
(Torruella, Pau et al. 2016. 3DVisualization of the IronOxidation State inFeO/Fe3O4
Core–Shell Nanocubes from Electron Energy Loss Tomography. Nano letters, 16(8),
5068–5073) [34]. This particular problem poses a challenge due to the fact that the
contrast difference between shell and core was not enough, neither in HREM nor in
STEM-HAADF, to accurately segment the image.

In order to obtain a quantitative 3D oxidation state map of the particle, a EELS-SI
tilt series was acquired in low voltage conditions (80 keV) from−69° to+67°, every
4° each containing 64 × 64 pixels with spectra in the energy range 478−888 eV.

The high spectral resolution (given a dispersion of 0.2 eV/pixel and 0.015 s/pixel),
much needed to analyze ELNES features, meant severe sample damage by beam
focus during the second half of the tilt series acquisition, due to accumulated dose.
Furthermore, some SI were also discarded because the evidences of the significant
coherent diffraction occurring at specific angles. Fortunately, the high symmetry of
the nanocube allowed the reconstruction assuming a mirror effect in the projections
for positive tilting angles.

The procedure followed in MVA for noise reduction (namely PCA) and BSS was
applied only to the area of interest in the EEL spectra, i.e. around the iron L2,3 edges.
This effectively reduced the computational time. The BSS algorithm chosen was
Fast-ICA, implemented in Hyperspy [47]. Fast-ICA was performed over the first
derivative of the six remaining spectral components after PCA (denoising). Among
the six components, two were related to the Fe ionization edge, labelled as C1 and
C2. They show clear ELNES features that can be identified as the Fe L2,3 white lines
(Fig. 11.6). The position of the maximum of the Fe L3 of C2 is shifted +1.9 eV with
respect to FeL3 maximum inC1. For comparison, Fig. 11.6 also shows reference EEL
spectra corresponding to the Fe L3,2 edges for wüstite (Fe1−xO), Fe2+ and haematite
(Fe2O3) Fe3+. This allowed the extraction of the Fe oxidation state maps, depicted as
theweight of the respective components in each pixel as shown in Fig. 11.6 (right) for
the 0° projection. Similar maps are obtained for the whole SI angular range, giving
rise to two set of images suitable for 3D reconstruction.

For the tomographic reconstruction of the SV, the obtained components fulfilled
the projection requirement, given that the nanocube size ranged between 35 and
40 nm and no cupping artefact was observed. CS was chosen as the reconstruction
algorithm, given the low number of projections available and the precision expected
in the SV. The sparsity promoting transform was the one described in the previous
section (both image and gradient spaces where sparsely transformed).

The results of the reconstruction are shown in Fig. 11.7. The orthoslice for the
Fe2+ Fig. 11.7d reveals the presence of this oxidation state in the core and the shell
of the nanoparticle, whereas the presence of Fe3+ Fig. 11.7e is confined to the shell.
This is consistent with the shell Fig. 11.7b being Fe3O4 and the core Fig. 11.7a FeO.
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Fig. 11.6 C1 and C2 components extracted after the BSS process (ICA), and reference EEL spectra
of the Fe white lines for the two oxidation states 3+ and 2+ . Right panels: Oxidation state maps
calculated as weighted contribution of the C2 (Fe2+) and C1 (Fe3+) components shown in the EEL
spectra on the left

The object reconstructed is a perfect example of an EELS-SV containing informa-
tion about the oxidation state through ELNES analysis. Again, one of the clear advan-
tages of the SV reconstruction is that information that usually would not be acces-
sible experimentally is easily recovered by isolating specific voxels, for example,
single spectra from the core region without shell contribution (Fig. 11.8a). In partic-
ular, spectrum lines, where the different oxidation states are clearly separated and
spatially resolved, are accessible inside the reconstructed volume. This is shown in
Fig. 11.8c, where a 2D vision of the EEL spectra along the line marked in 11.8b is
depicted, being the ordinate axis the position in the line and the abscissa axis the
energy loss. The intensity for each of the energy channels is represented by a colour
scale (see Fig. 11.8c). The chemical shift of 1.4 eV for the different oxidation states
in the iron edge is observable in the single spectrum and the spectrum line extracted
from the SV reconstruction, proving the success in the reconstruction.
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Fig. 11.7 3Dvisualization (AVIZO software) of the reconstructed volume for the a Fe2+,bFe3+ and
c assembly of both. Orthoslices of the reconstructed volume for the d Fe2+, e Fe3+ and f assembly
of both. In b and c, the overlapping of core and shell is clearly observable (red arrows as visual
guides)

Fig. 11.8 a EELS spectra extracted from the SV reconstructed, corresponding to the voxels marked
in red and blue in b and where the energy shift between both oxidation states is visible. bOrthoslice
of the SV. c Stack of spectra corresponding to the spectrum line marked in b

11.3 Emerging Techniques and Future Perspectives
for EELS-SV

The incorporation of EEL Spectra into electron tomography reconstruction resulted
in the possibility of reconstructing the spectrum volume for a given sample (i.e.
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the 4D dataset containing both structural and compositional information of a three-
dimensional sample). Although the obtained results proved the successful imple-
mentation of this technique, allowing even the recovery of ELNES features from the
reconstructed SV, there is clearly room for further improvements.

The separation of spectral components with physical meaningful information
and suitable for tomographic reconstruction remains the main issue in the standard
process described for EELS-SV recovery. Up to now, a combination of PCA (signal
denoising) and ICA or BLU (BSS technique) has been used as the core of the MVA
approximation for data treatment of the EELS-SI datasets. Although these methods
have so far yielded good results, they rely on the ability of the scientist to make
a physical interpretation of the output components, something that is not always
straightforward. Hence, the implementation of clustering (or cluster analysis) to
EELS SV recovery is considered.

11.3.1 Clustering Analysis: Mathematical Principles

An EELS-SI of n = X ·Y pixels and E = p channels per spectra can be represented
by a n× pmatrix, each spectrum a different row. Any given clustering algorithmwill
try to group spectra according to the similarity of their characteristic features (e.g.
position of a certain intensity edge, or intensity ratios for edges in the same positions).
Many options for the clustering implementation, such as K-means [48], density-
based methods, [49] and agglomerative clustering algorithms [50] are available. In
this case, the implementation of the hierarchical agglomerative clustering (HAC) for
the segmentation of EELS-SI is briefly described, following the work done in [45].

Let us consider each spectrum (1 per pixel) a single object in a p-dimensional (pD)
space. This is, all the different characteristics in the spectrum contained in a single
pixel describe a single point in this new pD space. The distance between pD points
in any given metric will characterize the similarity between spectra. For instance, let
us consider the Euclidean metric:

di, j =
√
√
√
√

p∑

i=1

(
xi k − x j

k
)2

where xi, j k (k = 1, . . . , p) are the coordinates for the spectra at the (i, j) points in
the pD space. The HAC algorithm will measure this distance, grouping the closest
elements in clusters iteratively. In each h iteration, the number of clusters will effec-
tively decrease, and the distance (di, j )h measured between the closest clusters will
increase. At the end, if no stopping condition is set, all spectra would be grouped in
a single cluster, losing the relevant information of the segmentation. In general, the
value of (di, j )h will suffer a sudden increment (orders of magnitude) after a certain
number of iterations, which can be related to having achieved a certain degree of
segmentation. This can be used as the stopping criteria. A very illustrative way to
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Fig. 11.9 Denogram plot for the HAC process in a simulated EELS-SP. The dashed line represents
the reference distance for the HAC algorithm to classify the spectra in four clusters

understand the process is through the so-called denogram plots (Fig. 11.9), a ‘tree’
representation for the number of elements in a cluster against the minimum distance
between them (at which a new cluster was formed from two previous different
clusters, linked by a horizontal line).

11.3.2 Application of Clustering to EELS

EELS-SI and the data analysis techniques introduced so far, PCA and ICA/BLU,
aimed to map the spatial distribution of compounds and properties of the sample
through the study of the shape of individual EEL spectra. The nature of the problem,
along with the characteristics of EEL spectra (good energy resolution and differen-
tiated spectral features for each compound), makes it a suitable candidate for the
implementation of clustering techniques.

Furthermore, clustering presents the advantage of resolving different regions
without any prior assumption over the data. Also, due to the nature of cluster analysis
techniques, the averaged signal in a single cluster will always contain physical mean-
ingful information (absent of negative edges and other features commonly found in
ICA or PCA, that require further manual analysis). This presents clustering as a
new step towards the automatization on EEL spectroscopic techniques, especially in
EELS-SI segmentation.



278 P. Torruella et al.

The first practical approximation to the implementation of clustering algorithms
in EELS data treatment can be found in Torruella, Pau, et al. 2018. Clustering
analysis strategies for electron energy loss spectroscopy (EELS). Ultramicroscopy,
185, 42–48 [45].

In it, EELS simulation and experimental datasets were successfully segmented
after the implementation of the HAC algorithm following three different strategies:
(i)HAC in rawdata, (ii) HAC followed byPCA, and (iii) PCA followed byHACsepa-
ration. All three strategies successfully retrieved segmented results, but the accuracy
and quantity of information provided was different in each case.

11.3.2.1 EELS Simulation Dataset

The simulated artificial EELS dataset consisted of a 128 × 128 pixels SI, with 1024
channels per spectrum. Four zones with different spectral features were created to
test the proficiency of the algorithm to segregate spectral components when detailed
analysis is required. The basic structure resembles a spherical core-shell NP, with
two additional elliptical internal zones (see Fig. 11.10a). The core of the particle
was filled with spectra corresponding a constant FeO composition. The shell was
filled with Fex−1Ox+1, where the ratio Fe/O linearly varied increasing O towards the
exterior. One of the elliptical zones inside the core was filled with FeCoO spectra to
simulate a precipitate of Co, and the other one was a void. All spectra were filled
with Gaussian and Poissonian noise to represent a real study case.

Raw data clustering segmentation was able to identify the regions of different
composition without any prior assumption of the data (such as the composition
and expected distribution of elements), identifying the four different zones of the
phantom. Despite the acceptable separation (Fig. 11.10b), some problems with the
cluster assignation for the FeO are present near the frontier core/shell, and the Fe/O
gradient is not well represented for the shell. This accounts for the incapacity of clus-
tering approach to retrieve negative non-physical edges in the spectral components
separated and, thus, the incapacity of gradient composition detection. One hint of
the presence of this gradient can be obtained by the relaxation of the pD distance
threshold (i.e. relaxing the stopping criteria). Then, the shell will appear to contain
three different clusters (Fig. 11.10).

To avoid the loss of this information, by grouping within the same cluster bound-
aries spectra with similar features arising from different physical properties in the
sample, the first solution explored was the application of PCA to the HAC results.
This proved capable of identifying the linear gradient of the Fe/O composition in the
shell, retrieving a non-physical component with a negative edge in the decomposed
cluster linked to a decreasing quantity of iron towards the exterior (Fig. 11.10c).

The second possible solution was the implementation of HAC algorithms over the
score components extracted from the PCA calculations in the original EELS dataset.
This method yielded similar results to the previous one (see Fig. 11.10d). The main
difference resides now in the computational time. By first applying PCA, the number
of spectral components is reduced to 3 and, thus, the HCA algorithm iterates over
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Fig. 11.10 a EEL spectral phantom used on the simulation of clustering techniques. b Results of
the application of HAC on the raw data, showing the segmentation under three different threshold
counts: 5000, 2500, and 1500. c Results of applying PCA to the shell region after HAC (green in
b). d Result of applying HAC to the PCA scores of the phantom

n = 128 · 128 = 16384 elements with only p = 3 possible spectral components
(instead of the 1024 initial channels).

11.3.2.2 Example. Magnetic Fe3O4–Mn3O4/MnO Nanoparticle

The experimental dataset analyzed corresponds to a core-shell structure for a
magnetic nanoparticle composed by a mixture of Fe3O4 and Mn3O4/MnO [51].

Once again, raw data clustering segmentation successfully separated regions of
different composition. The core composition was identified as a majority of iron
oxide with minor contributions of manganese oxide (presumably arising from the
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Fig. 11.11 Results for the HAC-EELS data treatment in the Fe3O4–Mn3O4/MnO magnetic
nanoparticle. a HAC in raw data. Core and shell clearly separated. b Shell component separa-
tion by ELNES analysis, after applying PCA over the clusters retrieved by HAC. c HAC on the
score spectra extracted by PCA over EELS dataset

shell beneath the core), and the shell composition was identified as manganese oxide.
To accurately get the core–shell separation, a normalization step in the EELS dataset
was imposed, to eliminate thickness effects in the signal. One main advantage over
PCA + ICA approximation is that none of the segmented components contained
non-physical features (such as negative edges) that required further interpretation.

Unfortunately, fine structure spectral information (ELNES) is lost if only HCA
is performed. PCA was applied to the results of cluster analysis in the shell, as
previously done in the phantom case. Two different components in the cluster were
found, corresponding to different oxidation states of manganese oxide identified
through ELNES analysis, separating Mn3O4 and MnO (see Fig. 11.11c). The results
still lacked a good spatial resolution for the separation of each oxidation state, leading
to a possible misinterpretation under the assumption of homogeneous mixing of
states.

To that end, the implementation of HAC algorithms over the score signals
extracted from the PCA calculations in the original EELS dataset was carried out,
following the same procedure explained in the phantom case study. This method
yielded an effective separation of the two zones with different oxidation states
(Mn3O4 and MnO) in the shell of manganese oxide (Fig. 11.11b), improving the
segmentation accuracy, the spatial resolution and reducing the computational time
(since HCA is carried out over only four different spectral components).
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11.3.3 Future Perspectives. Clustering Data in EELS-SV
Tomographic Reconstructions

The potential benefits arising from the joint performance of new ET algorithms
and better segmentation procedures are manifold: to overcome the problems arising
from low acquisition times, few projections or reduced pixel time. This will lead
to better EELS-SV reconstructions with a higher degree of complexity (ELNES
analysis included), and in otherwise non-treatable cases (e.g. samples susceptible
to beam damage). In this sense, systematic approaches have been recently reported,
applying wavelet transform [28, 52] to reduce the incidence of Poissonian noise [53,
54] in HAADF images previous to the 3D reconstruction via TMV-algorithm [55,
56]. The samemethod is likely to be implemented in EELS-SV reconstruction, given
the unavoidable Poissonian noise present in EELS due to the signal nature.

The recently introduced clustering approach for the EELS-SI segmentation is still
to be tested on EELS-SV reconstructions. In principle, given the physical nature of
the components extracted from cluster analysis, they should be a valid signal in most
ET algorithms, whereas no thickness-related artefacts break the projection require-
ment. A systematic study on the accuracy of the EELS-SV reconstruction, using
different algorithms, under different acquisition conditions and including clustering
segmentation techniques, needs to be addressed shortly. Also, an in-depth study of the
suitability of the wide variety of clustering algorithms available (e.g. the described
HAC, K-means [48] and agglomerative clustering [57], among others) applied to
EELS data treatment must be also undertaken.
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Chapter 12
Magnetic Force Microscopy
and Magnetic Nanoparticles:
Perspectives and Challenges

Daniele Passeri, Livia Angeloni, and Marco Rossi

Abstract Among the various techniques for the characterization of magnetic NPs,
magnetic force microscopy (MFM) represent one of the most widespread and versa-
tile methods due to its lateral resolution, sensitivity, imaging capability, the need for
a relatively simple and widespread experimental setup, minimal/no specific require-
ments about sample preparations, capability to operate in air at room conditions
as well as in vacuum or liquid environment. Indeed, MFM enables the quantita-
tive characterization of magnetic properties of single magnetic NPs, can be used to
detect single magnetic NPs in nonmagnetic (e.g., polymeric or biological) matrices,
as well as to perform mechanical or magnetic nanomanipulation of single NPs. In
this chapter, applications of MFM in the study of magnetic NPs are briefly reviewed
and intriguing perspectives are depicted, focusing on current limitations to overcome
and challenges to take up.

12.1 Introduction

The invention of atomic force microscopy (AFM) [1] put at disposal of the scientific
community an experimental setup in which a nanometer sized tip can be maintained
either in contact with a sample surface with controlled force or in close proxim-
ity of the surface with controlled distance, the tip location on the surface can be
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controlled using accurate positioning systems, and the tip can be used to scan the
sample surface in order to image it reconstructing its morphology with nanome-
ter lateral resolution. The availability of such nanocharacterization platforms has
stimulated the development of several AFM-based methods for the qualitative and
quantitative investigation—both single-point measurements at selected location and
mapping on a surface simultaneously to the topographical reconstruction—of differ-
ent physical properties, e.g., magnetic, electric, mechanical, and thermal [2]. Indeed,
while microscopy techniques based on the interaction between the matter and an
electromagnetic radiation (e.g., optical, electron, or X-ray microscopy) can image
the sample by ‘seeing’ its surface, the sample morphology is reconstructed with
AFM by ‘touching’ the surface with the tip. Therefore, the tip can be used as a
probe to measure a physical signal originating from a nanosized volume of mate-
rial. Depending on the specific physical properties to be characterized, AFM-based
techniques can use standard AFM tips can be used or require ad hoc realized probes,
e.g., standard tips coated with conductive or magnetic layers. Among the latter tech-
niques, magnetic force microscopy (MFM) is an AFM-based technique proposed in
the the late 1980s [3–6] which enables one to image magnetic domains of a sam-
ple using a magnetic tip, i.e., a tip coated with a layer of magnetic material such
as Co or Fe. MFM has been originally employed to study recording media [7, 8],
allowing one to clearly and easily visualize their magnetic domains. Also, compre-
hensive analytical models have been developed to describe the interaction between
the MFM tip and periodically patterned magnetic materials [9] and the pretty good
qualitative and quantitative agreement with MFM data confirmed this technique as
a powerful method to study magnetic recording media [10–12]. With the advent of
nanotechnology, MFM has been quite naturally proposed for the characterization of
magnetic nanoparticles (NPs) and other nanomaterials [13]. Indeed, MFM has been
considered the par excellence technique for magnetic characterization of nanosized
magnetic materials due to its lateral resolution, imaging capability and the need for a
relatively simple and widespread experimental setup, i.e., a standard AFM apparatus
with slight modifications to feature MFM facility, now routinely included in stan-
dard AFM setups. Nevertheless, more recently the awareness of some limitations
in the use of MFM to study magnetic nanomaterials has been gaining a foothold in
the MFM users community. Among these limitations, in particular the presence of
nonmagnetic artifacts in MFM images may lead to misinterpretation of experimen-
tal data and severely hamper the use of MFM as an accurate quantitative tool for
magnetic characterizations of materials at the nanoscale.

In this chapter, we review some applications ofMFM in the study ofmagnetic NPs
and magnetic nanomaterials, in particular focusing on current trends, perspectives,
expected innovations, and highlighting the challenges to be taken up and present
limitations to overcome.
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12.2 Magnetic Force Microscopy

MFM experimental setups are based on a standard AFM apparatus equipped with a
magnetic tip interacting with the sample through long-range magnetic forces. Some
different MFM experimental approaches have been proposed to detect low-intensity
magnetic fields originated from nanosized samples, e.g., using static or dynamic
detection system, employing ferromagnetic or superparamagnetic tips, involving
or not the application of an external magnetic field, which can be static and/or
alternating.

The most common MFM configuration is based on a two-pass approach, i.e.,
the sample surface is scanned two times [12]. In the first pass, a line is scanned
in tapping mode in order to record the line profile which is used to reconstruct the
sample topography. The line profile is eventually used to scan again the same line
maintaining the tip at fixed distance from the sample surface, namely the lift height
�z, which allows the tip to be not sensitive to short range interaction forces, but
only to long range ones such as electrostatic or magnetic forces. During this second
pass, the cantilever is set into oscillation at its first free resonance frequency f0 (or
at a frequency close to f0) using a bimorph coupled with the cantilever chip. The
presence of a static magnetic field uniform along the direction z perpendicular to
the sample surface modifies equilibrium position of the cantilever without affecting
its oscillation parameters, i.e., the resonance frequency f0 and the phase shift at
resonance with respect to the excitation θ0 = −π/2 [12, 14]. Conversely, if the
external magnetic force F is not uniform, the oscillation parameters of the cantilever
depend on the gradient F1 along z of the component along the same direction of
the force (Fz), i.e., F1 = ∂Fz/∂z, in correspondence of the equilibrium point of the
cantilever. In particular, the shift in the resonance frequency � f0 and in the phase
�θ is given by

� f0 = −1

2
f0
F1

kc
(12.1)

and

�θ = −Qc
F1

kc
, (12.2)

where kc and Qc are the cantilever spring constant and the quality factor at the first
resonance. Therefore, � f0 and �θ contain information about the magnetic stray
field near the sample. Thus, maps of the shift in the phase and/or in the resonance
frequency of the cantilever can be acquired which qualitatively and quantitatively
reflect the magnetic stray field generated by the sample. In particular, if the MFM
tip can be considered as a permanent magnetic dipole and the imaged sample pos-
sesses permanent magnetic domains, the maps of �θ (or � f0) provide the direct
visualization of the vertical gradient of the component along z of the magnetic stray
field Hz generated by the sample. If the sample to be imaged is a magnetic NP, its
magnetic domains must be oriented so that an effective force can be experienced by
the tip. While some authors reported that the magnetic stray field originated by the
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tip can be sufficient to polarize small ferromagnetic or superparamagnetic NPs [15],
the application of an external static magnetic field to polarize the NPs undoubtedly
leads to improved detection capabilities of MFM [16]. The intensity of the magnetic
field, and thus of the tip-sample interaction force, dramatically depends on the tip-
sample distance. Thus, the use of lift mode allows the tip to interact with the sample
at fixed distance �z, which is constant on the scanned surface, and avoids the tip
to experience variations in the magnetic field caused not by the variation of sample
magnetic properties, but by the modulation of the tip-sample distance. Therefore, lift
mode effectively reduces the presence of anomalous contrast in magnetic images due
to changes in the tip-sample distance in case of uniform magnetic properties of the
sample [17]. Nevertheless, when the length scale of the features of the investigated
sample is comparable with that of the AFM tip, which typically occurs when NPs are
analyzed, even in lift mode variation in the local value of the tip-sample capacitance
Cts are observed [18]. If a nonzero voltage Vts is present between the tip and the
sample, the existence of a tip-sample capacitance which depends on the tip-sample
distance results in an electrostatic force acting on the tip which is given by [19]

F = 1

2

∂Cts

∂z
V 2
ts . (12.3)

This additional force, which varies on the surface, affects the contrast in second-
pass phase or frequency shift maps, resulting in the presence of topography-induced
electrostatic artifacts in magnetic images [20, 21]. In order to compensate such
spurious signals to obtain accurate quantitative nanomagnetic characterizations using
MFM, different approaches have been proposed. For instance, Jaafar et al. [21]
demonstrated the effectiveness of the combination of MFM with Kelvin probe force
microscopy (KPFM), inwhichKPFM is used tomaintainVts = 0 at each point during
the MFM imaging, thus nullify the tip-sample electrostatic force. Also, Angeloni et
al. [15, 22] proposed theMFMwith controlled magnetization of the tip (CM-MFM),
in which the same surface is scanned twice, first in standard MFM and then with the
tip demagnetized in order to acquire the electrostatic contributionwhich is eventually
subtracted from the MFM image.

Other approach have been developed to enhance the nanocharacterization capa-
bilities of MFM. In particular, while standard MFM is sensitive to static magnetic
fields, in recent years frequency modulated MFM (FM-MFM), also referred to as ac
field modulated MFM, has been developed to study the response of magnetic NPs to
oscillating magnetic fields [23]. In FM-MFM, during the second pass the cantilever
is set into oscillation at a frequency fc close to its free resonance frequency f0, which
is generally has high as a few hundreds of kilohertz. In addition to the static magnetic
field, applied by an external magnet and/or generated by the magnetic sample, an
oscillating magnetic field at frequency fm generally ranging from hundreds of hertz
to a few kilohertz is applied to the system. As a result, two sideband peaks at frequen-
cies fc ± fm appear in the spectrum of the cantilever oscillation. If a hard magnetic
tip is used, the amplitude of the sideband peaks is proportional to the vertical gradient
of the vertical component of the ac magnetic field, i.e., to ∂Hac

z /∂z [24]. Conversely,
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if a soft magnetic tip is used and the vertical component of the acmagnetic field ∂Hac
z

is spatially homogeneous, the amplitude of the cantilever oscillation at fc ± fm is
proportional to the gradient along z of the vertical component of the dc magnetic
field, i.e., to ∂Hdc

z /∂z [24]. Therefore, depending on the magnetic properties of the
tip, FM-MFM can be used to detect static or dynamic magnetic fields. Notably, FM-
MFM has been demonstrated to minimize the presence of artifacts in the magnetic
images due to topographical crosstalk [25].

In the previously described methods, the cantilever is set into oscillation along
the vertical z axis. This, combined with the orientation of the magnetization of the
tip which is generally along the z axis, makes the techniques sensitive to the vertical
component of themagnetic stray field generated by the sample. Really,MFM tips can
be magnetized along one in-plane direction and in this case the vertical oscillation
of the cantilever is affected by the in-plane direction of the sample magnetic field
[12, 26]. A more effective method to probe horizontal magnetic fields is represented
by torsional resonance MFM (TR-MFM). In TR-MFM the first torsional resonance
is excited in order to set the cantilever into oscillation at the first torsional resonance
f0,T R along the scan direction, i.e., the y axis [27]. In presence of a magnetic field
with a component along the y axis, a shift of the torsional resonance frequency
� f0,T R is observed which is given by

� f0,T R = − 1

2kT R
f0,T R

∂Fy

∂y
, (12.4)

where kT R is the torsional spring constant of the cantilever, Fy is the component of
the tip-sample interaction force along the y axis and ∂Fy/∂y is its gradient along the
y axis. Notably, TR-MFM is free from topographical artifacts which originate from
the tip-sample electrostatic force along z [27].

12.3 Magnetic Force Microscopy and Magnetic
Nanoparticles

12.3.1 Quantitative Nanomagnetic Characterization

The constantly growing interest for the use of magnetic NPs in many different sci-
entific and technological fields has increased the demand for NPs with optimized
performances. This, in turns, requires the availability of methods capable to char-
acterize magnetic properties of NPs at the nanometer scale and to relate them to
‘tunable’ physical parameters, e.g., size or shape, in order to tailor them for specific
applications. Really, several methods for the characterization of magnetic proper-
ties of ensembles of NPs are available, e.g., vibrating sample magnetometry (VSM)
[29], superconducting quantum interference devices (SQUID) [30], or alternating
gradient field magnetometry (AGFM) [31]. These methods are well-established and
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standardized and allow one to accurately quantify magnetic properties of materi-
als, i.e., to acquire their characteristic magnetization curve and to evaluate magnetic
parameters like saturation magnetization Ms and coercivity Hc. Due to their sensitiv-
ity, however, these techniques allow the analysis of samples containing a significant
number of NPs and thus the measured magnetic characteristics are averaged on
the whole ensemble of NPs. This approach is obviously effective in those cases in
which ‘macroscopic’ amounts of NPs are needed for specific applications and their
average magnetic properties have to be characterized. Conversely, the possibility
of retrieving only average magnetic properties may represent a severe limitation
when their dependence on physical parameters of the NPs are investigated, e.g., to
obtain a more comprehensive knowledge of magnetisms at the nanometer scale and
to design and optimize innovative magnetic nanomaterials. Indeed, the capability
to relate the obtained results to specific physical parameters of the NPs dramati-
cally depends on the homogeneity of the NPs in the analyzed sample. Therefore,
the scientific and technological research in the field of characterization methods in
nanomagnetisms has been recently focused on the development of techniques capa-
ble to analyze magnetic properties of nanomaterials combining satisfying accuracy
and sensitivity with high spatial resolution. Ideally, these techniques should repli-
cate the performances of standardized methods on individual nanomaterials, which
should be visualized, selected and probed with nanometer scale spatial resolution.
Different methods specifically developed to this purposed have been proposed by
miniaturizing standard techniques, e.g., in the case micro and nano-SQUID [32–35].
In thesemethods, however, a certain limitationmay be related to the actual sensitivity
an to the capability to select the sample to be investigated. Methods have been also
developed based on beam microscopy (e.g., electron or X-ray) approaches, such as
off-axis electron holography [36, 37], differential phase contrast mode (DPC) [38],
X-ray holography [39], transmission X-ray microscopy [40–42], X-ray photoemis-
sion electron microscopy (XPEEM) [43, 44]. Overall and with the due distinctions,
the performances of these methods in terms of sensitivity and capability to image and
select the single nanomaterial to probe undoubtedly represent significant advantages.
However, some limitations may be related to the required characterization environ-
ment, e.g., vacuum or low temperature, to the sample preparation as well as to the
relative complexity of the experimental setups. Combining high resolution imaging
capabilities, possibility of probing a selected location on the sample with nanome-
ter lateral resolution, flexibility of characterization conditions (e.g., air as well as in
liquid, inert gas, vacuumand at roomor low temperature), simplicity of sample prepa-
ration, scanning probe microscopy (SPM) has been used as a platform to develop
advanced and very effective methods for magnetic characterization at the nanoscale,
such as MFM, magneto-optical scanning near field optical microscopy [45] or scan-
ningmagnetometrywith nitrogen-vacancy color centers in diamond [46–49]. Among
them, standard MFM and advanced MFM-based methods are undoubtedly the most
widespread techniques due to relative popularity of AFM setups, in which MFM is
generally featured or can be easily included. While MFM has been widely used to
qualitatively image magnetic NPs, one of the most intriguing possibilities offered by
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MFM is the quantitative determination of magnetic parameters of isolated NPs by
analyzing MFM images, which however has been only rarely reported.

In particular, the magnetic momentmNP of a single NP can be evaluated from�θ

or � f measured in correspondence of the center of the NP as a function of the lift
height �z. To this purpose, a suitable model to describe the tip-sample interaction
must be assumed. The NP is generally described as a sphere uniformly magnetized,
possibly with a core-shell structure a magnetic dipole with moment mNP , different
models have been assumed to describe the tip. For instance, Angeloni et al. [28]
obtained mNP of Fe3O4 NPs with diameter in the range 18–32 nm describing the tip
as a single dipole with moment m tip which was previously calibrated. Passeri et al.
[50] analyzed themoment of themagnetic core 11nmsizedmagnetoferritin explicitly
considering the magnetic coating of the tip and describing the latter as a uniformly
magnetized hemispherical shell. A more comprehensive model has been introduced
by Schreiber et al. [16] who developed a model including the hemispherical apex and
the side surface of the cone-shaped tip and used it to evaluated mNP of iron oxide
NPs in the range 5–35 nm. Other authors proposed different models, e.g., Haberle et
al. [51] who described the probe as the magnetized surface of a cone using pseudo-
pole model validating the model 18nm sized Co NPs on a Si substrate covered by
23nm thick silicon oxide layer. Also, Raşa et al. proposed a uniformly magnetized
ideally conical surface or a truncated conical one [52]. In an interesting work, Sievers
et al. [53] proposed an experimental procedure to phenomenologically calibrate the
magnetic moment of the tip without any assumption about its actual shape by using
a magnetic NPs traceable reference material, and used this approach to evaluate the
magnetic moment of magnetic NPs with diameter of about 17nm. In addition to the
description of the tip, when the NPmagnetization MNP must be evaluated, the actual
shape of the NPs must be described with a suitable model, the simplest one being a
uniformly magnetized perfect sphere [28].

In addition to the need for sufficiently comprehensive models, the quantifica-
tion/deletion of tip-sample electrostatic artifacts is fundamental for the accurate
determination ofmagnetic parameters of the investigatedNPs.Really,whenmagnetic
NPs deposited on flat substrates are analyzed, which is the common experimental
configuration in the analysis of NPs using MFM, nonmagnetic artifacts in standard
MFM images may be comparable to pure magnetic signals and their presence may
lead to results difficult to rationalize [18]. Therefore, methods capable to decouple
nonmagnetic artifacts should be preferred to standard MFM. For instance, Angeloni
et al. [28] used CM-MFM for the determination of the magnetic moment of Fe3O4

NPs with diameter in the range 18–32 nm. Moreover, Li et al. [25] recently demon-
strated the high sensitivity and accuracy of FM-MFM by measuring the magnetic
moment of individual Fe3O4 NPs with diameter of about 14nm.

Magnetic moment is undoubtedly the magnetic parameter of NPs more often
investigated using MFM and related techniques, also due to the fact that the experi-
mental configuration is relatively simple as the measurement is generally performed
applying either no external staticmagnetic field or a single value of external magnetic
field to maintain the magnetization of the NPs. Nevertheless, by varying the intensity
and the direction of the external applied staticmagnetic field, completemagnetization
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Fig. 12.1 Sketch of the working principle of reconstruction of magnetization curves of single NPs
using MFM. a The NP to be investigated is selected in the AFM topographical image. b MFM
phase images of the NP are acquired in correspondence of different values of the applied external
magnetic field. cValues of phase contrast in MFM images are used to reconstruct the magnetization
curve of the selected NP. Adapted from [28] by permission of The Royal Society of Chemistry

curves ca be obtained. Jaafar et al. [54] acquired the magnetization hysteresis curves
of Co nanostripes using KPFM-MFM, also discriminating the domain configuration
of the nanostructures, i.e., multi- or single-domain. Angeloni et al. [28] obtained
magnetization curves of single magnetite NPs deposited on a flat Si substrate. The
NPs to be analyzed are selected in the AFM topographical image (Fig. 12.1a), MFM
phase images (an example ofwhich is shown in 12.1b) are acquired at different values
of the external static magnetic field. After subtraction of electrostatic artifacts and
calibration of the MFM probe, the values of the contrast in magnetic phase images
are converted into those of the magnetization, thus allowing one to reconstruct the
magnetization curve of each single NP Fig. 12.1c). NPs with diameter ranging 18nm
32nmwere analyzed, experimentally determining the coercivity Hc of individual NP,
thus appreciating the transition from ferromagnetic to superparamagnetic behavior
[28].

Although only a few studies have been reported, MFM-based techniques have
shown an encouraging potential for the acquisition of quantitative magnetization
curves of isolated NPs. However, some practical issues should be addressed when
broadening their applications. The actual sensitivity of the techniques obviously
affects the lower limit in the detectable magnetic moment (i.e., in the diameter for
a given material) of the NPs. Conversely, the upper limit is affected, among other
experimental parameters, by the tip coercivity. Indeed, the acquisition of NPsmagne-
tization curves require the variation of the external magnetic field to change intensity
and direction of the magnetization of the NP when the tip magnetization is constant.
In case of tip with low coercivity, the magnetization of the tip itself is modified, thus
affecting the accuracy of the reconstruction of the NPs magnetization curves.
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The magnetic structure of NPs can be also investigated using MFM-based tech-
niques. For instance, Moya et al. used KPFM-MFM to distinguish between ferro-
magnetic and superparamagnetic nature of NPs in aggregates [55] as well as study
the polarity and reversal mechanism in single magnetic NPs [56].

Finally, other examples of applications of MFM-based techniques for the quan-
titative evaluation of physical parameters of NPs have been proposed. One of these
applications is in the analysis of core-shell magnetic NPs, which are characterized
by a magnetic (e.g., superparamagnetic) core and a nonmagnetic shell (e.g., gold)
and have been proposed for different applications, e.g., in biomedicine to improve
biocompatibility or to enhance cell internalization [57]. The determination of the
diameter of the magnetic core and of the thickness of the nonmagnetic shell is funda-
mental in the design of these nanosystems and can be currently addressed for instance
using transmission electron microscopy (TEM). Angeloni et al. [58] have recently
reported preliminary results demonstrating the use of CM-MFM for the evaluation
of core and shell dimensions on individual NPs. Also, using a phenomenological
calibration Dong et al. [59] attempted to evaluate the diameter of magnetic NPs
embedded into vesicular systems which are studied for applications in drug delivery.
Recently, Krivcov at al. [60] demonstrated the capability to indirectly measure size
of magnetite NPs with diameter ranging 10nm 100nm embedded in polymer films.

In conclusion, some issues require to be carefully addressed, such as the deletion
of nonmagnetic artifacts, the development of comprehensive models and reliable
experimental methodologies, as well as the need for a certain automatism to allow
the characterization of a statistically significant number of NPs of the investigated
sample with accurate but not too time-consuming procedures. Nonetheless, MFM-
based techniques have demonstrated a great potential for the nondestructive quanti-
tative characterization of magnetic properties at the nanoscale, which makes them a
promising metrological tool for magnetic NPs not only in air and at room conditions,
but also in liquid [61] or at low temperature [62].

12.3.2 Detection of Magnetic Nanoparticles in Nano-systems

Magnetic NPs have been proposed for a great number of scientific and techno-
logical applications. For instance, in the field of nano-bio-medicine they have been
proposed in applications which can be summarized as theranostic applications, i.e.,
in which selected and functionalized nanomaterials are used as diagnostic materials,
drug delivery vectors, in situ treatment tools, and instrument for the monitoring of
the effectiveness of the treatment. For instance, magnetic NPs have been proposed
in magnetic resonance imaging as nanomaterial-base contrast agents [64], in situ
cancer treatments using hyperthermia [65], or for actively conveying drug delivery
systems through the application of an external magnetic field [50, 66]. Also, mag-
netic nanocomposites based on the incorporation of magnetic NPs into polymeric
matrices has been proposed for the realization of biocompatible microdevices, e.g.,
for drug release controlled by an external magnetic field. The common denomina-
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Fig. 12.2 Sketch of the working principle ofMFMdetection of buriedmagnetic NPs (e.g., in cells).
aThemagneticMFMtip is sensitive tomagnetic properties of the sample. Therefore, simultaneously
to the topography (b), a map of the magnetic properties (c) is reconstructed in which subsurface
magnetic NPs are visible. Reproduced from [63] by permission of John Wiley and Sons

tor of all these applications is that magnetic NPs are embedded into nonmagnetic
matrices (e.g., niosomes, tissues, cells) either purposely or as the result of the inter-
action with a biological system. Thus, the development and the optimization of
these nano-bio-systems requires the capability to detect the presence of magnetic
NPs in different nonmagnetic matrices. Different techniques can be used, including
fluorescence microscopy, scanning or transmission electron microscopy, or optical
methods like two-photon microscopy. Besides their specific advantages in terms for
instance of resolution or detection limits, these have some drawbacks among which
the sample preparation requirements (e.g., NPs labeling and/or sample fixing and
slicing). Being sensitive to long-range magnetic forces, MFM ca be used to detect
magnetic NPs embedded in nonmagnetic matrices. Indeed, while AFM topography
is not affected by buried magnetic NPs, their presence is observed in MFM images,
where the nonmagnetic host matrix ideally does not give any signal, as sketched in
Fig. 12.2. The requirement of no time consuming or destructive sample preparation,
the possibility of analyzing the sample both in air and in liquid, and the high lateral
resolution undoubtedly make MFM highly attractive for the detection of magnetic
NPs in these systems. However, some drawbacks have to faced such as the limitation
in the sensitivity, which may limit the minimum size and and maximum depth of
detectable NPs, and the presence of electrostatic artifacts, which may conceal the
signal from magnetic NPs.

12.3.2.1 Magnetic Nanocomposite

Magnetic nanocomposites, e.g., materials in which magnetic NPs are embedded in
a nonmagnetic (e.g., polymeric) matrix, are a class of advanced materials recently
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proposed, for instance, for the development of stimuli-responsive systems for appli-
cation in biocompatible devices for the controlled release of drugs [67].

The detection of magnetite NPs with diameter ranging 10nm 100nm embedded
in polymer films using MFM was demonstrated by Krivcov et al. [60]. In particular,
while bigger NPs with diameter 80nm could be detected under about 300nm thick
polymer layer, superparamagnetic NPs with diameter of 10nm and 20nm could
be detected under polymer layers of 40nm and 130nm, respectively [60]. Slabu
et al. [68] reported the use of MFM to detect superparamagnetic iron oxide NPs
containing both magnetite and maghemite on the surface and into polyvinylidene
fluoride (PVDF) based fibers. Alosmanov et al. [69] used MFM to study mag-
netic nanocomposites containing iron oxide nanoparticles formed in situ within a
phosphorus-containing polymer matrix. Silva et al. [70] used iron-doped bismuth
sulphide nanocrystals embedded in glass matrix. Marín et al. used MFM to detect
magnetite NPs embedded in gelatin [71] or zein [67] based stimuli responsive films
to control drug release triggered by the application of an external magnetic field.
Arredondo et al. [72] recently proposed a method for the evaluation of enzyme activ-
ity, in which MFM images are used to real time monitor the degradation of enzyme
responsive layer constituted by gelatin films loaded with magnetite NPs.

Among the different class of magnetic nanocomposites, vesicular systems loaded
with magnetic NPs attract growing interest for their potential applications in ther-
anostics. Passeri et al. [50] demonstrated the capability of MFM to distinguish
between empty niosomes and niosomes encapsulating magnetic NPs. Dong et al.
[59] attempted the determination of the diameter ofmagnetic NPs fromMFM images
using a phenomenological calibration procedure.

12.3.2.2 Nanoparticle Detection in Cells and Tissues

MFM has been also proposed as a diagnostic tool in biology and nanomedicine, i.e.,
as a nanoprobe for the detection of magnetic NPs in biological systems such as cells
or tissues.

Taking advantage of its high spatial resolution and sensitivity, which allows one
to detect a single magnetic NP, MFM has been demonstrated capable to probe the
presence of ferritin by sensing its nanometer sized iron core [73]. In this field, they
are worth mentioning the extensive and thorough studies by Agarwal and coworkers,
who demonstrated the unique capability of MFM as a diagnostic tool to detect and
evaluate the presence of ferritin in biological samples. First Nocera et al. [74] used
MFM to distinguish ferritin from apoferritin, on the basis of the absence of the iron
core in the latter, and to quantitatively evaluate the amount of ferritin in a sample.
Then, Blissett et al. used MFM to evaluate the presence of ferritin in animal tissues,
i.e., in spinal cord [75] or spleen [76].

Different works have been reported in which MFM is used to detect magnetic
NPs on the surface as well as inside cells. In a first study, Shen et al. [77] detected
silica-coated magnetic iron NPs coupled with antisense oligonucleotide in human
leukemia (HL-60) cells.Wang and Cuschieri [78] successfully labeled human cancer
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cells using magnetic NPs and determined the content and spatial distribution of
intracellular iron. Passeri et al. [50] reported the labeling of leukemic cells using
folic acid-coated core-shell superparamagnetic NPs in order to detect the presence
of folate receptors on the surface of the cell membrane using MFM. MFM was also
used by Reggente el at. [79] to confirm the presence of magnetite NPs internalized
in microglial cells frommice cerebral cortices. Recently, Kim et al. [80] reported the
used of MFM to analyze two breast cancer cell lines, MCF-7 and SK-BR-3, targeted
with antibody conjugated magnetic NPs and demonstrated the capability of their
MFM method to subtype cancer cells.

12.3.3 Manipulation

As previously discussed, since its invention, MFM has found larger and larger appli-
cation in the world of magnetic micro- and nanomaterials as a powerful qualitative
and, more recently, quantitative magnetic characterization technique. Nevertheless,
the capability of applying and detecting magnetic forces at the nanoscale makeMFM
a powerful tool potentially applicable, not only for magnetic measurements, but also
for magnetic and mechanical manipulation.

12.3.3.1 Magnetic Manipulation by MFM

While scanning the sample of interest, the magnetizedMFM probe with its magnetic
stray field can induce significant changes in the magnetization state of the sample,
especially in case of soft magnetic materials (i.e., Hc < Htip where Hc is the coer-
civity of the sample and Htip is the magnetic field generated by the tip). In case
of multidomain ferromagnetic materials, slight changes in the configuration of the
domains structure can be observed, while soft magnetic nanomaterials, e.g., single-
domain ferro- and superpara-magnetic nanoparticles, could even exhibit a complete
reversal of the magnetic moment [81–83]. When MFM technique needs to be used
for the imaging of the magnetization state or for the quantitative measurement of
the magnetic properties of the sample in certain conditions, this phenomenon is a
negative effect which has to be quantified and carefully taken into account. Never-
theless, the same phenomenon can be positively used for active, controlled magnetic
manipulation of nanofeatures and exploited, for example, for writing and reading
nanostructured magnetic logic devices. The possibility of using the MFM tip to
locally write a magnetic bit in patterned magnetic disks has been demonstrated for
the first time in 90’s, i.e., at the beginning of the application of MFM technique
for recording industry [84, 85], but has never been fully exploited. The prerequisite
for the writing process is that the effective tip stray field (Htip) must be larger than
the switching field of the particle (Hc) [84], while reading is possible only if the
magnetization state of the bit is not varied during the scanning, i.e., if the tip stray
field is significantly lower than the coercive field of the particle Htip � Hc. In the
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first works regarding the use of MFM for writing and reading processes, it has been
demonstrated that writing and reading process can be performed using two MFM
tips-a writing tip with a large magnetic moment and a reading tip with a very small
magnetic moment [84]. Also, a method for recording and erasing using a MFM tip
and the help of an external variable magnetic field has been proposed. In this method,
writing is performed with the MFM tip into contact with the sample and by applying
an external magnetic field parallel to the tip stray field; erasing is performed at a large
tip-sample separation, while applying an external field antiparallel to the tip stray
field [85]. The application of recent advances in the development of MFM technique
could allow the complete exploiting ofMFM as amagnetic manipulationmethod. As
an example, a possible way to perform reading and writing processes has been more
recently proposed. A suitable MFM can be used to read the magnetic-moment states
of a particle at a large tip-particle separation, while it can be used for writing at a
smaller tip-sample separation, exploiting its higher magnetic stray field. This method
has been demonstrated to be effective for the control of the magnetic moment state of
a single particle [86] and could be applied for writing input tomagnetic logic devices.
Furthermore, the recently developed capability of in situ controlling the magnetiza-
tion state of the MFM probe by CM-MFM technique could be also applied [15] for
magnetic manipulation purposes. Indeed, the writing process could be performed by
using a strongly magnetized probe, e.g. in its saturation magnetization state. Then,
themagneticmoment (and the corresponding stray field) of the probe could be oppor-
tunely decrease for reading by applying to the probe an appropriate ‘demagnetizing’
magnetic field. Recent developments in AFM instrumentation make the technique
potentially scalable. Indeed, the operation of more than a thousand atomic force
microscopes in parallel has recently been demonstrated [87].

12.3.3.2 Mechanical Manipulation by MFM

The growing interest in fabrication of nanostructures in several technology fields
push researchers to look for new advanced fabrication methods with control and
resolution at the nanometer scale. Beside imaging and physical characterization,
SPM techniques, have started to be used also for nanofabrication and mechanical
manipulation purposes, exploiting the high resolution and low forces control capa-
bilities. As an example, local deposition of material has been obtained by using
a scanning tunneling microscopy (STM) tip [88–90]. Mechanical manipulation of
nanostructures is getting increasing interest in nanopattern fabrication and has been
demonstrated to be doable by using a standardAFMprobe, which can be used to push
or slide with controllable force the nanostructures of interest [91, 92]. The magnetic
stray field of the probe and the high resolution of MFM technique could be also
used for mechanical entrapment and manipulation of magnetic nanostructures for
nanofabrication purposes. Recently, Liu et al. [93] designed a helical capture path to
precisely manipulate magnetic (paramagnetic and superparamagnetic) nanoparticles
by a magnetized probe. The authors demonstrated the capability of MFM technique
to pick up and remove from the surfaces nanoparticles with diameters in the range
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of 10–200 nm [93]. The releasing and precise positioning of the grabbed nanoparti-
cles has not been shown, yet. Nevertheless, the in situ demagnetization of the probe
could allow the release of the NP in a determined position on the surface. CM-MFM
[15] technique, thanks to its capability of in situ magnetizing and demagnetizing the
probe could be applied to vary the magnetization state of the probe and allow the
entrapment, the positioning and the release of the single nanoparticles and, in line of
principle, used for magnetic nanopatterns fabrication.

12.4 Conclusions, Perspectives and Challenges

Due to its lateral resolution, sensitivity, imaging capability, the need for a relatively
simple and widespread experimental setup, minimal/no specific requirements about
sample preparations, capability to operate in air at room conditions as well as in
vacuum or liquid environment, MFM can be considered one of the most effective
and versatile techniques for the characterization of magnetic NPs. In particular, the
potential of MFM for the quantitative characterization of magnetic properties of
single magnetic NPs and, more in general, of nanomaterials, at the nanometer scale
has been widely demonstrated. Also, being sensitive to long-range magnetic forces,
MFM can be used to detect single magnetic NPs in nonmagnetic (e.g., biological)
matrices allowing the characterization of magnetic nanocomposites. Also, MFM can
be used as a tool to assess the presence of ferritin in biological tissues and to analyze
cells labeled with functionalized magnetic NPs. Finally, not only can MFM be used
as an imaging tool, but it can be used to modify the morphology and the magnetic
state of magnetic NPs via mechanical or magnetic nanomanipulation. Despite its
promising performances and encouraging results, however, several issues must be
addressed such as: the enhancement of the sensitivity by developing improvedMFM
probes; the removal of nonmagnetic artifacts in MFM signal; the definition and
improvement of lateral and vertical resolution; the comprehensive modeling of tip-
sample interaction. Addressing these metrological aspects would result in a great
improvement significance of MFM in the study of magnetic NPs, paving the way
to the validation of truly accurate, sensitive and reliable MFM-based nanomagnetic
characterization tools of magnetic NPs and, possibly, towards the development of
MFM-based tomographic methods for the analysis of magnetic NPs in magnetic
nanocomposites.
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Chapter 13
Magnetic Nanoparticles for Life Sciences
Applications

C. Marquina

Abstract The ongoing research on the applications of magnetic nanoparticles in
Bio-medicine and the results obtained up to now open a wide range of possibili-
ties for their use in Life Science disciplines, for example in general plant research
and agronomy. The work presented here focuses on the interaction of two types
of magnetic core-shell nanoparticles with plants and microorganisms. The research
carried out with carbon coated iron nanoparticles aims to investigate their penetra-
tion and translocation in whole living plants and into plant cells, as response of the
nanoparticles to magnetic field gradients. This study is essential to evaluate the suit-
ability of any nanoparticles as magnetic responsive carriers for the localized delivery
of phytosanitary or pest control treatments. The study carried out with silica coated
nanoparticles focuses on their interaction with fungal cells, taking a soil borne plant
pathogen as in vitromodel. Our research paves the way to usemagnetic nanoparticles
for detection, selective control and eventual elimination of pathogenic fungi.

13.1 Introduction

Life Sciences encompass the study of living organisms, which concerns not only
animals (including human beings) but also plants and microorganisms, covering
fields of knowledge such as Medicine, Biotechnology, Environmental Sciences,
Botany and other branches of Biology, among many others. Research on these
subjects has acquired a marked interdisciplinary character which has made it benefit,
for example, from the knowledge, materials, devices and tools of Nanoscience and
Nanotechnology. An example is the increasingly frequent use of nanoparticles, and in
particular, of magnetic nanoparticles, in Biomedicine. Here we will focus on the use
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of magnetic nanoparticles in Life Sciences fields dealing with plants and microor-
ganisms. Although Nanoscience and Nanotechnology are more and more present
in areas such as plant research, agriculture and agronomy, and the incorporation to
these areas of new strategies and methodologies based on the use of nanoparticles is
growing, the particular case of magnetic nanoparticles is still little explored.

One of the first works dealing with nanoparticles in plant research is the one
carried out by Torney et al. [1] in which mesoporous silica nanoparticles act as vehi-
cles to transport DNA and chemicals into isolated plant cells and intact leaves. The
delivery of DNA by means of mesoporous SiO2 nanoparticles was studied also by
Martín-Ortigosa et al. making use of different strategies for the penetration of the
nanoparticles into the plant cell [2–4]. Polymeric nanoparticles [5], fluorescent chro-
mophores [6], ZnO nanoparticles [7], among many others have also been used as
carriers for plant cell genetic engineering, one of themost studied applications in plant
research. Another topic that has aroused great interest is the study of how nanopar-
ticles can influence the plant growth and germination and the functionality of plant
cell organelles. Hong et al. studied effect of TiO2 nanoparticles on the photochemical
reaction of chloroplast of Spinacia oleracea [8], and on the growth of spinach plants
[9]. Recently, Frazier et al. studied the influence of these nanoparticles on the growth
and microRNA expression of tobacco (Nicotiana tabacum) [10]. The effect of ZnO
nanoparticles on the inhibition of seed germination and root growth was also studied
by Lin and coworkers [11, 12]. Efforts have also been focused on enhancing crop
yields and controlling/suppressing plant diseases and parasites. With these objec-
tives in mind, studies have been carried out with a variety of nanoparticles (made of
polymers, liposomes, 3d-metals and 3d-metal oxides, carbon nanostructures etc.) as
reported for example in the works of Perez de Luque et al. [13], Servin and coworkers
[14] and Yasmeen et al. [15]. For the control of diseases and pests, the rapid and
easy detection of the causative agent is crucial. In this respect, Nanotechnology has
provided us with highly sensitive, versatile, inexpensive and user-friendly biosen-
sors [16–19]. Among the different types, nano-devices based on the localized surface
plasmon resonance (LSPR) have been developed, for example, for the detection of
the maize chlorotic mottle virus in infected maize seeds [20, 21]; or for detecting
biomarkers associated with nutritional deficiencies in crops [22]; or to elucidate the
effect of a T-DNA insertion on mRNA transcripts in plants [23, 24], among other
applications. With regard to microorganisms, the use of micro- and nano-particles
as an antibacterial and antifungal agent is widespread. Silver is one of the most
frequently used materials [25], working for example against phytopathogenic fungi
[26] and bacteria such as Pseudomonas aeruginosa and Staphylococcus aureus [27].
Recent studies carried out on plant pathogenic fungi, oomycete and bacteria, have
shown that copper nanoparticles can enhance the effect of commercial antimicro-
bial copper formulations and even represent an efficient alternative [28]. Zinc oxide
and magnesium oxide nanoparticles have also demonstrated their effectiveness as
antimicrobials [29–33].

The significant progress made in Biomedicine derived from the use of magnetic
nanoparticles in diagnostic and therapy has opened the doors to their implementation



13 Magnetic Nanoparticles for Life Sciences Applications 305

in the applications just mentioned. In addition, the capability of magnetic nanoparti-
cles to interact with a magnetic field increases the possibilities for their exploitation.
For instance, in the same way as nanoparticles can act as vehicles for magneti-
cally targeted drug delivery in chemotherapy against cancer [34, 35] they could be
implemented in phytosanitary treatments, for the selective and controlled delivery of
agrochemicals or other biomolecules, or to induce genetic transformations etc. [13].
Also in the analogy with biomedical applications, magnetic nanoparticles could play
a role as MRI contrast agents for plant research. In fact this technique is as well suit-
able for studying the health of a plant in a non-destructive way [36], and has made
possible the study of the modifications of the biophysical parameters of a cucumber
plant as response to environmental changes [37], the changes in the dynamics of the
sap flow [38], or the damage induced by plant parasitic nematodes and soil borne
pathogens on sugar beet plants [39]. Even the localized heating by magnetic hyper-
thermia [40] might be as well a useful treatment in agriculture and agronomy. As
suggested by Pérez de Luque and Rubiales [13], it might be applied to eliminate
parasitic weeds, assuming that nanoparticles are able to accumulate in a specific
plant organ. This could be the case, for example, of tubercles in Orobanche crenata,
where the nanoparticles (administered for example by the roots) would accumulate
due to their sink effect.

As is well known, magnetic nanoparticles can be coated with biocompatible mate-
rials as silica [41, 42], dextran [43], polyvinyl alcohol (PVA) [44], poly(ethylene
glycol) (PEG) [45] etc., which allows modifying the particle surface with a large
number of molecules of biological interest, and therefore broadening the function-
ality of the nanoparticle. The coating can be functionalized with bio-molecules, as
for instance antibodies [46, 47], able to recognize a specific pathogen in a culture or
soil, making the nanoparticle act as a magnetic label for the pathogen to be detected
by a biosensor [17, 18, 48]. The diversity of materials that can be used as coating
and the wide variety of functionalization protocols make the magnetic nanoparticles
very promising tools for plant biology and biotechnology.

In the following sections we will deal with two types of core-shell magnetic
nanoparticles. In the first case, they consist of an iron core coated with
graphite/graphene layers; from here on they will be called carbon-coated
(Fe@C) nanoparticles. The second type is magnetite coated with silica (i.e.,
Fe3O4@SiO2) nanoparticles; this coating, besides being biocompatible, stable and
suitable for the encapsulation of biomolecules, [49] is very easy to be functionalized
with biological moieties [46]. Likewise, the biocompatibility of the Fe@C nanopar-
ticles has been successfully tested in in vitro and in vivo animal models [35, 50,
51]. In particular, the experiments carried out in New Zeeland rabbits have shown
that these nanoparticles, once injected into the animal, can be located in the desired
organ or tissue with the aid of a magnetic field gradient created by an implanted
magnet. In addition, it has been shown that the nanoparticle coating can adsorb and
desorb a chemotherapeutic agent, so they can be used for magnetically driven drug
delivery [35]. These experiments suggest that nanoparticles could also be utilized
in planta, as magnetic carriers of phytosanitary agents, nutrients, enzymes, nucleic
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acids etc. to be concentrated in a specific part or organ of a plant (e.g., where a para-
site or infection is located, or where the nutrients are going to be adsorbed in a more
effective manner, etc. [52]). An advantage of using the Fe@C and the Fe3O4@SiO2

nanoparticles in these applications is the high specific surface area of the coating,
which offers a high load capacity [49, 53]. This could help in the optimization of the
dose to be delivered, without the need of repeating the treatment, which would lead
to more efficient and sustainable agricultural practices and methods.

In any case, taking these ideas to practice requires, among other issues, the study of
the nanoparticle response when a magnetic field gradient is applied to the plant, and
the analysis of their transport and distribution in planta. The experiments conducted
for this purpose are presented in the following sections. They were carried out with
Fe@Cnanoparticles and different type of crops [52, 54, 55], constituting a pioneering
work regarding the use of magnetic nanoparticles in whole alive plants. Next section
also reports what, to our knowledge, is the first study on the interaction between
magnetic nanoparticles and fungal cells. The final objective was to evaluate the
feasibility of new nanotechnology-based strategies for the early detection and control
of pathogenic fungi in plants, crops and soils [48]. The final goal was the design
of a biosensor combining immunological recognition and magnetic detection [17,
18]. In this case, the study was performed with Fe3O4@SiO2 nanoparticles, given
the possibility to functionalize the coating with an antibody that recognized the
pathogenic fungus. The target is Fusarium oxysporum, a soil borne plant pathogen
that infects a vast variety of crops and is the cause of important economic losses [56].
It is also an opportunistic human pathogen and infection can also result in the death
of immunocompromised patients [57]. To date there are neither effective methods
for an early detection of the fungus, nor treatments for a complete elimination. In
the case of F. oxysporum the problem is even more complex, because pathogenic
strains cohabit in the rhizosphere with nonpathogenic strains, leading to biological
control [58]. Therefore, in the present case an adequate functionalization strategy
that ensures the high selectivity and sensitivity in the detection prior to the treatment
is crucial. In addition, a comprehensive study of the behavior of the fungus in the
presence of the nanoparticles, as the one reported here, and a deep knowledge of the
toxicity profile of these nanomaterials are also decisive.

13.2 Penetration and Transport of Magnetic Nanoparticles
in Living Plants

The aim of this work was to visualize the transport of nanoparticles inside living
plants, and also to investigate whether the nanoparticles respond to the application
of magnetic field gradients, with the objective of concentrating them in localized
areas of the plants by the use of small magnets. As mentioned before, the work
described from here on was carried out with whole living plants.
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Fig. 13.1 High
Resolution-TEM images of
Fe@C nanoparticles (left)
and magnification showing
the graphene layers coating
the Fe core (right)

The Fe@C nanoparticles were synthesized in an arc-discharge furnace [50, 59–
61] by amethod based on the previously followed byKrätschmer and coworkers [62].
The nanoparticles are produced by the sublimation and subsequent condensation of
the starting materials (iron micrometric powder inside a graphite rod) when the elec-
tric arc ionizes the helium gas in the furnace chamber. The sublimation of graphite
and iron produces a soot that, when condensed, deposits on the chamber walls. This
soot was analyzed by X-ray diffraction (XRD). According to the XRD spectrum this
powder contains mainly α-Fe, and some small traces of magnetite/maghemite. A
more detailed characterization was carried out by Transmission ElectronMicroscopy
(TEM) [50, 59, 61]. TEM images showed that the obtained black powder contained
a variety of carbon nanostructures, including carbon onions, some nanotubes, amor-
phous carbon and a large proportion of iron/iron oxide nanoparticles encapsulated
in graphene/graphite layers, as the ones displayed in Fig. 13.1.

The size of the nanoparticles ranged between 5 and 50 nm, with the size distribu-
tion center at 10 nm. The TEM images showed as well that the soot contained a small
amount of non-coated or partially coated metallic particles. These are not biocom-
patible and therefore had to be eliminated from the sample by chemical etching [35,
61]. To increase the concentration of magnetic nanoparticles in the final sample,
a magnetic purification of the powder was carried out to eliminate the amorphous
carbon and all those carbon structures not containing any magnetic nanoparticle.
For this purpose, particles were suspended in distilled water and the separation was
carried out by placing the suspension in a magnetic field gradient produced by 3kOe
permanent magnet [35]. After drying the fraction containing the magnetic nanoparti-
cles these were suspended in two different biocompatible fluids, keeping the suspen-
sion in an ultrasonic bath for several minutes. A suspension was prepared with gela-
fundin, as this a biocompatible commercial succinated gel had been already tested
in the above mentioned in vivo experiments with New Zeeland rabbits [35] and mice
[51]. The other suspension was prepared with mannitol, a solution commonly used
in experiments with plants [63]. These biocompatible magnetic fluids were subse-
quently administered to the plants, which represents an alternative to other methods
used when working with plants [2, 3, 64]. To study the possible differences in the
translocation and accumulation of the nanoparticles inside the plant, three different
administration methods were tested: by injection, by spraying and by immersing the
plant roots directly into the nanoparticle solution.
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13.2.1 Nanoparticle Application by Injection

These experiments were carried out on living pumpkin plants and with the Fe@C
nanoparticles suspended in gelafundine. The pumpkin plants were selected because
of the large size of their vessels, to make the transport of the nanoparticles through
the vascular system easier. Plants were grown as described in [52, 54, 63]. In a
first series of experiments, the biocompatible magnetic fluid was injected inside the
internal cavity of a leaf petiole (see Fig. 13.2 left), on the assumption that it would
penetrate into the plant and translocate to other areas through the vascular tissues.
To check if after injection it was possible to concentrate the nanoparticles in certain
regions of the plant, permanent magnets (in the form of small discs about 5 mm
diameter) were placed on the leaf petiole opposite to the injection point and on the
roots, as shown in Fig. 13.2 left [52, 54]. On the right, the figure shows as well
an optical micrograph of the transverse section of a pumpkin stem, with the main
structural elements.

Plant tissue samples were collected 24, 48, 72 and 168 h after the injection of the
magnetic fluid and processed for microscopy analysis. Tissue was cut from the stem
and leaf petiole at the injection point. Roots and petiole samples were collected at
the point of magnets localization but also before and after the magnet position (i.e.,
facing the expected movement of the nanoparticles from the injection point through
the vascular tissue towards the magnet). The collected samples were observed using
light microscopy, under a confocal laser scanning microscope and by TEM. Details
on sample processing and observing protocols for the respective methods can be
found in [52, 54].

Fig. 13.2 Scheme showing the nanoparticle suspension injection point and the magnet positions
(left). Optical micrograph of a pumpkin stem transversal section (right); VC stands for the vascular
core, Ep for the epidermis and PC for the pit cavity. Reprinted by permission from Springer Nature
Customer ServiceCentreGmbH: SpringerNatureBMCPlant BiologyNanoparticle Penetration and
transport in living pumpkin plants: in situ subcellular identification, Corredor et al. [54]. Copyright
© 2009. https://doi.org/10.1186/1471-2229-9-45
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To assesswhether the nanoparticleswould penetrate into the living plant and travel
through the vascular system to the places where the magnets were located hand-cut
sections of petioles and roots were observed on a light microscope. Figure 13.3
shows the images corresponding to sections of petioles (upper row) and of roots
(lower row), taken at the injection point (a), before the position of the magnet (d), at
the magnet point (b and e) and after the magnet position (c and f). The dark colored
areas correspond to the accumulation of the nanoparticles suspension. Figure 13.3a
shows a detail of the vascular tissue (vc in Fig. 13.2 right) at the application point
where nanoparticles penetrated. They further moved to other parts of the plant and
themagnets concentrated the fluid in the vascular tissues adjacent to their localization
in the petiole (Fig. 13.3b) and roots (Fig. 13.3d, e). By comparison, images taken in
vascular areas opposite to the magnet point of the same sections (Fig. 13.3c) or in
samples located after the magnet position (Fig. 13.3f) display almost no black color,
indicating that the nanoparticles in the fluid are trapped by the magnet and they do
not travel further.

Fig. 13.3 Light microscopy images of vascular tissue of the petiole cut a at the application point;
b adjacent to a magnet; c opposite to a magnet. Light microscopy images of vascular tissue of the
root tissue cut d before the position of the magnet; e at the position of the magnet; f behind the
magnet. Printed by permission from Oxford University Press Annals of Botany Nanoparticles as
Smart Treatment-delivery Systems in Plants: assessment of different techniques of Microscopy for
their Visualization in Plant Tissues, González-Melendi et al. [52]. Copyright © 2007 https://doi.
org/10.1093/aob/mcm283

https://doi.org/10.1093/aob/mcm283
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Tissue sections were also imaged by confocal and fluorescence microscopies.
Despite the fact that the size of the nanoparticles is below the resolution limit of the
light microscope, nanoparticle aggregates were clearly visualized by the differential
interference contrast (DIC) or Nomarski technique on a projection of a 3D confocal
stacks, and also in reflection mode. Figure 13.4a shows nanoparticles inside a cell
of the cortex next to the internal hollow of the petiole just before the position of the
magnet, 72 h after the injection. The image corresponds to the overlay of the respec-
tive images taken in Nomarski and reflection modes. On the contrary, no particles
were observed in images from the untreated plant used as controls. Nanoparticles
were also detected in the cell wall of the xylem vessel cells. This cell wall is naturally
auto-fluorescent due to the lignin as its major component. Due to their black color
(because their graphitic shell) the Fe@C nanoparticles are very suitable for working
with plant tissues, as they can be easily identified in bright field images (as the one
in Fig. 13.4b), and also be seen as non-auto-fluorescent dots in the cell wall, like in
Fig. 13.4c.

Some samples were studied by light microscopy, and then the same regions were
analyzed by TEM. Unlike in the control samples, aggregates of nanoparticles were
detected at the injection site 24 h after administration, in the epidermis and in the
extracellular space in between cells of the epidermal layer, on a light microscope
under phase contrast (Fig. 13.5a). Electronmicroscopy correlative analysis displayed
several nanoparticle aggregates (marked by asterisks in Fig. 13.5b) that would corre-
spond to those previously detected by lightmicroscopy. Increasing themagnification,
individual nanoparticles couldbe clearly visualized (Fig. 13.5c), tomeasure their size.
The diameter of the biggest particles is around 50 nm, although they represent the

Fig. 13.4 Nanoparticles (pointed by arrows) in a projection of 3-D confocal stacks of a cell of
a plant stem at the position of the magnet, 72 h after the suspension injection a. Nanoparticles
(pointed by arrows) in a confocal bright-field image b and in a fluorescence microscope image c
of a section of plant tissue. Printed by permission from Oxford University Press Annals of Botany
Nanoparticles as Smart Treatment-delivery Systems in Plants: assessment of different techniques
of Microscopy for their Visualization in Plant Tissues, González-Melendi et al. [52]. Copyright ©
2007. https://doi.org/10.1093/aob/mcm283
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Fig. 13.5 a Phase contrast light microscope image of a string of nanoparticles (pointed by arrows)
along the cells on the outer side of the cell wall at the epidermis. b TEM image of nanoparticle
aggregates, markedwith asterisks. c TEMmagnification of the aggregatemarkedwith two asterisks.
in b The same Scale bars: 50 μm, 5 μm and 0.1 μm, respectively. Printed by permission from
Oxford University Press Annals of Botany Nanoparticles as Smart Treatment-delivery Systems in
Plants: assessment of different techniques of Microscopy for their Visualization in Plant Tissues,
González-Melendi et al. Copyright © 2007. https://doi.org/10.1093/aob/mcm283

smallest population. The majority of the observed nanoparticles has a diameter equal
or below 10 nm. In solution, these nanoparticles form aggregates with a diameter
ranging from 5 to 200 nm [61]. The fact that no particles bigger than 50 nm were
detected in the plant tissues suggest a size selection mechanism (maybe due to the
cell walls and waxes), although more studies are necessary to clarify the nanopar-
ticles penetration mechanisms in their movement to and through the plant vascular
system.

The observation of all the samples taken from different points of the plant and at
different time intervals, suggests that the nanoparticles move from the point of appli-
cation progressively penetrating the different tissues of the plant. Analyzing samples
taken near the application point, aggregates of nanoparticles were detected in the
internal wall of the pit cavity (see Fig. 13.2 right) at the point of administration 24 h
after injection, and 48 h after administration these nanoparticles had migrated into
the stem parenchima. It is significant that these aggregates appeared in adjacent cells
forming chains (with 2–5 cells) between the vascular cores and radially oriented to
the stem surface, suggesting than the nanoparticles move from cell to cell. It seems
unlikely that in this movement the aggregates of nanoparticles enter directly into
cytoplasm; therefore, it is most likely that the nanoparticles enter individually, and
aggregate spontaneously once inside the cell. Some aggregates were also visualized
in the extracellular space between cells. Results also showed the presence of nanopar-
ticles in the outer surface of the plant, both inside and outside of the trichomes, 24 h
after application. This fact indicates that at least part of the nanoparticle suspension
was expelled in a short time, as if the plant got rid of the excess of nanoparticles,
maybe as a kind of detoxification mechanism. At 48 h nanoparticle aggregates were

https://doi.org/10.1093/aob/mcm283
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also observed inside the xylem vessels. After 168 h there were almost no nanopar-
ticles, neither in the pit cavity, nor in the tissues of the stem near the point of appli-
cation. TEM analysis of samples collected 48 h after the administration, close to the
magnets placed far from the point of injection, revealed the presence of individual
nanoparticles in the cytoplasm of cells close to the vascular system. Nanoparticles
were also observed inside the xylem vessels, suggesting that the nanoparticles use
them for travelling long distances inside the plant. The microscopy study carried
out in the different samples allowed also to analyze the structure of the cytoplasm.
A dense cytoplasm with starch-containing organelles was observed in those cells
collected 24 h after injection, with nanoparticle aggregates in the cytosol. However
these starch structures were neither detected in adjacent cells without nanoparticles,
nor in the cytoplasm of cells in tissues collected far from the application point 48 h
later, containing individual nanoparticles. This fact suggests that these changes in
their subcellular organization could be a plant response to the presence of a high
density of nanoparticles. Cytotoxicity has been associated with the dose of nanopar-
ticles [65], in particular with those in a magnetic ferrofluid [66–68]. However, only
with our experiments it is not possible to assess if the observed reaction to the Fe@C
nanoparticles is specific of the plant cells, or is a common cell reaction to high
nanoparticle concentrations in the cytoplasm. Moreover, an effect of the calcium in
the gelafundine inwhich nanoparticles are suspended cannot be completely excluded.

13.2.2 Nanoparticle Application by Spray

This methodology was chosen because is more similar to that used by agronomists
in cultivated plants, for example for phytosanitary control. The experiments were as
well carried out on livingpumpkin plants andwith theFe@Cnanoparticles suspended
in gelafundine [52]. Drops of nanoparticle suspension were sprayed of the surface
of leaves close to the insertion of the petiole. Tissue samples (close and far from
the application point) were also collected 24, 48 and 168 h after spraying. In this
case, nanoparticles were only observed in samples taken 168 h after application.
It was not possible to distinguish any nanoparticle aggregates by light microscopy,
and the nanoparticles were only visible in TEM images of cells from the epidermis
of the petiole close to the application point. Moreover, there were no nanoparticles
in cells beyond the first epidermal layer. In these cells the nanoparticles appeared
isolated, not in aggregates. There was no difference between the intracellular struc-
ture density observed in those cells with nanoparticles and in the neighboring cells
without nanoparticles in their cytoplasm. As the epidermic outer cell wall has a
considerable thickness and is covered by protective waxes, it is quite likely that the
nanoparticles penetrate through the stomata and the subestomatic chambers. In fact,
this is a route used by pathogens of different species [69, 70]. The fact that nanoparti-
cles passed through the epidermal cell wall opens up the possible application of these
nanotechnology tools for agronomical purposes. However, these results should be
taken as preliminary. For example, the fact that the amount of nanoparticles found in
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the tissue samples was less than that found when applying the nanoparticles by injec-
tion, raises the need to optimize the suspension of nanoparticles, testing for example
other biocompatible liquid carriers, functionalized nanoparticles for a higher affinity
with the leave tissues etc.

13.2.3 Nanoparticle Application by the Roots

The study on the nanoparticle absorption and translocation was extended to the case
in which the nanoparticles penetrate through the roots into the plant. In this case no
magnetswere used, to study the freemovement of the nanoparticles inside the plant.A
comparative analysis was carried out in four living crop plants belonging to different
families, to unveil whether there were differences regarding the transport routes, the
organs and tissues where nanoparticles tend to accumulate. This research was carried
out on sunflower (Helianthus annuus) from the family Compositae; tomato (Lycop-
ersicum sculentum) from the Solanaceae; pea (Pisum sativum), from the Fabaceae;
and wheat (Triticum aestivum), from the Triticeae [55]. In this case, the plants were
grown in vitro using a Petri dish system (rhizotron) allowing the visualization of
the roots [71]. A biocompatible magnetic fluid was prepared suspending the Fe@C
nanoparticles in manitol solution (1%). Once the plants developed the second pair of
leaves some of the roots were immersed in the suspension (see Fig. 13.6a). Tissues

Fig. 13.6 Scheme of the plant showing the nanoparticle administration procedure and the tissue
sections for microscopy analysis. a Root longitudinal sections of pea b and sunflower. c Samples
were taken 24 h after nanoparticle administration. Arrows point to nanoparticle accumulations.
Symbols # and * indicate cells from the parenchyma (p) and from the xylem (x), respectively. Scale
bars are 25 μm in b and 50 μm in (c). Reprinted by permission from Springer Nature Customer
Service Centre GmbH: Springer Nature Journal of Nanobiotechnology Absorption and traslocation
to the aerial part of magnetic carbon-coated nanoparticles through the root of different crop plants
Cifuentes et al. [55]. Copyright © 2010. https://doi.org/10.1186/1477-3155-8-26
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from different parts of the plants were taken after 24 and 48 h, from the sections
drawn in (Fig. 13.6a, and fixed for conventional light microscope analysis.

Big amounts of nanoparticles (in the form of a black staining corresponding to
nanoparticle aggregates) were observed in samples of root tissue collected after 24 h
(see Fig. 13.6b, c). These observations led to the conclusion that nanoparticle appli-
cation by immersing the roots into the nanoparticle solution is faster, more reliable
and efficient (in terms of the amount of nanoparticles) than application by pulver-
ization or injection [52, 54]. This conclusion is common to the four crops analyzed
in this study. Although in all cases nanoparticles were easily detected in the xylem
vessels, some differences were observed depending on the species. Pea roots accu-
mulated higher contents of nanoparticles than sunflower or wheat, for example. This
difference still remained after 48 h of exposure to the nanoparticle fluid, suggesting
that pea roots could be more permeable to nanoparticle penetration. Looking for
the presence of nanoparticles in roots not exposed directly to the suspension, the
characteristic black deposit was detected within the central cylinder of roots located
diametrically opposite to the treated roots. Therefore, the nanoparticles had moved
there probably through the phloem and using the source-sink pressure gradient [72].
This is also in good agreement with the observations in pumpkin plants with respect
to the radial transport of nanoparticles from cell to cell [52, 54].

The translocation of the nanoparticles into the aerial parts of the plant was also
studied, taking tissue samples from the plant crown 24 and 48 h after nanoparticle
application. After 24 h the black deposit was observed in the xylem vessels of the
four crops as shown in Fig. 13.7a–d, which means that the nanoparticles had quickly
moved most likely by the transpiration stream.

As in the case of the roots, there were differences between species. Pea and wheat
showed a high concentration of nanoparticles in the vascular tissues of the crown,
whereas the black staining was less intense in tomato and sunflower. In the case of
sunflower, it seems that the nanoparticle uptake through the roots is much slower
than in the other species, and for that reason there is a lower accumulation after
24 h of nanoparticle treatment. In addition, in this case the nanoparticle suspension
seems to be more restricted to the vascular tissues than in the other species. The
observation of subsequent upper part sections confirmed that nanoparticles reached
most of them also after 24 h of exposure to the suspension. The samples taken 48 h
after nanoparticle application (see Fig. 13.7e–j) showed no significant differences
from crop to crop, as an intense accumulation of nanoparticles was detected in all the
cases. According to the microscopy analysis, the nanoparticles moved also towards
the leaves and leaf petioles. Another striking result is that large accumulations of
nanoparticles were detected in the leaf trichomes of the wheat plants, but not in the
other three crop species. As mentioned in previous sections, the same was observed
in pumpkin plants [52, 54], although not in such a high amount. This fact would
confirm the secretory function of the trichomes [73], being this a putative detoxifying
pathway. Different behavior regarding accumulation and excretion of heavy metals
has been reported for different plant species [74], suggesting that such differences can
also be found when working with metal nanoparticles. The reasons for the observed
differences between crops are unclear, but they should be related to the physiology
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Fig. 13.7 Tissues from the crown of pea a, sunflower b, tomato c and wheat d cut 24 h after
suspension administration. Detail of the first internode cross section of pea e, sunflower f and
tomato g 48 h after suspension administration. Detail of the second internode cross section of
pea h, sunflower i and wheat j 48 h after suspension administration. Scale bars in images (a)-i
correspond to 100 μm; scale bar in images j corresponds to 50 μm. Reprinted by permission from
Springer Nature Customer Service Centre GmbH: Springer Nature Journal of Nanobiotechnology
Absorption and traslocation to the aerial part of magnetic carbon-coated nanoparticles through the
root of different crop plants Cifuentes et al. [55]. Copyright © 2010. https://doi.org/10.1186/1477-
3155-8-26

of the plants: wheat belongs to the monocot plant group, whereas the other three
crops are dicots.

Therefore, these results and those obtained in pumpkin plants have shown that
biocompatible nanoparticle suspensions can be administered to whole living plants,
can circulate through their vascular system, either by themselves or by applying
magnetic field gradients, and can also be located on specific places, from the root
to the aerial parts. The study carried out by different microscopy techniques has
allowed the accurate visualization of nanoparticles in tissues and cells. However,
more detailed studies at cell level, including HR-TEM, are necessary to clarify the
mechanisms by which nanoparticles can penetrate into the plant cells, as this is
currently a controversial subject. In addition, special attention has to be paid to
toxicity studies. In the work with pumpkin plants, some of the specimens treated
with nanoparticles were transplanted to pots where they continued to grow, and no
damagewas observed. However, these results should be viewedwith caution because
it has been reported that in in vitro treatments [66–68], nanoparticles may cause some
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local damage at cell level. Moreover, as cyto- and phyto-toxicity are dose-dependent,
they cannot be discarded in case of treatments with more concentrated nanoparticle
suspensions.

13.3 Interaction of Silica Coated Magnetic Nanoparticles
with Pathogenic Fungi

In this section, the study of the interaction between silica coated iron oxide
(Fe3O4@SiO2) nanoparticles and fungal cells is presented, paying attention to the
affinity and internalization of the particles by hyphal cells, and to their toxicity [48].

The core-shell nanoparticles were synthesized in two steps. First, the magnetite
core was synthesized by coprecipitation, as described in De Matteis et al. [75].
According to the X-ray diffraction pattern and HR-TEM images of the synthesized
powders, the nanoparticles were mainly composed by magnetite and only in some
batches a small fraction of maghemite was detected. The particles were subsequently
coated with an aminated silica shell and functionalized with protein G following
the protocols reported in [47]. The diameter of the silica-coated nanoparticles was
about 50–100 nm. The protein G on the surface was afterwards conjugated to Alex-
aFluor488, to visualize the nanoparticles by confocalmicroscopywhen studying their
interaction with the Fusarium. In addition, when the nanoparticles were going to be
used for sensing purposes, the protein G would easily allow their further conjugation
with the biomolecule that specifically recognizes the pathogenic fungus [47]. All the
experiments described fromhere onwere carried out onF. oxysporum forma specialis
lycopersici. The fungal strain was stored as microconidial suspension in 30% glyc-
erol at−80 °C. For microconidia production, cultures were grown in potato dextrose
broth [48].

13.3.1 Internalization of Fe3O4@SiO2 Nanoparticles
by Fungal Cells

First of all, the affinity between the Fe3O4@SiO2 nanoparticles and the fungus was
studied. With this purpose, turbidity (or relative absorbance) measurements were
performed on conidial suspensions incubated with magnetic nanoparticles, after
different incubation times. In all the cases, 5 × 106 microconidia were grown for
16 h at 28 °C under agitation at 170 rpm in 1 mL of minimum medium (MM)
[76]. The measurements were performed after long-term and short-term incubation
experiments. In the first case the conidia were grown in MM supplemented with
nanoparticles at 200 μg ml−1. In short-term incubation experiments, conidia were
grown in the absence of nanoparticles. They were added to the MM after 16 h of
conidia growth and incubated there for 5 s, 15 min and 30 min. After incubation with
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the nanoparticles, the suspensions were filtered to remove nanoparticles not internal-
ized/not attached in/to the conidia, and the filtrate was resuspended in new freshMM.
This suspension was introduced in a magnetic separator, and kept under the action of
the magnetic field for 1, 3 and 5 min. At these times, an aliquot of the medium was
taken for turbidity measurements. All those fungi attached to the magnetic nanopar-
ticles were going to be trapped by the magnet, decreasing the conidia concentration
in the aliquot, and consequently, decreasing its turbidity. The optical density of this
aliquot was measured at 600 nm (A600), and compared with the absorbance of a
control sample (a sample not introduced in the magnetic separator). The reduction in
absorbance was correlated with the nanoparticle attachment/internalization in/to the
fungus. After long-term incubation with magnetic nanoparticles, the conidia were
attracted by the magnet as early as 1 min after being introduced in the magnetic
separator, and the turbidity of the medium was reduced dramatically, confirming the
attachment of the nanoparticles to the hyphae. The long-term incubation experiments
were also performed with the Fe3O4@SiO2 nanoparticles after their functionaliza-
tion with protein G, to verify whether the protein influenced the fungus-nanoparticle
interaction. In fact, the functionalization of the nanoparticle surface delayed the
particle movement towards the magnet, although a turbidity decrease similar to that
observed whenworking with the non-functionalized nanoparticles was detected after
5 min. Short-term incubation experiments were also performed incubating the grown
conidia with functionalized and non-functionalized Fe3O4@SiO2 nanoparticles. The
turbidity measurements were carried out following the protocol described above for
long term experiments. A drastic reduction of the turbidity was observed after incu-
bating fungal conidia with both functionalized and non-functionalized nanoparticles
for as short as 5 s. These results evidence the high affinity of the functionalized and
non-functionalized Fe3O4@SiO2 nanoparticles for the fungal hyphae.

In order to investigate whether the nanoparticles were able to penetrate the fungal
hypha or remained attached to its surface, visible, confocal and transmission electron
(TEM) microscopies on conidia cultures after long-term and short-term incubation
with Fe3O4@SiO2 nanoparticles were carried out. For these studies, 5× 106 conidia
were grown for 16 h at 28 °C under agitation at 170 rpm in 1ml ofMM. For long-term
studies, 200 μg ml−1 of nanoparticle suspension was added at the time of fungus
inoculation, while for short-term studies the nanoparticles were added to MM after
16 h growth and incubated for either 10 min or 3 h before visualization. First of all,
confocal images of thin time-course confocal optical sections (~1 μm thick) were
acquired. Details about the microscope and the instrumental conditions can be found
in [48]. The results are displayed in Fig. 13.8. After 10 min of incubation, fluores-
cent Fe3O4@SiO2 nanoparticle aggregates attached to the fungal hyphal surfaces
were clearly seen (pointed by an arrow head at visible field and stack projection in
Fig. 13.8a). However, theses aggregates did not penetrate the fungal hyphae since
3D optical sections showed a clear signal only for the largest aggregates attached
to the hypha. Although the penetration of non-aggregated nanoparticles could not
be inferred from the confocal images, it cannot be discarded. After 16 h of incuba-
tion, nanoparticle aggregates were still visible and attached on the hyphal surface,
although they were smaller than those attached after 10min incubation, and no signal
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Fig. 13.8 Visible and confocal micrographs of overview images (stack projections) and the trans-
verse optical section of F. oxysporum incubated with Fe3O4@SiO2 nanoparticles for 10 min a,
and 16 h b, and of the filtered sample re-suspended for 4 h in fresh MM c. The orientation of the
images is indicated by lower case letters, for ease of understanding. T plane of the section shown
in the 3D images is indicated by the green hurdle in the overview. Scale bars correspond to 10 μm.
Reprinted with permission from Rispail et al. [48]. https://doi.org/10.1021/am501029gCopyright
© 2014 American Chemical Society

was observed in the 3D optical sections (Fig. 13.8b). The eventual detachment of the
nanoparticles from the fungal cells was also studied. With this purpose 16 h conidial
suspensions already incubated with nanoparticles were filtered through a 0.45 μm
filter to remove all the nanoparticles that could be in the medium, not attached to
the hypha. The filtered sample was re-suspended in sterile MM for 4 h at 28 °C.
Confocal images taken afterwards (Fig. 13.8c, arrow heads) showed that after 4 h
some aggregates remained in the hypha, although some of them detached and were
suspended in de medium.

https://doi.org/10.1021/am501029g
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Fig. 13.9 BF-TEM image showing a detail of a F. oxysporum hypha a and a detail of the hyphal
septum. b Arrows point to nanoparticles in the septum. Scale bars correspond to 0.5 μm. Adapted
with permission from Rispail et al. [48]. https://doi.org/10.1021/am501029g. Copyright 2014
American Chemical Society

The confocal microscopy study was completed by TEM and Scanning Trans-
mission Electron Microscopy-High Angle Annular Dark Field (STEM-HAADF)
observation in a Tecnai F30 (FEI), operated at 300 kV. Samples were carefully
prepared following cryo-TEM protocols [48]. Bright field (BF)-TEM images taken
after 16 h incubation showed a range of small to medium aggregates corresponding
to the Fe3O4@SiO2 nanoparticles attached to the fungal surface and some individual
nanoparticles moving through the fungal cell wall, as shown in Fig. 13.9a. Careful
observations near to the fungal septum (see Fig. 13.9b) suggested that few individual
nanoparticles (pointed by arrows in the figure) could enter the fungal cells. This
assumption was also supported by focal series of STEM-HAADF images.

The chemical composition of the aggregates was analyzed by STEM-HAADF
(see Fig. 13.10a, b) and Dispersive X-Ray Spectroscopy (EDS). The EDS spectra as
the ones presented in Fig. 13.10c, d confirmed that the nanoparticles consist of an
iron oxide core coated by a SiO2 shell.

The fact that only a small fraction of individual nanoparticles penetrated the fungal
cells whereas a large fraction of particles remain attached to the hypha coincides with
the results obtained by confocal microscopy. This makes a difference with other
nanomaterials, such as quantum dots. A similar study carried out in the same forma
specialis of F. oxysporum indicated that quantum dots penetrate in a much larger
amount into the cell [48]. As cellular uptake is closely related to the physicochemical
properties of the nanosized objects, the different behavior of the quantum dots and
the Fe3O4@SiO2 nanoparticles in this study could be due to the different size of
both nanomaterials (13–15 nm in the case of quantum dots versus 50–100 nm in
the case of nanoparticles). In addition, although both nanomaterials were incubated
together with the fungal conidia in MM at the same pH, their respective surface
charge was different (approximately -35 mV in the case of quantum dots and about
+25 mV the one of the nanoparticles). This different sign would determine the
interaction with the proteins of the fungal cell wall characteristic of hyphal cells. The

https://doi.org/10.1021/am501029g
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Fig. 13.10 STEM-HAADF images of a Fe3O4@SiO2 nanoparticle aggregate adhered to a fungal
hypha a and of a nanoparticle b. Here the o1 and o2 spots correspond to the EDS spectra shown in
c and d. Scale bars in a and b represent 100 and 20 nm, respectively. Reprinted with permission
fromRispail et al. [48]. https://doi.org/10.1021/am501029g. Copyright © 2014American Chemical
Society

outer layer of the cell wall of F. oxysporum is enriched in glycoproteins [77]. Since
the glycoproteins are negatively charged, they will attract the positively charged
nanoparticles by electrostatic interactions. This would favor the formation of the
observed large nanoparticle aggregates, large enough to be observed in the confocal
and even visible field. This large size might as well hamper their uptake. In addition,
the images taken after the longest incubation periods showed that the number of
aggregates decreased with time. This fact could be ascribed to the increase in the
acidification of the incubation medium during F. oxysporum growth [78], that might
increase the nanoparticle surface charge and in turn improve the stability of the
isolated nanoparticles.

https://doi.org/10.1021/am501029g
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13.3.2 Fe3O4@SiO2 Nanoparticle Toxicity on F. Oxysporum
Hyphal Cells

The experiments performed to outline the toxicity profile of the synthesized
Fe3O4@SiO2 nanoparticles included colony growth assessment, the study of the
reactive oxygen species (ROS) accumulation and oxidative stress, and the study of
the fungal cell viability. In each case microconidia were grown inMM supplemented
with nanoparticle concentrations equal to 25, 50, 100 and 500 μg ml−1. The results
demonstrated the low toxicity of the nanoparticles to these forma specialis, even at
the highest nanoparticle concentration.

The experiments described above show that, although the fraction of Fe3O4@SiO2

nanoparticles that penetrate the hypha is not very large, they remain as magnetic
aggregates adhered to the fungus surface, which is already enough to be separated
magnetically and to be detected by the magnetic reader of a biosensor. In addi-
tion, these nanoparticles in usual working doses are per se not toxic, so in principle
they are not harmful to other non-pathogenic/beneficial fungi that may exist in the
environment. This research constitutes the stage before the functionalization of the
nanoparticles for the detection of the pathogen and also paves the way for the search
of other biomolecules or active principles that could also be housed on the nanopar-
ticle surface. This would result in multifunctional nanoparticles that could be used
not only for detection, but also for the selective control and eventual elimination of
the pathogenic fungus.

13.4 Summary and Persperctives

The work presented here evidences that magnetic nanoparticles are very attractive
nanomaterials to be considered in research related to Life Sciences areas different
from those more explored up to now, as the ones directly connected to Bio-medicine.
The results presented here show how these nanosystems can be very useful, first of
all, for basic research, to study the fundamental problems concerning their interaction
with plants and microorganisms. In addition, these studies open the way to solve a
large list of practical problems in agriculture, agronomy, environment, biotechnology,
food industry, etc., which in the short and/or long term also influence health, quality
of life and global welfare.

The work carried out with the Fe@C nanoparticles has shown that these nanopar-
ticles are very appropriate for in-planta application and for plant cell research. First,
because they are suitable for the synthesis of different biocompatible magnetic fluids
easy to administer to living whole plants by different routes (injection, spray and
immersion of the roots in the fluid). Second, they have an adequate response to
magnetic field gradients. This characteristic, together with the high porosity and
high specific surface area of their coating makes them very appropriate as magneti-
cally responsive carriers for the localized delivery of different chemical substances,
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such as those used in phytosanitary treatments, for pest control, etc. Although there
are still many problems to be solved for their large-scale use, the work presented here
can help in preliminary studies at laboratory scale (for instance, in those necessary for
the optimization of the routes and doses to be administered in a specific treatment).
Regarding their use in the laboratory, the Fe@C nanoparticles have been found as
very convenient when working with plants and plant cells, as they are very easy to be
visualized (without the need of any extra marker) by the microscopy techniques and
protocols that have been developed during the execution of the different experiments.
Therefore, the Fe@C magnetic nanoparticles can be of great help in elucidating the
penetration mechanisms and the localization of the nanoparticles into the cell (for
instance, by HR-TEM experiments) as well as the cell response to the nanocarriers.
These topics are currently under discussion and are of great importance from the
point of view of both basic and applied research (for example for the case of genetic
engineering). Moreover, cell viability and cytotoxicity assays as well as the study of
the relationship between cytotoxicity and phytotoxicity are of paramount importance
prior their use in practice.

The use of magnetic nanoparticles coated with silica is much more exploited
than that of the other magnetic nanoparticles. Their widespread implementation in
biomedical applications has stimulated the rapid growth that their utilization in areas
such as biotechnology, agriculture and agronomy is currently experiencing. The
previous section summarizes what constitutes a systematic study of the interaction
of Fe3O4@SiO2 nanoparticles with a fungus that in one of its forma specialis is
a plant pathogen and even an opportunistic human pathogen. One aspect that this
work has highlighted is the importance of the physicochemical properties of the
nanoparticles that have to be precisely tuned for each particular application. In this
particular case, the size of the nanoparticles and their electrical charge has been
determinant for their application in a biosensor that detects and allows the separa-
tion of the pathogenic fungus from infected soils, plants and crops. In particular,
the different sign of the charge of the fungal cell wall of these hyphal cells and that
of the silica coating causes the nanoparticles to be located in the form of relatively
large magnetic aggregates on the fungal hypha. This has turned out to be decisive
for the development of the future device, facilitating the detection and subsequent
magnetic separation of the pathogen. Therefore, in the same way as for a given cell
model it is necessary to know the toxicity profile of a particular nanomaterial, an
exhaustive characterization of the physicochemical properties of this nanomaterial is
also essential. At present, nanotechnology offers us advanced characterization tech-
niques (which include magnetic characterization techniques, advanced microscopy,
different spectroscopies etc.) that are more and more intended for the characteri-
zation of materials of biological interest, as well as biomaterials. In addition, the
methodology and protocols developed for the case of the silica coated nanoparticles
interacting with Fusarium oxisporum might then be implemented in the detection
and control of other pathogens and pests, which would have a major impact on areas
such as agronomy and agriculture, food industry etc. Moreover, this study could be
extended to other fungi that are or can become pathogenic for humans, as for example
those of Candida genus. Just as the resistance to antibiotics developed by bacteria
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is a serious problem and is the cause of many deaths, certain pathogenic fungi have
also become resistant to antifungals, and hence, there are fewer and fewer effec-
tive treatments. This opens a wide research field, and the fact that Nanoscience and
Nanotechnology could contribute to finding solutions for their treatment and defini-
tive elimination would represent a great benefit for the patient health In addition, the
treatment of hospital acquired infections represents one of the highest costs of the
health system and therefore, the solution to these problems would be enormously
beneficial, also from the economic point of view.

When working with nanoparticles for applications as the ones discussed here,
that involve plants and microorganisms present in our environment, it is essential
to keep in mind that particles could in principle enter the food chain of animals
and humans, with the consequent health impact. Therefore, before putting these
ideas into practice, an exhaustive assessment of the nanoparticle fate is necessary,
studying their degradability, their accumulation in fruits, seeds, roots, etc., and their
possible excretion and effects on soils. Rigorous toxicity and ecotoxicity studies,
leading to standardized nanorisk assessment protocols are mandatory. All this will
contribute to improving the public perception of these new advances, and making
people more confident about the use of new products based on nanotechnology.

Acknowledgements The author wish to thank the following colleagues: M. R. Ibarra, R.
Fernández-Pacheco, D. Serrate, Z. Cifuentes, M. J. Coronado, E. Corredor, L. Custardoy, L. De
Matteis, P. Fevereiro, J. M. de la Fuente, P. González-Melendi, C. Maycock, A. S. Miguel, A. Oliva,
A. Pérez de Luque, E. Prats, N. Rispail, M. C. Risueño, D. Rubiales, R. Santos and P. S. Testil-
lano. Financial support from the Spanish Ministerio de Economía y Competitividad (MINECO)
through project MAT2016-78,201-P, and from the Department of Innovation, Research and Univer-
sity of the Government of Aragon through the Research Groups grants program co-financed by the
FEDEROperational ProgramAragón 2014–2020 “Building Europe fromAragon”, is also acknowl-
edged. The author also thanks the following publishers and journals: Springer Nature BMC Plant
Biology (https://bmcplantbiol.biomedcentral.com/), as the original source of Fig. 13.2 published in
Corredor et al. 2009, https://doi.org/10.1186/1471-2229-9-45; Oxford University Press Annals of
Botany (www.aob.oxfordjournals.org), as original source of Figs. 13.3, 13.4 and 13.5, published
in González-Melendi et al. 2008, https://doi.org/10.1093/aob/mcm283; BioMed Central Journal
of Nanobiotechnology (https://jnanobiotechnology.biomedcentral.com/), as the original source of
Figs. 13.6 and 13.7, published in Cifuentes et al. 2010. https://doi.org/10.1186/1477-3155-8-26;
and American Chemical Society ASC Applied Materials and Interfaces, as the original source of
Figs. 13.8, 13.9 and 13.10, published in Rispail et al. ACS Appl. Mater. Interfaces, 2014, 6 (12), pp
9100–9110 https://doi.org/10.1021/am501029g.

References

1. F. Torney, B.G. Trewyn, V.S.Y. Lin, K. Wang, Nat. Nanotechnol. 2, 295 (2007)
2. S. Martin-Ortigosa, J.S. Valenstein, W. Sun, L. Moeller, N. Fang, B.G. Trewyn, V.S.Y. Lin, K.

Wang, Small 8, 413 (2012)
3. S. Martin-Ortigosa, J.S. Valenstein, V.S.Y. Lin, B.G. Trewyn, K. Wang, Adv. Func. Mater. 22,

3576 (2012)
4. S. Martin-Ortigosa, D.J. Peterson, J.S. Valenstein, V.S.Y. Lin, B.G. Trewyn, L.A. Lyznik, K.

Wang, Plant Physiol. 164, 537 (2014)

https://bmcplantbiol.biomedcentral.com/
https://doi.org/10.1186/1471-2229-9-45
http://www.aob.oxfordjournals.org
https://doi.org/10.1093/aob/mcm283
https://jnanobiotechnology.biomedcentral.com/
https://doi.org/10.1186/1477-3155-8-26
https://doi.org/10.1021/am501029g


324 C. Marquina

5. A.T. Silva, N. Alien, C.M. Ye, J. Verchot, J.H. Moon, BMC Plant Biol. 10, 291 (2010)
6. L. Jiang, L. Ding, B.C. He, J. Shen, Z.J. Xu, M.Z. Yin, X.L. Zhang, Nanoscale 6, 9965 (2014)
7. H.W. Xun et al., Environ. Pollut. 229, 479 (2017)
8. F.H. Hong, J. Zhou, C. Liu, F. Yang, C. Wu, L. Zheng, P. Yang, Biol. Trace Elem. Res. 105,

269 (2005)
9. L. Zheng, F.S. Hong, S.P. Lu, C. Liu, Biol. Trace Elem. Res. 104, 83 (2005)
10. T.P. Frazier, C.E. Burklew, B.H. Zhang, Funct. Integr. Genomics 14, 75 (2014)
11. D.H. Lin, B.S. Xing, Environ. Pollut. 150, 243 (2007)
12. D.H. Lin, B.S. Xing, Environ. Sci. Technol. 42, 5580 (2008)
13. A. Perez de Luque, D. Rubiales, Pest Manag. Sci. 65, 540 (2009)
14. A. Servin,W. Elmer, A.Mukherjee, R. De la Torre-Roche, H. Hamdi, J.C.White, P. Bindraban,

C. Dimkpa, J. Nanopart. Res. 17, 92 (2015)
15. F. Yasmeen, N.I. Raja, A. Razzaq, S. Komatsu, Biochimica Et Biophysica Acta-Proteins and

Proteomics 1865, 28 (2017)
16. D.L. Graham, H.A. Ferreira, P.P. Freitas, Trends Biotechnol. 22, 455 (2004)
17. C. Marquina, J.M. de Teresa, D. Serrate, J. Marzo, F.A. Cardoso, D. Saurel, S. Cardoso, P.P.

Freitas, M.R. Ibarra, J. Magn. Magn. Mater. 324, 3495 (2012)
18. D. Serrate, J.M. De Teresa, C. Marquina, J. Marzo, D. Saurel, F.A. Cardoso, S. Cardoso, P.P.

Freitas, M.R. Ibarra, Biosens. Bioelectron. 35, 206 (2012)
19. B. Sepulveda, P.C. Angelome, L.M. Lechuga, L.M. Liz-Marzan, Nano Today 4, 244 (2009)
20. Z.M. Liu, X.Y. Xia, C.Y. Yang, L. Wang, Rsc Advances 5, 100891 (2015)
21. L. Wang, Z.M. Liu, X.Y. Xia, J.Y. Huang, Anal. Methods 8, 6959 (2016)
22. D. Giust, M.I. Lucio, A.H. El-Sagheer, T. Brown, L.E.Williams, O.L. Muskens, A.G. Kanaras,

ACS Nano 12, 6273 (2018)
23. U. Kadam, C.A. Moeller, J. Irudayaraj, B. Schulz, Plant Biotechnol. J. 12, 568 (2014)
24. U.S. Kadam, B. Schulz, J.M.K. Irudayaraj, Plant Journal 90, 1187 (2017)
25. V.K. Sharma, R.A. Yngard, Y. Lin, Adv. Coll. Interface. Sci. 145, 83 (2009)
26. Y.K. Jo, B.H. Kim, G. Jung, Plant Dis. 93, 1037 (2009)
27. S. Gurunathan, J.W. Han, D.N. Kwon, J.H. Kim, Nanoscale Res. Lett. 9, 373 (2014)
28. S. Banik, A. Perez-de-Luque, Spanish Journal of Agricultural Research 15, e1005 (2017)
29. A. Sirelkhatim, S. Mahmud, A. Seeni, N.H.M. Kaus, L.C. Ann, S.K.M. Bakhori, H. Hasan, D.

Mohamad, Nano-Micro Letters 7, 219 (2015)
30. N. Padmavathy, R. Vijayaraghavan, Sci. Technol. Adv. Mater. 9, 035004 (2008)
31. T. Jin, Y.P. He, J. Nanopart. Res. 13, 6877 (2011)
32. Y.H. Leung et al., Small 10, 1171 (2014)
33. I.F. Castillo, L. De Matteis, C. Marquina, E. García Guillén, J.M. de la Fuente, S. G. Mitchell,

Int. Biodeterior. Biodegradation 141, 79 (2018)
34. C. Alexiou, W. Arnold, R.J. Klein, F.G. Parak, P. Hulin, C. Bergemann, W. Erhardt, S.

Wagenpfeil, A.S. Lubbe, Can. Res. 60, 6641 (2000)
35. R. Fernandez-Pacheco et al., J. Magn. Magn. Mater. 311, 318 (2007)
36. H. Van As, T. Scheenen, F.J. Vergeldt, Photosynth. Res. 102, 213 (2009)
37. T. Scheenen, A. Heemskerk, A. de Jager, F. Vergeldt, H. Van As, Biophys. J. 82, 481 (2002)
38. T.W.J. Scheenen, F.J. Vergeldt, A.M. Heemskerk, H. Van As, Plant Physiol. 144, 1157 (2007)
39. C. Hillnhutter, R.A. Sikora, E.C. Oerke, D. van Dusschoten, J. Exp. Bot. 63, 319 (2012)
40. V. Grazu, A.M. Silber, M. Moros, L. Asin, T.E. Torres, C. Marquina, M.R. Ibarra, G.F. Goya,

Int. J. Nanomed. 7, 5351 (2012)
41. F.G. Aliev, M.A. Correa-Duarte, A. Mamedov, J.W. Ostrander, M. Giersig, L.M. Liz-Marzan,

N.A. Kotov, Adv. Mater. 11, 1006 (1999)
42. R. Fernandez-Pacheco, M. Arruebo, C. Marquina, R. Ibarra, J. Arbiol, J. Santamaria,

Nanotechnology 17, 1188 (2006)
43. C. Gruttner, S. Rudershausen, J. Teller, J. Magn. Magn. Mater. 225, 1 (2001)
44. H. Pardoe, W. Chua-anusorn, T.G. St Pierre, J. Dobson, J. Magn. Magn. Mater. 225, 41 (2001)
45. A. Zahr, C. Davis, M. Pishko, Langmuir 22, 8178 (2006)



13 Magnetic Nanoparticles for Life Sciences Applications 325

46. M. Arruebo, R. Fernandez-Pacheco, B. Velasco, C. Marquina, J. Arbiol, S. Irusta, M.R. Ibarra,
J. Santamaria, Adv. Func. Mater. 17, 1473 (2007)

47. R. Arenal, L. De Matteis, L. Custardoy, A. Mayoral, M. Tence, V. Grazu, J.M. De La Fuente,
C. Marquina, M.R. Ibarra, ACS Nano 7, 4006 (2013)

48. N. Rispail et al., ACS Appl. Mater. Interfaces. 6(12), 9100–9110 (2014)
49. C. Barbe, J. Bartlett, L.G. Kong, K. Finnie, H.Q. Lin,M. Larkin, S. Calleja, A. Bush, G. Calleja,

Adv. Mater. 16, 1959 (2004)
50. J.M. De Teresa, C. Marquina, D. Serrate, R. Fernandez-Pacheco, L. Morellon, P.A. Algarabel,

M.R. Ibarra, Int. J. Nanotechnol. 2, 3 (2005)
51. E. Escribano, R. Fernandez-Pacheco, J. Valdivia, M. Ibarra, C. Marquina, J. Queralt, Arch.

Pharmacal Res. 35, 93 (2012)
52. P. Gonzalez-Melendi et al., Ann. Bot. 101, 187 (2008)
53. A.A.Kuznetsov,V.I. Filippov,O.A.Kuznetsov,V.G.Gerlivanov,E.K.Dobrinsky, S.I.Malashin,

J. Magn. Magn. Mater. 194, 22 (1999)
54. E. Corredor et al., BMC Plant Biol. 9, 45 (2009)
55. Z. Cifuentes, L. Custardoy, J.M. de la Fuente, C. Marquina, M.R. Ibarra, D. Rubiales, A.

Perez-De-Luque, J. Nanobiotechnol. 8, 26 (2010)
56. A. Di Pietro, M.P. Madrid, Z. Caracuel, J. Delgado-Jarana, M.I.G. Roncero, Mol. Plant Pathol.

4, 315 (2003)
57. E.I. Boutati, E.J. Anaissie, Blood 90, 999 (1997)
58. S.Z. Validov, F.D. Kamilova, B.J.J. Lugtenberg, Microb. Biotechnol. 4, 82 (2011)
59. H.R. Rechenberg, J.A.H. Coaquira, C. Marquina, B. Garcia-Landa, M.R. Ibarra, A.M. Benito,

W. Maser, E. Munoz, M.T. Martinez, J. Magn. Magn. Mater. 226, 1930 (2001)
60. J.A.H. Coaquira, H.R. Rechenberg, C. Marquina, M.R. Ibarra, A.M. Benito, W. Maser, E.

Munoz, M.T. Martinez, Hyperfine Interact. 134, 103 (2001)
61. R. Fernández-Pacheco, Ph.D. Thesis, Universidad de Zaragoza, 2008
62. W. Kratschmer, L.D. Lamb, K. Fostiropoulos, D.R. Huffman, Nature 347, 354 (1990)
63. A. Perez deLuque,M.D.Lozano, J.I. Cubero, P.Gonzalez-Melendi,M.C.Risueno,D.Rubiales,

J. Exp. Bot. 57, 931 (2006)
64. S. Martin-Ortigosa, K. Wang, Transgenic Res. 23, 743 (2014)
65. M. Bottini, S. Bruckner, K. Nika, N. Bottini, S. Bellucci, A. Magrini, A. Bergamaschi, T.

Mustelin, Toxicol. Lett. 160, 121 (2006)
66. A. Pavel, M. Trifan, Bara, II, D.E. Creanga, C. Cotae, J. Magn. Magn. Mater. 201, 443 (1999)
67. V. Cotae, L. Creanga, J. Magn. Magn. Mater. 289, 459 (2005)
68. A. Pavel, D.E. Creanga, J. Magn. Magn. Mater. 289, 469 (2005)
69. A.K.M.Ekramoddoullah,R.S.Hunt,Can. J. Plant Pathol.-Rev.CanadienneDePhytopathologie

24, 408 (2002)
70. T. Eichert, A. Kurtz, U. Steiner, H.E. Goldbach, Physiol. Plant. 134, 151 (2008)
71. A. Perez de Luque, J. Jorrin, J.I. Cubero, D. Rubiales, Weed Res. 45, 379 (2005)
72. K.J. Oparka, S.S. Cruz, Annu. Rev. Plant Physiol. Plant Mol. Biol. 51, 323 (2000)
73. E. Onelli, C. Prescianotto-Baschong, M. Caccianiga, A. Moscatelli, J. Exp. Bot. 59, 3051

(2008)
74. G. Sarret et al., Plant Physiol. 141, 1021 (2006)
75. L. DeMatteis, L. Custardoy, R. Fernandez-Pacheco, C.Magen, J.M. de la Fuente, C.Marquina,

M. Ricardo Ibarra, Chem. Mater. 24, 451 (2012)
76. J.E. Puhalla, Canadian J. Botany-Revue Canadienne De Botanique 63, 179 (1985)
77. E.A.M. Schoffelmeer, F.M. Klis, J.H. Sietsma, B.J.C. Cornelissen, Fungal Genet. Biol. 27, 275

(1999)
78. R.L. Brandao, I.M. Castro, J.B. Passos, J.R. Nicoli, J.M. Thevelein, J. Gen. Microbiol. 138,

1579 (1992)



Chapter 14
Medical Applications of Magnetic
Nanoparticles

Matteo Avolio, Claudia Innocenti, Alessandro Lascialfari, Manuel Mariani,
and Claudio Sangregorio

Abstract The increased ability in manipulating matter at the nanoscale has paved
the way towards the creation of a plethora of novel systems endowed with extremely
appealing properties exploitable in a wide number of clinical applications, the
two most prominent being, undoubtedly, Magnetic Resonance Imaging (MRI) and
Magnetic Fluid Hyperthermia (MFH). In this Chapter, we review a few recent exam-
ples to convey to the reader a picture of the promising role magnetic nanoparticles
(MNPs) may play in the medicine of the next future. After a general overview of the
two techniques, we summarize the physical principles at their base to provide the
reader the necessary tools to understand limits and advantages of employing MNPs
as contrast agents in MRI and heat mediators in MFH. Among the countless exam-
ples of MNP-based materials proposed in the recent years for these applications,
we select and report in detail some of the most representative and promising ones
to underline the challenges that this branch of the material science must address to
interplay with the complexity of the human body. Finally, we try to photograph the
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state of the art of the clinical applications, which, mainly concerning MFH, is in
continuous evolution.

14.1 Introduction

In the recent past, magnetic nanoparticles (MNPs) emerged as the most promising
building blocks to realize multifunctional devices to be used in the biomedical field
(Fig. 14.1). The greatest interest forMNPs resides in the possibility of exploiting their
unique properties for both diagnostic and therapeutic purposes (i.e., theranostics).
For example, the interactions between the particle’smagnetization and the 1H nuclear
magnetization strongly affect the nuclear relaxation times, making MNPs powerful
contrast agents formagnetic resonance imaging (MRI) applications [1]. Furthermore,
the interaction of the MNP’s magnetization with an alternating magnetic field of
appropriate frequency and amplitude can cause a strong heating of themagnetic cores
subsequently released to the surrounding tissues. This effect is known as magnetic
fluid hyperthermia (MFH) [2–4], and it is already applied in clinics for the therapeutic
treatment of glioblastoma, prostate cancer, and some other tumors [5]. Moreover, it
has been extensively demonstrated in the literature that theMNP surface can be easily
functionalized with ligands or biomolecules for the selective accumulation in target
tissues (chemical targeting) [6]. Although simple in principle, the many barriers
posed by biological processes make the application of this approach in clinics still

Fig. 14.1 Schematic representation of a multifunctional magnetic nanoparticle with its main
components and some of its most interesting applications in the biomedical field
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far from being realized. MNPs could offer a unique possibility to by-pass this hurdle,
as they can be driven to a desired site by the application of an external magnetic field
gradient (magnetic targeting) [7].

An overview of some of the many applications where MNPs have been proposed
asmain players is provided inSect. 4.1 (Smart platforms for biomedical applications).
Here, we will focus on the two most important ones, namely, magnetic resonance
imaging (MRI) and magnetic fluid hyperthermia (MFH), whose impact has already
been (MRI) or is expected to be in the next future (MFH) fundamental in clinics,
both as diagnostic and therapeutic tools [1].

14.2 Magnetic Resonance Imaging and Magnetic Fluid
Hyperthermia: An Overview

Nuclear magnetic resonance (NMR) is a powerful technique that has come into
being in 1946, when pioneer scientists as Bloch [8] and Purcell [9] firstly discovered
the possibility to manipulate the time evolution of the nuclear magnetization by
applying radiofrequency (RF) pulse sequences. The RF field has the capability to
slightly perturb a systemgenerating a resonance signal that behaves as a fingerprint of
its characteristics, therefore, providing multiple information about the system itself.
The type of information acquired by the NMR analysis depends on the design of
the RF pulse sequence [10, 11]. The advantages of NMR are its high versatility and
a very low invasiveness, since differently from other diagnostic techniques such as
computed tomography (CT), it makes no use of ionizing radiations. Moreover, the
versatility of this technique, which allows obtaining multiple information depending
on the RF pulses sequence designed for a specific diagnostic purpose, led to a rapid
spread of magnetic resonance imaging (MRI) apparatus in the hospitals [12–15].

The dissemination of different kinds of contrast agents (CAs), which increased
the readability of the MR images, has improved further the development of MRI in
the latest decades. At first, paramagnetic molecules (for example, Gadolinium-based
agents) were applied to affect the nuclear relaxation times on the site of interest [16].
Subsequently, and particularly in the latest years, an increasing interest in the field
of nanomedicine led to the development of nanoparticles made of biocompatible
magnetic materials, typically iron oxides, which act as efficient CA.

Contrary to MRI, which has been routinely employed in clinics for several years,
magnetic fluid hyperthermia application as therapeutic tool is still limited to a few
experimental cases. Despite MFH has been approved in Europe for glioblastoma
multiforme, clinical trials involving this technique have been conducted solely by
MagForce (Berlin, Germany) for treating glioblastoma, prostate, and other kinds of
cancers [17, 18]. Although some important steps have been done in the last decades,
further work is needed for translating MFH to the clinic, and thus, fully exploit
the great potential of this promising cancer therapy. The attractiveness of MFH
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treatment, indeed, relies in its potential for greater selectivity, as MFH allows extra-
heating, induced by the controlled application of an external alternating magnetic
field (AMF), only in the region where the heat mediators (MNPs) are localized. In
principle, MNPs are delivered near or inside the tumor cells where, depending on
the temperature reached, it is possible to cause an irreversible damage without tissue
necrosis (41–46 °C) or the complete necrosis of the tumor by thermoablation (more
than 46 °C, up to 56 °C) [19, 20]. It has been also demonstrated that, in the case
of moderate temperature increase (41–43 °C), the hyperthermia treatment enhances
the effect of conventional therapies, as chemotherapy or radiotherapy [21, 22]. The
temperature rise of the tumor cells and the consequent destroying effect is directly
related to the heating power of the MNP, i.e., its specific absorption rate (SAR)
value. In the last decades, the number of publications proposing new nanodevices
based on inorganic core with large SAR values has increased exponentially [23]. The
macroscopic temperature rise of the target tissue, however, is not the only parameter
to be considered. The capability of the nanoplatform to be internalized by the cells
[24] or to provide a “Magnetically Mediated Energy Delivery” (MagMED [25]) able
to amplify the effectiveness of the construct are additional items that must be taken
into account. For efficiently realizing a nano-device with the best performance and
multiple features, it is thus important to make it able to reach the target, by direct
injection or by chemical targeting delivery, and directly interact with the tumor cells
and sub-cellular elements. The mean to achieve this goal is the surface coating of
the MNPs, which determines their interaction with the cells and all the elements of
the physiological environment and provides multiple functionalities. The major aim
of the surface coating is indeed to protect the magnetic core from degradation while
preserving its properties over time, and at the same time, to allow overcoming the
physiological barriers, increasing the circulation timeby shielding theMNP inorganic
core from the reticulo-endothelial system captures [26, 27]. The complexity of the
MNPs bio-distribution inside the body and their interaction with it at all the scales,
from organs, down to sub-cellular elements, makes very hard predicting the behavior,
and thus, in vivo effectiveness of all the proposed nanosystems. The need of a better
knowledge ofMNP fate inside the body and the comprehension of the cellular uptake
mechanisms are at the base of the development of this therapeutic approach, which
represents a potential breakthrough for cancer treatment.

14.3 Physical Principles

14.3.1 Magnetic Resonance Imaging

In nuclear magnetic resonance (NMR), a radiofrequency (RF) signal is collected
from the nuclei of a given species to investigate the properties of matter. Nuclear
spins are in fact used as local probes, undergoing static homogeneous magnetic field
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H0, to study, thanks to the hyperfine interactions, the spin dynamics experienced by
the nuclei depending on the environment surrounding them.

Although NMR is a low-sensitivity technique, since it is necessary to collect the
signal of a huge number of nuclei (at least 10–4 to 10–6 mol) to detect a macroscopic
nuclear signal (in a common field of 1.41 T used in MRI applications only 1 nucleus
over 40,000 is aligned to H0 and contributes to the generation of the NMR signal),
clinical MRI is generally exploited by collecting the signal of hydrogen (1H) nuclei,
which are characterized by a strong gyromagnetic ratio (γ = 42.5756 MHz/T) and
a high concentration water-rich soft tissues. This allows MRI images to have a very
good space resolution, a property thatmergedwith theMRI capability of investigating
internal organs non-invasively, has made this technique one of the most powerful and
intriguing modalities to perform in vivo imaging both in clinics and in the biological
research field [28].

The parameters measured in a NMR experiment, once the nuclei are driven out of
thermal equilibrium by radiofrequency pulses, are the absorption spectrum, obtained
from the Fourier Transform of the NMR signal, and the relaxation times T 1 and T 2

(nuclear spin–lattice and spin–spin relaxation times, respectively). T 1 measures the
interval for the recovery of the thermal equilibrium of the longitudinal component
of the nuclear magnetization, governed by the interactions between the spins and
the lattice (i.e., the surrounding environment). T 2 describes the vanishing of trans-
verse components of the nuclear magnetization, driven by the interactions among the
nuclear spins. However, other factors besides the atomic and molecular mechanisms
here cited, as the inhomogeneities of the field H0, also contribute to the decay of the
transverse magnetization in real NMR experiments, leading to the measurement of
an “effective” T 2* always faster than the “real” T 2.

The possibility to produce a MR image of the body comes from the peculiar
characteristics of each human tissue. Soft tissues as fat or muscle, hard tissues as
bones, liquid tissues as blood or cerebrospinal fluid, are all characterized by different
amount of 1H nuclei (in most cases mainly belonging to water) and different T 1 and
T 2 relaxation times, which allow to collect a pixel-by-pixel signal subsequently
associated to a gray scale (i.e. to an image contrast). In particular, the NMR signal
acquired in an MRI experiment can be expressed as:

S(t) ∝ ρ(1H) e−TE/T2
(
1 − e−TR/T1

)
e−bD (14.1)

where ρ(1H) is the proton density within the analyzed object, TE (echo time) and TR
(repetition time) are characteristic parameters of the sequence which can be adjusted
by the operator, and the last term accounts for diffusive phenomena within the object,
with D the diffusion coefficient of the medium. Choosing different values of TE and
TR compared to the ones of the relaxation times, it is possible to obtain MR images
that are proton density-weighted, T 1-weighted orT 2-weighted, thus changing the
image contrast among tissues for obtaining different diagnostic information [29].

In a classic NMR experiment, the signal is collected from all the resonant nuclei
of the system in the presence of the static homogeneous magnetic field H0, thus
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no information about their spatial distribution can be obtained. The main difference
between NMR and MRI techniques is the ability of the latter to give information
on the localization of the nuclei by superimposing to H0 a combination of gradients
along the three directions, causing a bijective correspondence between magnetic
field value and the nucleus position. These conditions are the basis for the methods
of image reconstruction first described by Lauterbur and Mansfield in 1973, who
were awarded with the Nobel prize in medicine in 2003 [12, 14].

An easy formalism that allows describing the MR image reconstruction is the one
based on the Fourier Transform (FT) operation [29]. First, the signal produced over
the acquisition time by the 1H spins can be written as

S(t) =
∫

d3rρ(�r)ei(�t+�(�r ,t) (14.2)

where� and� are the demodulation frequency and the spin phase in a given position
of the space. In presence of field gradients, by introducing three new variables, kx
= γGxtx/2π, ky = γGyty/2π and kz = γGztz/2π, it is possible to define the k-space,
which is related to the real space by the FT operation. An equivalent expression for
the signal coming from the nuclei can therefore be written as

S(�k) =
∫

d3rρ(�r)e−i2π �k·�r . (14.3)

The MR image can be obtained by the inverse FT of the information S
(−→
k

)

collected in the reciprocal space (Fig. 14.2), i.e.,

ρ(�r) =
∫

d3kS(�k)ei2π �k·�r . (14.4)

TheMRI acquisition procedure can be consequently described as amapping along
tunable trajectories of the k-space, which can be further converted into an image in

Fig. 14.2 Example of an MRI image acquired in the k-space (row data image) and the final
MRI image in the real space obtained by mean of the Inverse Fourier Transform. Reprinted with
permission of Società Italiana di Fisica from [28]
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the real space through an inverse FT operation (Fig. 14.2). For the sake of clarity, it
is necessary to note that this formalism can be applied only if the k-space is sampled
continuously. This is not the common case, since the k-space is generally sampled
discretely at�k intervals. It is therefore necessary tomodify the previous expressions
to consider a Discrete Fast Fourier Transform (DFFT) operation, which produces a
matrix of voxels in the 3D space.

14.3.2 Magnetic Fluid Hyperthermia

The capability of superparamagnetic materials to absorb energy from an external
alternating magnetic field (AMF) is due to the hysteretic behavior induced by the lag
of the magnetization to follow the external field. Unlike bulk ferro/ferromagnetic
materials, for which the magnetic hysteresis depends on the instantaneous re-
orientation of the magnetic domains, single domain MNPs present magnetic irre-
versibility only if the field variation is faster than the characteristic time of the
magnetization reversal. In both cases, however, the energy stored for each field cycle
can be quantified by the hysteresis area. In a very general way, thus, the heating
efficiency, or SAR, i.e., the energy adsorbed and converted in full into heat per unit
of mass, can be defined as follows:

SAR = μ0ν

∮
M(H)dH (14.5)

where ν is the frequency of the AMF, that is the number of field cycle repetition
in the unit of time. The evaluation of the area of the hysteresis is not an easy task,
as it depends on the features of the material and can be hardly estimated a priori,
particularly when minor loops are concerned, as in the case of MFH applications.
On the other hand, the experimental measurement of this quantity, if feasible in prin-
ciple for multidomainmaterial, becomes impossible for superparamagnetic material,
where the hysteresis area extent varies with the field scan speed and thus with the
acquisition time. To overcome this problem, somemodels, that provide values whose
approximation mainly depends on the mean size of the MNPs and on the strength
of the applied field, H0, can be adopted. Among the theoretical formulations, the
most popular for mono-dispersed MNPs, is the linear response theory (LRT) [30],
the main assumption of which is that the magnetization varies linearly with the
oscillating magnetic field as

M(t) = χ · H(t) = H0
(
χ ′ cos 2πνt + χ ′′ sin 2πνt

)
(14.6)

whereχ ′ andχ ′′ represent the in-phase and out-of-phase components of themagnetic
susceptibility, respectively, that, intrinsically, depends on the field frequency. This
hypothesis is valid when the magnetic anisotropy barrier,KV, and the field oscillation
amplitude are small compared to thermal energy, kBT, i.e., KV /kBT � 1 and
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μ0μH0/kBT � 1, where K is the anisotropy constant, V and μ are the mean
volume and magnetic moment of the MNPs, respectively. When these conditions are
met, the dissipated power is given by

SAR = πνμ0H 2
0

ρ
· χ ′′ = πνμ2

0H
2
0 M

2
SV

3ρkBT
· 2πντeff

1 + (2πντeff)
2 (14.7)

where ρ is the density of the material, and τeff is the effective relaxation time of
the magnetization, which, for an MNP system suspended in a fluid matrix, is

1

τeff
= 1

τN
+ 1

τB
(14.8)

where τN = τ0e
KV
kB T , is Néel (or “internal”) relaxation time, and τB = 3ηVH

kBT
, is the

Brown relaxation, where VH is the hydrodynamic volume and η the viscosity.
Equation (14.7) allowsone to foresee the conditions for SARmaximization, occur-

ring when 2πντ eff = ωτ eff = 1, namely when the relaxation time is equal to the
characteristic time of the measurement (in this case the inverse of the applied field
angular frequency, 2π ν). With the aid of (14.7), the role of the parameters which
mostly influence the heat power dissipation (saturation magnetization, magnetic
anisotropy, and mean particle diameter) can be evaluated analytically, as in Fig. 14.3,
where the typical example of magnetite MNPs are reported. Figure 14.3a shows that
the SAR has a well pronounced, sharp maximum arising from the sum of the contri-
bution of Néel and Brown relaxations. Evaluations of Fig. 14.3b, c demonstrate how

Fig. 14.3 Dependence of SAR for monodisperse magnetite MNPs evaluated from (14.7) on a size
(K = 15kJm−3, MS = 450kAm−1), bmagnetization saturation (K = 15kJm−3), and C) magnetic
anisotropy energy (MS = 450KAm−1). Calculations were performed for H0= 10kAm−1 and
f = 500kH z. Reprinted with permission from [31]
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the maximum of SAR grows as the magnetization saturation increases and as the
magneto-crystalline energy decreases, respectively.

The LRT model provides useful indications to foresee the behavior of a magnetic
nanomaterial under the application of an AFM and thus to tune its main features
to optimize the heating process. With this purpose, many other, more sophisticated,
models have been developed in the past years to make the prevision more and more
reliable and thus to address the research on material synthesis toward more effective
devices. Efforts have been made to extend the LRT model by perturbative methods
to include the treatment of larger MNPs, the magnetic behavior of which is at the
borderline between the frequency independent description of the Stoner-Wohlfarth
model and the pure superparamagneticmodel referring to theNeél theory [32].Beside
analytical models to attempt the description of the MNP behavior in this transition
region, computational models, mainly based on Montecarlo simulations, have been
recently developed for accurately evaluating the SAR of a specific nanomaterial as
well as to assess the temperature rise in the surrounding tissues [23, 33].

As established by (14.7), SAR is proportional to the square of the applied field
amplitude, H0, and the operating frequency ν. In principle, thus, it might be thought
that the simplest way to increase SAR is to increase the parameters of the external
applied AMF. However, only a narrow window of H0 and ν are allowed for in vivo
application. Figure 14.4 shows AMF exposure limit values beyond which eddy
currents are generated in the tissues by the external electromagnetic excitation, which
can lead to peripheral nerves and heart tissue uncontrolled, dangerous stimulations
[34]. The gray area represents the safety area in terms of frequency and field strength,
in which it is possible to operate without side effects. In the figure there are also
reported the field values used in clinical trials carried out by Jordan et al. [17, 18]

Fig. 14.4 Stimulus thresholds of peripheral nerves and heart tissue under the action of an AMF for
an average adult. The dotted line represents the threshold for cardiac tissues, the dot-dashed line
the peripheral nerves while the dashed line the threshold beyond which eddy current are generated.
Red arrow represents experimental conditions inMFH clinical trials. Adapted with permission from
[34]
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(red arrow), which partially exceed the theoretical limit. Indeed, these estimates were
obtained by theoreticalmodeling and have not been experimentally verified onhuman
beings yet. In the absence of a thorough clinical study on safety limits and regulations
about human body exposure to AMF, the human tolerance limit routinely accepted
by the scientific and physician communities, concerns a constraint on the maximum
value of the product H0ν which is recommended not to exceed 4.84× 108Am−1s−1

[35] or 5 × 109Am−1s−1 [36] for total or partial body exposure, respectively. To
better understand the need of a reformulation of this issue, we would like to remind
that the first of this threshold values, also known as Brezovich condition, which is the
most popular and cited, dates by 1988, and was empirically established by recording
the subjective discomfort of a few adults directly exposed to an increasing AMF.

14.4 Design of MNPs as Contrast Agents and Heat
Mediators

In common clinical applications of MRI, the static field μ0H0 has a maximum value
of 1.5 T. Lowest values of μ0H0, around 0.2–0.5 T, are sometimes applied for the
imaging of the joints of the body. Higher values of μ0H0, and particularly systems
working from 3 to 11 T, would allow to reach outstanding values of contrast, spatial
resolution and signal-to-noise ratio in the final image. However, these systems are
nowadays being tested only for research purposes, since the application of such strong
fields on the human body is susceptible to (i) high values of SAR, (ii) low RF field
penetration through the body at high resonant frequencies, and (iii) other potentially
dangerous side effects, which need to be carefully evaluated before moving to the
clinical practice [19–21]. The amplitude of the magnetic field gradients is instead
much weaker, since for clinical applications it reaches a maximum value of about
45 mT/m.

To increase the contrast of the MR image and, especially, to better define the
borders of a lesion are the main goals of MRI in clinics. For this purpose, magnetic
CAs are administered to the patient and targeted to the organ or tissue of interest.
Here, they generally shorten the characteristic relaxation times of the tissue, allowing
its better detection in theMR image [37].Molecules that mainly shorten T 1 are called
positive CAs, since according to (14.1) they increase the brightness of the interested
region. On the contrary, negative CAs have the property of shortening mainly T 2,
and consequently to darken a portion of the image.

The efficiency of a CA is quantified through the longitudinal (r1) or transversal
(r2) relaxivity, which is defined as

ri = 1

C

(
1

Ti,obs
− 1

Ti,diam

)
, i = 1, 2, . . . (14.9)
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where C is the molar concentration of the magnetic center of the CA in mmol/L,
and Ti,obs and Ti,diam are the relaxation times of the water protons with and without
the magnetic contribution coming from the CAs, respectively [38]. The larger the
difference in the relaxation rates induced by the CA, the higher its efficiency.

MRI CAs are divided in two main categories: paramagnetic and superparam-
agnetic compounds. Paramagnetic compounds are typically made of lanthanides
or metal ions embedded in an organic shell, as for example Gd-based molecules
[39–41]. Dipolar fluctuating magnetic fields characterize these ions, due to the pres-
ence of one or more free electrons. Commercial superparamagnetic compounds are
instead made of a low crystallinity, non-stoichiometric iron oxide core of about 5 nm
diameter coated by polymers or sugars with a total diameter of about 150–200 nm
[42–44]. The particle magnetic moment (also called “superspin”) fluctuates due to
the thermal energy and interacts with the nuclear magnetization of the surrounding
water protons. All these CAs generally present non-specificity and diffuse freely in
the extracellular space.

In the latest years, a lot of attention has been focused on the development ofMNPs,
which can be used as multifunctional agents in the biomedical field, including the
capability to work as CAs in MRI [34, 45–51]. These particles are typically made of
an iron oxidemagnetic core withmean size lower than 20 nm.Magnetite (Fe3O4) and
maghemite (γ-Fe2O3) are generally the preferred materials due to their low toxicity
for the body, which has its own metabolic pathways for the iron absorption and
disposal. The very small size is often preferred, since small MNPs better interact
with the cells and remain for a longer time in the bloodstream.

Iron oxide superparamagnetic nanoparticles (SPIO, i.e., superparamagnetic iron
oxides, core size bigger than 50 nm or USPIO, i.e., ultra-small superparamagnetic
iron oxides, core size smaller than 50 nm), could be applied as T 2* relaxation
enhancing CAs. The susceptibility effects of the iron oxide cores are indeed able
to determine a signal loss and consequently to darken the MR image in the region
where they accumulate, increasing the contrast in the region of interest.T 2*-weighted
pulse sequences are generally applied to acquire a MR image after SPIO or USPIO
administration to the patient. From a technical point of view, differences between the
T 2* measured before and after the administration of SPIOs could be correlated to
the concentration of iron in the region of interest. However, the relation among the
amount of SPIOs administered to the region and the T 2* enhancement obtained in
the image is linear only when the iron concentration is low [52]. It will be possible
to obtain good enhancement in the MR image giving small amounts of SPIOs only
when strong magnetic fields, as the ones used by 7.0 T MRI apparatus, will be
available in the clinical practice. Until then, the iron concentration evaluated by the
measured �T 2* is susceptible to be highly inaccurate. Moreover, this inaccuracy is
increased by the magnetic field inhomogeneities typically unavoidable in an MRI
setup [53–55].

In this framework, the T 2 enhancement was proved by Tong et al. [56] with a
new method for coating and functionalizing superparamagnetic iron oxide nanopar-
ticles with biocompatible DSPE-PEG copolymers. They systematically studied the



338 M. Avolio et al.

variation of T 2 as a function of coating thickness on MNPs of two different diam-
eter (5 and 14 nm) and found that SPIOs with 14 nm core and DSPE-mPEG1000
coating provides the highest T 2 relaxivity per-Fe atom among iron oxide nanoparti-
cles reported to date.Also, bymeans of an in vitro assaymimicking an enzyme-linked
immunosorbent assay (ELISA) they demonstrated that 14 nm SPIOs coated with
DSPE-mPEG1000 and conjugated with specific antibodies can be used for molec-
ular targeting with very high detection sensitivity. Moreover, they proved a great
potential of these SPIOs as MRI CAs for detection of early stage tumors in animal
studies of in vivo tumor imaging. In details, they implanted human U87 glioblas-
toma cells subcutaneously in nude mice to induce a tumor, that was subsequently
investigated both before and after DSPE-PEG coated SPIOs administration using a
7 T MRI scanner. Results showed a significant enhancement of the contrast in the
tumor region 1 h after the injection of 14 nm SPIOs through the tail vein, confirming
both the high T 2 relaxivity and the targeting capability of these systems.

Although SPIOs in MRI are more suitable to obtain T 2* relaxation enhancement,
also T 1-weighted pulse sequences can be executed [57]. However, the contrast effect
is generally appreciable only in the case of the smaller USPIOs, since the required
close interaction between protons and CA can be hampered by the thickness of the
coating on the MNP [58, 59]. In particular, small Manganese ferrite nanoparticles
have been proved to efficiently work as positive contrast agents for MRI by Li et al.
[60], who first reported T 1-enhanced effects in in vivo MR Images. Despite the
high toxicity of Manganese compounds limits their usage in clinical applications,
2.2 nm superparamagnetic MnFe2O4 nanoparticles resulted to be non-toxic in vitro
and to have such a small r2/r1 ratio to allow their usage as positive MRI CAs. MR
Images ofmice livers and kidneys acquired under a 4.7 Tmagnetic field and usingT 1-
weighted sequences showed high positive contrast after administration ofManganese
ferrite MNPs, in comparison with the pre-contrast images of the control. Indeed, the
longitudinal relaxivity of these particles resulted to be much higher than the typical
r1 values of molecular Mn agents or Gd-based CAs, being r1 = 6.61 mM−1 s−1 at
4.7 T. Moreover, thanks to the ultra-small size of the particles, which allow long
blood circulation time, MR Images were observed to remain brighter than those of
controls for more than 10 h [60].

The biocompatibility of MNPs for clinical application is controlled by using
appropriate coatings of organic moieties, like sugars or other polymers, which are
attached to the core surface and prevent MNPs elimination by the immune system
of the body. Moreover, the coating can be exploited for multiple and even active
functions: (i) it can be functionalized with antibodies or other molecules which allow
selective targeting of an objective within the body [61]; (ii) drugs can be embedded
within the coating to be specifically sent tomalignant cells (i.e., cancer cells) and here
to work as therapeutic agents [47, 48]; (iii) fluorescent molecules can be attached to
the coating, allowing for the MNPs localization within the body thanks to their light
emission.

In vitro and in vivo application of MNPs must face the problem of the particle
toxicity, for which it is primarily necessary to better distinguish among SPIOs and
USPIOs. Their different size is responsible for different fate of these particles inside
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the body: SPIOs are sequestered by the Kupffer cells in the reticuloendothelial
system, primarily in the liver, while USPIOs circulate longer into the blood before
being captured by macrophages (monocytes) and to accumulate in liver and spleen
[62, 63]. Particularly, the blood pool half-life of USPIOs in humans is more than
24 h [64], while for SPIOs it has been estimated to be shorter than 6 min [65]. More
generally, the cellular uptake by monocytes increases with the particle size [59]; in
this regard, Engberink et al. [59] reported a significant hypointense signal (increased
r2) coming from human monocytes labelled with 150 nm SPIOs compared to cells
incubated with 30 nm USPIOs, proving a size-dependent uptake.

On the other hand, a high heating power, or SAR value, of the inorganic magnetic
component of the nanodevice is the first requirement to assure its effectiveness for
therapeutic application by MFH. In principle, this can be achieved by choosing a
material with enhanced magnetic properties in its bulk phase and tuning them at the
nanoscale as exemplified in Fig. 14.3. In fact, while the magnetization saturation and
the magnetic anisotropy are intrinsic properties of the chosen material, its size and
the size dispersion can be accurately tuned to fit the frequency of the external field
[see (14.7)]. Based on this simple concept, many MNPs with different composition
and morphological structure have been proposed as heat mediators for MFH. Unfor-
tunately, most of those reporting huge SAR values are made of pure metal or metallic
alloys, including potentially toxic elements, like cobalt [66, 67], which, due to their
high concentration and weak chemical stability, have poor chance of being approved
by the competent authorities in Europe andUSA for use inmedicine. Since the begin-
ning, when MFH was proposed by Gilchrist in 1957 [68], iron oxide nanoparticles
have been suggested as appropriate candidates for heat mediators because of their
biological compatibility as the iron accidentally released can be recycled through the
metabolic pathways. Also in this case the most commonly proposed materials are
spinel ferrite magnetite (Fe3O4) and maghemite (γ-Fe2O3) thanks to their superior
magnetic properties, which, adopting simple, accurate synthetic procedures, can be
maintained at the nanoscale size [69]. Nanoparticles of excellent crystallinity and
chemical purity can be routinely obtained in the range of sizes established by the
theory and confirmed by the experiments for optimizing the hyperthermic efficacy
(12–20 nm for magnetite [70], and 15–25 nm for maghemite [71, 72]). In this class of
materials, improvements have been done by using mixed ferrites (MxFe3−xO4 where
M is a divalent metallic cation), containing low percentage of other metals to not
compromise the natural biocompatibility of the compound. Following this strategy,
notable results have been recently reported for maghemite MNPs weakly-doped by
magnesium ions [73]. Highly controlled synthetic procedure allowed preparation of
monodispersed (δ < 10%) MNPs of Mg0.13-γFe2O3 of 7 nm average size with giant
(>10 kW/g) SARvalue (Fig. 14.5).We stress that this result was obtained by applying
an AFM within the tolerance limit (partial body exposure) and that the Mg-doping
assures a good biocompatibility. It should be remarked, indeed, that, even though the
tolerance limit condition needs a better definition, many of the highest SAR values
reported in the literature [74] were obtained using field parameters well outside any
theoretical or empirical constrains, making the translation to clinics trails unfeasible.
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Fig. 14.5 a Diagram of spinel structure of Mg0.13-γFe2O3 with the face-centered cubic lattices
of oxygen enlarged on the right. b Comparison of ILP = SAR/Hν value of Mg0.13-γFe2O3 MNPs
to selected superparamagnetic nanoparticles reported in the literature and two commercial Fe3O4
MNPs (Feridex and Combidex), used for references. Adapted with permission from [73]

Another appreciable feature of the MNPs just mentioned is their ultra-small size,
which, in principle, allows longer time circulation in the blood, a property becoming
essential when chemical targeting through intravenous or “systemic” administration
is envisaged. In the classical case of iron ferrites, the reduction of the average size of
the constructs while keeping the high SAR values of magnetite or maghemite, has
been obtained by partially substituting divalent iron ions of the spinel ferrite with
much more anisotropic divalent cobalt ions, obtaining doped CoxFe3-xO4 ferrites. A
weak Co-doping (5% w/w) allows increasing SAR values of 3–5 times with respect
to pure iron oxide MNPs of similar size grown within the biocompatible shell of
human ferritin (Fig. 14.6) [24].

Other iron oxide-based samples with enhanced hyperthermic properties have been
recently proposed in the literature, reflecting the renewed importance of this class of
materials in the MFH context. Taking inspiration from the so called magnetosomes,
naturally formed chains of cubic-shapedMNPs of 30–100 nm, the effect of theMNP

Fig. 14.6 Theranostic nanoplatform based on human ferritin (HFt) shell filled with a magnetic
core of co-doped magnetite. The HFt protein is genetically functionalized with R-MSH peptide for
melanoma cell targeting and conjugated with PEG. Reprinted with permission from [24]
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Fig. 14.7 Transmission electron microscopy image of MNPs extracted from Magnetospirillum
gryphiswaldense and corresponding size distribution obtained from statistical analysis over around
200 MNPs. Reprinted with permission from [78]

shape and the interparticle interaction on the main magnetic properties that influence
the heat capability has been deeply investigated [75, 76]. Good results were obtained
for nanocubes of 20–40 nm, chemically or naturally synthesized [77, 78] and for
strongly interacting cubic or spherical-shaped MNPs aligned in chain, as observed
in bacterialmagnetosomes (Fig. 14.7) [79].Magnetic interparticle interaction and the
consequent mutual disposition of the MNPs once they are introduced in the cellular
environment, however, is not easily predictable. As recently discussed in [80], the
uncontrolled interaction leading to a disordered aggregation in the cellular medium
has a negative impact on the hyperthermal efficacy ofMNPs, drastically reducing the
heating power they show in water suspension. This result enlightens once again the
complexity of the problem to realize an effective nanodevice for MFH and recalls
how “robust” it must be so that its expected behavior is not altered by the biological
interaction.

Despite this recommendation, more complex, multicomponent systems with
dimer or core–shell architectures were also proposed [81]. Combination of ferrite
with noble metals (Au, Ag) has been suggested for associating MFH with photo-
thermal therapy, where heating is induced by plasmonic excitation in the metal
component by a laser source of appropriate wavelength. In the field of combined
therapy, however, it is worth to stress the good results obtained by using single
component core in [82], where a large increase (2–5 times) of the heating power of
20 nm cubic MNPs of magnetite was obtained by simultaneous application of an
AFM (12 mT, 110 kHz) and NIR laser irradiation (808 nm, 0.3 W/cm2). DUAL-
mode treatment was tested in vivo on subcutaneous tumors induced in mice and
compared with MFH and laser irradiation modes applied separately. The advantage
of the combined therapy is clearly demonstrated as it leaded to the complete eradi-
cation of the tumor, while the effect of the separate modalities showed significant,
but partial regression.

The intense research activity of the last decades led to notable improvement of
the hyperthermic properties of MNPmediators, reaching SAR (1–10 kW/g) that will
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be hardly overcome in the future. These huge SAR values are useful to reduce the
concentration needed to be targeted to the tumor, so limiting possible side effects
after a direct injection of theMNPs suspension and, mainly, they open a new perspec-
tive for developing an effective systemic MNP administration by intravenous mode.
Actually, delivery of MNPs to the target tumor by introduction in the blood stream
and in situ accumulation is the main challenge and the most attractive potentiality
of this cancer therapy. Up to now, however, the most effective MFH tests have been
carried out by direct local injection into accessible, massive cancers, typically, subcu-
taneous tumors induced on mice. As demonstrated by estimates obtained through
simple models [36, 83], indeed, the thermal dose (concentration of mediators multi-
plied by the SAR value and exposure time) needed to produce a sufficient heat to
successfully eradicate cancer is very high because of the heat losses due to conduc-
tion towards surrounding tissue and to blood perfusion. Required thermal dose, and
thus amount of MNPs deposited at the target, increases drastically for small cancer
masses, including metastasis, where dissipative effects are more effective. As an
example, a concentration of 1 mg/cm3 of the best magnetic mediators mentioned
above [73] is required to increase the temperature of a 3 mm tumor by 5 °C, and
the concentration rapidly increases upon decreasing tumor size (~1/R2). Up to now,
the amount of MNPs delivered by systemic administration, i.e., cellular targeting
or EPR (Enhanced Permeability and Retention) mechanism, seems far from satisfy
these requirements [25].

A further effort of comprehension of the biological processes is also required
to elucidate the killing mechanism induced by the MNP systems activated by an
AFM in the cellular environment at the nanoscale. In many cases, indeed, significant
results in destroying cancer cells have been observed without recording temperature
increase of the culture medium up to hyperthermic range [84]. The hypothesis to
account for this result is that local thermal or mechanical effects induced by the
AFM application can lead to disruption of specific cellular structures. The absence
of a macroscopic temperature increase suggested to rename these phenomena as
‘magnetically mediated energy delivery’ (MagMED) [25], instead of MFH. Investi-
gations of the biological interaction at the nanoscale in order to promote MNP-cell
internalization as well as achieving an effective capability of reaching the target
cancer cell by systemic administration are fundamental to develop new engineered
system to overcome the intrinsic limitations of MFH to treat cancer at the metastatic
stage. The relevance of this task represents one of the most attractive challenge for
the research activity in the field of nanotechnology application in medicine.

14.5 Clinical Applications: State of the Art
and Perspectives

To date, several SPIOs and USPIOs compounds have been approved by Food
and Drug Administration (FDA) for in vivo applications on humans. Feridex® (or
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Endorem®, ferumoxides) and Resovist® (ferucarbotran) are two common examples,
although they have been withdrawn from the market due to few number of users, and
only Resovist® is still available in some countries [58, 63].More recently, other SPIO
CAs have been developed to be injected intravenously, as for example the Sienna
plus® compound [85] that is exploited to localize sentinel lymph nodes.

SPIOsmajor quality inMRI is their higher capability to increase the image contrast
compared to Gd-complexes. This quality comes from the high saturation magneti-
zation of SPIOs and USPIOs and it is due to the presence of a higher number of
magnetic ions, which are responsible for such magnetization [86, 87].

In addition to their capability as MRI CAs, SPIOs and USPIOs can be used also
for other applications, for example to treat iron deficiencies in patient with specific
diseases as the iron deficiency anemia caused by chronic kidney disease [88, 89]. The
latter is for example the case of Ferumoxytol (Feraheme®, AMAG Pharmaceuticals,
Cambridge,MA), a compoundmade of iron oxides nanoparticleswith a carbohydrate
coating. Ferumoxytol has also interesting properties as MRI CA but it is not yet
approved for this purpose [62, 90].

In the latest years a great interest around SPIOs has born for application in stem
cell labeling and tracking for cell therapy. This application consists in a long-term
imaging of transplanted stem cells in vivo in order to monitor non-invasively their
survival, differentiation, migration, etc.[57]. Stem cells are interesting due to their
self-renewal and differentiation potency, i.e., their capability to perform several cell
cycle divisions and to differentiate into various mature specialized cell types (i.e.,
muscle cells, bone cells, nerve cells, blood cells, etc.). Modern therapies aim to use
human stem cells to repair defects in numerous diseases [91–96].

SPIOs were efficiently used to label hematopoietic and mesenchymal stem cells,
or human prostate and melanoma cancer cells [97–102], or inflamed endothelial
cells associated with atherosclerotic plaques [103]. With clinical 1.5 T or 3.0 T
MRI scanners, the minimum detectable quantity of stem cells was reported to vary
from 1000 to 100,000 cells, depending also on the cellular uptake. MRI performed
on SPIO-labelled stem cells represents a safe, non-invasive and repeatable imaging
technique to track mesenchymal stromal cells after transplantation, and it could
facilitate clinical application of cell therapy.

To date, these particles have been tested for several clinical applications and
particularly for interstitialMR lymphography [104–106],MRI for lymphnodemetas-
tasis evaluation [107], MR angiography [108–114], inflammation process evaluation
[115], molecular imaging for apoptosis detection [116], liver imaging [117], blood
volume measurements [118] and MRI detection of amyloid plaques in Alzheimer’s
disease [119] and others [120].

Sentinel lymph node detection and dissection is the latest evolution of a common
procedure in the field of metastases control and tumor staging, especially for patients
affected by breast cancer. This technique consists inmapping the lymphatic path from
the first lymph node, the sentinel one, to the regional nodes. The sentinel lymph node
is the one with the highest probability of metastatic tumor occurrence, and whose
pathologic examination allows a faithful staging of the regional nodes [104]. The
sentinel lymph node identification usually consists in (i) injection of a short half-life
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radiotracer, as the Technetium99m (T1/2 = 6 h); (ii) injection of a carbon or blue dye
directly around the tumor or close to the breast areola [104]. However, these two
methods expose both the patient and the physician to dose risks and side effects
related to the injection of dyes.

InterstitialMR lymphography exploitingUSPIOCAs such as Resovist® or Sienna
plus® are a promising alternative for this purpose as their small size enables them
to reach the lymphatic system by crossing the capillary wall [63]. In this technique
USPIOs are directly injected into the tumor region and the image acquisition is
performed 18 or 24 h later.

Motomura et al. [106] reported excellent results from combining Computed
Tomography (CT) lymphography and SPIO-enhanced MRI (Fig. 14.8). Particularly,
in a study performed over 102 patient presenting breast cancer, macro-metastases
were identified in the 100% of cases, while micro-metastases (smaller than 2 mm)
were detected only in the 60% cases. Despite the very positive results reported, the
current sensitivity and specificity ofMRI, and the lack of statistically powered studies
on this subject, make sentinel lymph node biopsy the best choice to date for detecting
axillary nodes metastases in breast cancer patients.

MR angiography consists in exploiting MR techniques to visualize the blood
vessels of the body, and even organs as heart and its chambers. It is a good alternative

Fig. 14.8 Example of howMRI performedwithResovist® allows recognizing negative and positive
metastatic lymph nodes. In a and e two sentinel nodes are identified (white arrows) with CT
lymphography. The same node is in each case recognized also by pre-USPIO-contrastT2*-weighted
axial MRI in b and f. After USPIO injection, a strong contrast enhancement is recorded in (C),
whose node is diagnosed as benign, but not in g, whose node is diagnosed as malignant. In d and
h the histological analysis confirmed the diagnosis. Adapted with permission from [106]
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to other medical imaging techniques, which allow the collection of similar informa-
tion typically by using X-rays and appropriate opaque contrast agents injected into
the blood vessels (i.e., fluoroscopy). The USPIO iron-based MRI CA Ferumoxytol
is commonly used to produce enhancedT 1-weighted MR images of blood vessels,
since it has a 14–15 h long intravascular half-life, allowing imaging to be repeated
from the early arterial phase to the later ones with high signal-to-noise ratio and
resolution [108–114].

SPIO-based CAs can be used to evaluate inflammatory responses in the human
body, which can be caused by tumors or other serious diseases such as diabetes,
atherosclerosis, multiple sclerosis and so on. All the inflammatory processes involve
macrophages, whose tendency is to incorporate SPIOs. A first example of application
of SPIOs for MR evaluation of inflammatory processes is the case of type-1 diabetes
patients, which is strictly correlated to a pancreatic inflammation. A totally new
approach based on SPIOs, and particularly on Ferumoxytol, described by Gaglia
et al. [121], exploits SPIOs uptake by macrophages in the inflamed pancreatic region
to obtain an enhancement in the MR image.

Another application of USPIOs and SPIOs is the diagnosis of atherosclerosis,
and particularly the identification of high-risk atherosclerotic plaques. USPIOs (as
Ferumoxtran-10) exploit the dysfunctional endothelium typical of atherosclerotic
plaques to penetrate the macrophage-rich inflamed region, where they induce a MRI
signal loss, allowing to differentiate among symptomatic and asymptomatic patients.

Unlikely MRI, where the use of MNPs is a routinely clinical practice, their appli-
cation as heatmediators in tumor therapy byMFH is still at its infancy. Feasibility and
efficacy of single or recursive MFH treatments of several kinds of cancers (glioblas-
toma, mammary and prostate carcinoma) by local MNPs injection have been demon-
strated on animal models since the last decade of the 1900s.[122–125]. Concerning
translation to humans, a first clinical application of interstitial MFH using MNPs
for treating a patient with previously irradiated and locally recurrent prostate carci-
noma was carried out by Johannsen et al. in the early 2000s [126]. After this pilot
study, that demonstrated howMFH was feasible and well-tolerated, clinical trials on
patients with glioblastoma multiforme, prostate, esophagus, and liver cancers were
performed to investigate the potentiality of MFH [127–129]. MFH experimental
applications and systematic clinical studies have been performed by Jordan et al.
[127, 130–132] on patients suffering from glioblastoma multiforme, prostate and
pancreas tumors. Since 2010, when MagForce company (https://www.magforce.de/
en/home.html) presented the first prototype able to host a whole human body [133],
a magnetic field applicator (NanoActivator®), operating with alternating magnetic
field of 2–15 kA/m amplitude and 100 kHz frequency, is in current use at Charité
Hospital in Berlin for treatment of glioblastoma.

Nowadays the NanoTherm® therapy has been clinically tested or is under clinical
evaluation in other hospitals both in Europe and in the Unites States. At present the
therapy has been applied on 90 patients suffering from brain cancer and 80 patients
affected by inter alia, pancreatic, prostate, breast and oesophageal tumor were treated
as part of a pilot study. The therapy procedure consists in the direct injection in the
tumormass of a high dose (ca. 30mg per cm3 of tissue) ofNanoTherm®, a suspension

https://www.magforce.de/en/home.html
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of coated spinel ferrite iron oxide MNPs of ca. 15 nm diameter, as heat mediators.
Despite the apparatus and the magnetic fluid employed demonstrated the feasibility
in clinical routine, significant benefits of MFH were obtained only in combination
with radiotherapy (RT). Indeed, studies conducted by Wust et al. [134] using the
first prototype of MagForce with different field applied on 22 patients with various
types of recurrent tumors (sarcoma, rectal cancer, cancer cervix, ovarian cancer, and
prostate cancer) previously heavily treated, led to unsatisfactory results. The SAR
achieved in the target was 60–380 W/kg, depending on the pathology and on the
maximum field applicable, but despite most of the tumor was heated to more than
40 C, the >42 °C overheating coverage was limited.

The feasibility and efficacy of the combination of MFH with standard RT on
recurrent glioblastoma multiforme was established by the studies by Maier-Hauff
et al. [132] conducted on 14 patients recruited in a phase I trial. After injection of a
suspension of 12 nm iron oxide MNPs coated by aminosilane in the tumor, recursive
sessions of MFH (median 6) and RT (median 30 Gy, by 2 Gy per session) were
carried out. The combination treatment was well tolerated by all patients with minor
or none side effects. The median maximum intratumoral temperature was 44.6 °C
and the 90% of the tumor experienced a temperature over 40.5 °C, which, based
on previous results, is too low to produce significant and durable damages to the
tumor mass. In the phase II study [127] conducted on 59 patients, the MFH (twice
weekly) and RT (five times/week) treatments were repeated with the same modality
after direct injection of theMNPs suspension into recurrent glioblastomas. The main
result concerning the patient survival is promising as the median overall survival
(13.4 months) is more than the double of the typical 6 months median survival
recorded in these cases [135, 136].

14.6 Conclusions

The increased ability in manipulating matter at the nanoscale has paved the way
towards the creation of a plethora of novel systems endowedwith extremely appealing
properties exploitable in a wide number of clinical applications, the two most promi-
nent being magnetic resonance imaging and magnetic fluid hyperthermia. In this
chapter, we reviewed a few recent examples to convey to the reader a picture of the
promising role MNPs may play in the medicine of the next future. Nevertheless,
the exploitation of the full clinical potential of MNPs still requires addressing some
major issues, mostly related to the complex interaction with the human body. Despite
the countless examples of promising MNP-based materials, indeed, the translation
to clinics is still limited to few, although effective, examples.

Amajor challenge is representedby site-specificdelivery of a large enough amount
of material via a systemic route, such as intravenous injection, which is opposed by
the many biological barriers seizing foreign objects in the liver and spleen. On the
other hand, a better understanding of the multifaceted MNP-cell interplay, is also
mandatory to reach the goal. The solution of such a complex problem requires the
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joint effort by researchers working in several different fields, frommaterial scientists
to physicians. Such an approach will allow to build-up an effective strategy to select
the best candidates for clinical validation. The latter is indeed a long and expen-
sive procedure, which often discourages pharmaceutical companies from investing
resources unless a sure financial return is granted. To set in motion the process, a
further step is a more effective dissemination of the many advantages provided by
material nanotechnologies, aimed at increasing the awareness of hospital doctors.
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Chapter 15
Smart Platforms for Biomedical
Applications

Tarun Vemulkar and Russell P. Cowburn

Abstract This chapter provides an overview of the various types of magnetic micro-
and nanoparticle systems used in biomedical applications.We broadly divide particle
types into colloidally synthesized and lithographically defined on silicon wafers.
The applications relevant to each particle type are highlighted followed by research
case studies. Each case study highlights a novel approach to the engineering of
magnetic particles for a specific application. Finally, future perspectives for the field
are described with an emphasis on the challenges remaining to be solved for all the
main application areas of magnetic particles.

15.1 Colloidally Synthesized Nanoparticles

Superparamagnetic iron oxide nanoparticles (SPIONs) have largely been the foun-
dational materials system for the biomedical applications of magnetic nanoparti-
cles [1–8]. These γ-Fe2O3 (maghemite)- or Fe3O4 (magnetite)-based single domain
nanoparticles possess a net zero remanent magnetic state due to the thermal fluctu-
ation of their magnetic moments via Néel–Brown relaxation [9, 10]. SPIONs have
been particularly useful in the biomedical space because of their biocompatibility,
relative ease of colloidal chemistry-based fabrication, and resistance to magneti-
cally driven aggregation in the absence of an applied field. Colloidally fabricated
nanoparticles may also be synthesized at sizes larger than the superparamagnetic
limit at which point they become single domain nanoparticles, and then multido-
main. Other materials including Ni- and Co-based nanoparticles [11, 12], as well as
mixed oxides [11–16] based on Fe and other transition metals are also of relevance
to this space.
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The most clinically advanced application involves the use of magnetic nanopar-
ticles as contrast agents in the imaging of biological tissue [17–22]. This encom-
passes the more established technique of magnetic resonance imaging (MRI) and
the comparatively more recent approach of magnetic particle imaging (MPI) [23].

For therapeutics, the heat generated when magnetic nanoparticles are exposed to
alternating magnetic fields in the 100–1000 kHz range has been harnessed as a cell
killing mechanism [24–29]. By increasing the temperature of the environment near
a concentrated dose of SPIONS in biological tissue such as a tumour for example,
a localized, triggered, tumour destroying therapeutic may be realized. This heat
generation may also be used as the trigger for a thermally sensitive drug delivery
mechanism [24–29].

Magnetic nanoparticles are also used extensively within the biomedical research
space due to the ease of mechanical actuation of magnetic materials. This allows for
their deployment in assays where biomolecules may need to be captured, concen-
trated, and re-suspended in solution [30, 31]. With the development of extremely
sensitive magnetic field sensors based on magnetoresistance device architectures
[32–34], magnetic nanoparticles may also be used as the detection moiety in
biosensing systems instead of simply as a means of purifying samples for the elution
of analytes. And finally, mechanical actuation has also been used to stimulate cells
and tissue to trigger downstream phenotypic effects [35], as well as trigger cell death
[36] in a different take on the therapeutic approach.

15.1.1 Applications

15.1.1.1 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is a ubiquitous tool that has given clinicians the
ability to achieve huge improvements in soft tissue contrast, opening a wide array
of diagnostic procedures beyond that offered by X-ray radiation. Rooted firmly in
the principles of nuclear magnetic resonance [37, 38], MRI imaging is based on the
relaxation of the nuclear magnetic spins of hydrogen atoms, present in water and
organic material that comprises human tissue (Fig. 15.1).

Since the inherent variation in signal between tissues is often insufficient for clin-
ical requirements, contrast agents are used to significantly enhance MRI signals by
modifying the values of the characteristic relaxation times, T 1, T 2, and T 2* [39–41],
of the nuclear spins in the applied static and dynamic fields of an MRI scanner. T 1

contrast agents work by significantly shortening the T 1 of hydrogen nuclei in their
vicinity, thereby significantly boosting the T 1 positive signal. High-spin paramag-
netic ions are typical T 1 contrast agents [42–45], of which Gd3+ [42, 46, 47] is the
clinical contrast agent of choice when chelated with various organic molecules for
safety. However, significant effort is being expended in to the incorporation of Gd3+

into nanoparticles [48–51] to increase sensitivity, specificity, and reduce clearance
time and toxicity (particularly nephrotic cystic fibrosis in patients with impaired
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RF Pulse

Static Field

Fig. 15.1 In anMRImeasurement, hydrogen nuclei in the water and hydrocarbons in tissue align in
and precess to a static field of 1.5–3 T. An orthogonal RF pulse at the Larmor precession frequency
of the nuclei misaligns them to the static field and causes them to precess in phase with each other.
Over time, they relax back to alignmentwith the static fieldwith a characteristic time T1 and dephase
with each other with a characteristic time T2. T2* is the observed T2 and is usually much shorter
due to field inhomogeneities

renal function [52]). Further optimization along this direction may prove extremely
beneficial to the space of MRI contrast agents.

SPIONS, on the other hand, are used as T 2* contrast agents [48–51, 53] and
operate by shortening T 2* relaxation times and thus locally reducing image intensity
(termed negative contrast agents). The local magnetic field gradient and inhomo-
geneity from the presence of the magnetic nanoparticles results in rapid dephasing
of the nuclear moments causing a significant reduction in signal. It should be noted
that magnetic nanoparticles influence T 2* relaxation times in a much larger volume
than T 1 contrast agents because of the relatively strong stray fields from their high
magnetic moment [20, 54]. Particularly relevant here are SPIONs of sizes of a few
hundred nanometres, as well as ultra-small SPIONs or USPIONs (diameter less than
50 nm) [55], where the size of the particle determines biodistribution and clearance
from the body. Generally, SPIONs tend to interact with the phagocytic cells of the
immune system and tend to rapidly make their way to the liver and spleen that are
the nodes of the macrophage system [55]. USPIONs due to their small size make
their way into the blood stream with a much lower clearance time increasing their
chances of reaching tumours in the rest of the body. Further, systems that have higher
saturation magnetization MS than iron oxide (including Fe-, Mn-, Co-, Ni-based
nanoparticles and Dy3+ chelates) [54–58] are of interest, since the particle stray field
and hence the effect on T 2* scales with the magnetization [59]. However, contrast
agents that shorten T 2* result in a reduced signal intensity can be confused for other
pathogenic conditions, such as blood clots, and may reduce the signal intensity in
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neighbouring tissue resulting in reduced resolution for diagnosis [55]. Reference
[55] provides a thorough overview of nanoparticle design for MRI contrast and will
be of relevance to the reader.

15.1.1.2 Magnetic Particle Imaging

WhileMRI had its origins in the 1970s [60], the concept ofmagnetic particle imaging
(MPI) is relatively recent. It was demonstrated in 2005 by Gleich and Weizenecker
[23]. Core to this imaging technique is the use of SPIONs as tracers (not contrast
agents) due to their zeromagnetization remanent state, and their nonlinear, saturating
magnetization response in an applied field [61–63].

In the presence of a driving alternating applied field at a specific frequency termed
the modulation field, the magnetization response of SPIONs is time-dependent and
contains both the frequency of the driving field, but also contains higher harmonics.
If a strong saturating static field is also applied to the SPIONs, then they remain
saturated despite the presence of the alternating field and the generation of the higher
harmonics in their magnetization response with time is suppressed. If the spatial
configuration of the static field is such that it has a zero (or low) field at its centre
and higher fields at the edges, then any SPIONs in the centre of this field retain their
higher harmonics in conjunction with the driving field, whereas the SPIONs in the
high static field region lose their higher harmonic responses. This is known as the
application of a “selection field”. MPI thus works by scanning the position of the
field-free point (FFP) in the selection field throughout a sample volume containing
SPIONs. By mapping the suppression of the higher harmonics of the SPIONs, a
tomographic image of the sample volume is generated (Fig. 15.2).

This imaging modality is of extreme interest in the biomedical space. The magne-
tization response of the SPIONs is the sole contribution to the signal in this tech-
nique (hence “tracers”), and it is not confounded with artefacts related to proton
relaxation. Further, the higher magnetization and much shorter relaxation times of
SPIONs inMPI compared to protons in a 1.5 T applied field meansMPI has compar-
atively extremely high temporal resolution [64] and higher signal to noise than MRI
[65]. Further, MPI systems do not need to necessarily be as large as MRI systems
and offer flexibility in their design for use [66]. MPI is thus a technique that is of
extremely high interest, particularly for cardiovascular diagnostics, tissue perfusion
and vascular anomalies, as well as situations where the use of standard MRI contrast
agents is not possible from a toxicology perspective such as in patients with compro-
mised renal function [52]. MPI has advanced rapidly since its conception because of
its huge potential in the imaging space, and [67–69] will provide the reader with a
more detailed overview on MPI in its current state.
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Fig. 15.2 a An FFP is scanned through a volume of material containing tracer particles. b The
magnetization response of particles to the driving field (green) inside the FFP contains higher
harmonics. c Outside the FFP the higher harmonics are suppressed allowing for tracer mapping as
the FFP is scanned over the volume.

15.1.1.3 Magnetic Fluid Hyperthermia

In contrast to the imaging techniques discussed above where diagnostics is the main
biomedical focus, magnetic particle hyperthermia is a therapy focussed discipline
[29]. Hyperthermia utilizes the energy loss modes available to magnetic nanoparti-
cles in an alternating magnetic field to generate heat in the environment containing
the particles. The loss modes that are generally considered are hysteresis losses,
Néel (particle magnetization relaxation) and Brown relaxation (particle orientation
relaxation) losses, and viscous frictional losses arising from interactions with the
fluid during Brown relaxation [70]. The heat generated from these losses is generally
lumped into one single figure of merit termed the specific loss power or SLP (termed
specific absorption rate or SARhistorically). The SLP is defined as the thermal power
dissipated per unit mass (typically per gram) of the magnetic material [25, 71].

Magnetic particle hyperthermia is typically conducted at a frequency of 0.05–
1.2MHz and a field amplitude of 0–15 kA/m [8]. The three lossmechanisms are size-
dependent, and hence a consideration of magnetic core and hydrodynamic volume
are important for evaluating the SLP of a given SPION formulation. Brown and Néel
relaxationmechanisms (or a combination of the two) aremore relevant for small parti-
cles (below the 10 nm range for SPIONs) [70]. Between 10–15 nm, the frequency of
the applied field is too high to allow for susceptibility losses, and magnetic switching
begins to occur in a coercive manner [70, 70]. This leads to hysteretic losses from
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the nanoparticles that are moving away from the superparamagnetic regime. In the
20 nm and above range for iron oxide nanoparticles, the dominant heating process
is frictional losses with the fluid due to stirring and the particles are no longer super-
paramagnetic. This is because the magnetic moment of the larger particles cannot be
switched by the field magnitude typically used for hyperthermia [70]. The combi-
nation of multiple heating mechanisms, the finite size distribution in nanoparticle
formulations [72] and effects such as anisotropy distributions [73–75] and interpar-
ticle dipolar interactions [75, 76] has made a comprehensive theoretical model of
heat losses in magnetic particle systems quite elusive.

15.1.1.4 Mechanical Actuation

While initial work by F. Crick et al. used magnetic nanoparticles to investigate the
microrheology of cell cytoplasm [77], the field has progressed to the point where
functionalized blocked magnetic nanoparticles have been attached to individual inte-
grin receptors on the cell membrane. Using a rotating magnetic field, the blocked
particles applied torque to the cell membrane providing insight into the mechanical
properties of the cytoskeleton [78]. Beyond providing a means to probe mechanical
properties, themechanical actuation of cells via membrane receptors can have signif-
icant downstream consequences [79], going as far as to influence gene transcription
within the cell [80]. The reader will find [35] that provides a thorough overview of
mechanical actuation techniques for cell behavioural modification.

There is also interest in mechanical actuation of cells from a clinical perspective.
An area of interest is the directed mediation of mesenchymal stem cell (MSC) differ-
entiation. MSCs differentiate into the various skeletal tissue structures and are a very
relevant cell type for tissue engineering and regeneration to grow replacement tissue
for a patient. The mechanical loading the cells experience is crucial to the differenti-
ation process [81–83]. Using magnetic nanoparticles to condition cells allows for the
mechanical stimulation of cells without a three-dimensional tissue scaffold which is
important for the tissue engineering post the culture process [82].

Since mechanical forces can stimulate cells, the forces and torques they exert can
alsobeused todestroy cells bydamaging the cytoskeleton [84] or cellular components
[85]. There has been work on using iron oxide nanoparticles to destroy cancer cells,
where spherical- and rod-shaped iron oxide nanoparticles in an oscillating field have
been shown to destroy human cervical cancer cells in vitro [84]. This field, however,
has recently received significant attention when highly effective glioblastoma cell
killing was demonstrated using a new class of magnetic particle [36]—lithograph-
ically defined micro- and nanoparticles which will be discussed further on in this
chapter.
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15.1.1.5 Biosensing

The sensing of biological analytes is at the core of clinical diagnostics. Magnetic
nanoparticles typically used in the biosensing space are iron oxide based, either
in core shell structures or functionalized for stability in solution [86]. There are a
variety of sensing device architectures for magnetic particles [30, 33, 34, 87–91]
but the primary architecture of interest has been magnetoresistance-based devices
[92]. An example of such a system would be a giant magnetoresistance (GMR) or
spin valve sensor-based assay [32, 93–96]. These are extremely sensitive magnetic
field sensors, and here the detection of the analyte is determined by the presence
of the stray field of a magnetic nanoparticle near the surface of the sensor. The
localization of the nanoparticle on the sensor occurs by specific binding events
between biomolecules such as antibody–antigen binding or complementary nucleic
acid sequences [93, 97, 98],where the sensor and nanoparticle are both functionalized
with the appropriate biomolecule. Magnetic approaches may be the most relevant
for assays in biological samples that do not allow for standard optical detection
techniques such as fluorescence. Line-of-sight considerations are generally elimi-
nated with magnetic signals and as such magnetic nanoparticle-based assays may
be relevant for sensing molecules directly in fluids such as blood [98]. References
[82, 88, 89] and [91] provide a broader review of sensing device architectures and
nanoparticle formulations in this space (Fig. 15.3).

15.2 Lithographically Defined Particles

Solution suspended lithographically defined magnetic micro- and nanodiscs are a
relatively recent development [36, 99–102]. They have emerged because of the
interest in transferring the knowledge gained in the fabrication of magnetic memory
and logic devices to the biotechnology field. Lithographically defined particles are
planar in shape and are generally in the range of 200 nm–2 μm in planar dimensions
and 10–200 nm in thickness.

These microdiscs are fabricated with standard lithographic techniques, where
most generally a magnetic thin film is grown via physical vapour deposition on
patterned photoresist that is spun cast on a silicon wafer. The photoresist is then
dissolved and the structures atop the resist are lifted off into solution. The control
of magnetic thin-film growth allows for magnetic properties that can be engineered
to extreme precision, with resolutions for individual layer thicknesses in the sub-nm
range.

The primary challenge with lithographic microdiscs is ensuring a zero remanent
magnetization state since they are far too large to be superparamagnetic in nature, and
their stray fields are easily sufficient to drive strong magnetic agglomeration. There
are two primary approaches used to create microdiscs that do not agglomerate.
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Fig. 15.3 A schematic immunoassay utilizing SPIONs and a GMR type sensor. The sensor top
surface is biofunctionalized with a capture antibody. The sample solution containing the protein
of interest is poured over the sensor, allowing the protein to be captured by the capture antibody.
The sensor surface is then washed and a detection reagent consisting of a complementary detection
antibody attached to a SPION is used to confirm the presence of the analyte. Binding of the detection
antibody is confirmed by a resistance change in the sensor caused by the stray field of the SPION

The first approach uses magnetically soft materials magnetized in the plane of the
particle with weak intrinsic in-plane anisotropy and a symmetric planar shape mini-
mizing in-plane configurational anisotropy [103]. For circular disc configurations in
the 200 nm–2 μm diameter range and thicknesses ranging from approximately 10–
60 nm (aspect ratios of thickness/diameter typically ranging from 4–40) [104–106],
a magnetic flux closure state may be exhibited at remanence known as a magnetic
vortex. In such a configuration, the magnetization vector of the disc remains parallel
to the nearest disc edge at all points.

The second approach makes use of Ruderman-Kittel-Kasuya-Yoshida (RKKY)
[107–109] coupling between adjacent magnetic layers in a multilayer thin film.
A phenomenon originally of interest in magnetic memory and logic elements
[110–112], it has been of great interest in the space of lithographically fabricated
microdiscs. InRKKYcoupled systems, two adjacentmagnetic layersmay be coupled
either ferromagnetically or antiferromagnetically (AF) [113, 114] depending on the
thickness and composition of the interlayer separating themagnetic layers [115, 116].
A typical example of an RKKY coupling interlayer that can be sandwiched between
two magnetic layers is 0.5–1 nm of Ru [116, 117]. When the thickness of the inter-
layer is tuned to lie in the AF regime, the two magnetic layers lie antiparallel (AP) to
each other in the absence of a magnetic field. This AP configuration arising from the
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Fig. 15.4 Schematic of two types of microdiscs. The permalloy vortex microdisc (left) has a
flux closure magnetization state to ensure a net zero remanent state. The out-of-plane magnetized
microdisc (right) utilizes a heterostructure of CoFeB/Pt (for example) to achieve a magnetiza-
tion perpendicular to the plane of the disc. The Ru interlayer creates an AP remanent state. Both
microdiscs are capped with Au for biofunctionalization. The blue arrows denote the magnetization
vectors of the magnetic layers in expanded views

AF coupling causes the thin film to have a net zero magnetization at remanence. AF
RKKY coupling has been used to create microdiscs with the remanent AP configu-
ration in in-plane magnetic layers (both with and without the vortex configuration)
[118, 119], as well as in microdiscs based on perpendicularly magnetized [120–123]
magnetic layers [101, 124, 125] (Fig. 15.4).

15.2.1 Applications

15.2.1.1 Mechanical Actuation

Solution suspended lithographically definedmicrodiscs have been used almost solely
for the mechanical destruction of cancer cells, the original application for which they
were conceived [36]. The high anisotropy of magnetic thin films translates to the
generation of extremely high magnetic torques that are effectively transduced by the
planar microdiscs themselves.

Initial work in this space used 2 μm vortex microdiscs in an oscillating magnetic
field to destroy glioblastoma cells in vitro [36]. More recently, there has also been
interest in using microdiscs fabricated from perpendicularly magnetized thin films
for mechanical actuation [101, 124–127]. The mechanical actuation of micro- and
nanodiscs structures has been shown to cause significant cell death both in vitro [36,
125] and in vivo [127] and has also been demonstrated in drug delivery-type systems
where the actuation can trigger release of a therapeutic [126, 128, 129]. Recent work
has been focussed on elucidating the most efficient systems for torque transduction
from an applied field, and how that affects the therapeutic efficacy of the particles in
a biological system [125].
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15.3 Case Studies

15.3.1 Exploring the Potential of MPI In Vivo for the First
Time

The first in vivo demonstration of MPI [130] as an imaging modality for cancer
detection is of great interest to the field of nanoparticle magnetism. With potential as
a high resolution, high sensitivity, safe, and cheap medical imaging technique, MPI
is expected to be a field of both commercial and research interest in the biomedical
space in the coming decade. The technique is presently capable of imaging ngs of Fe
tracer in the form of SPIONs which can correspond to volume of a few hundred cells
[131]. Since there is no signal attenuation, and no signal from surrounding tissue,
the extremely high contrast technique allows for the visualization of tissue perfusion
with resolution potentially down to hundreds of microns [130].

This in vivo study imaged a new SPION-based tracer injected into rats bearing
breast cancer tumours. The biodistribution of the tracer was tracked over 6 days
providing excellent insight into the behaviour of the tracer for MPI, as well as
highlighting the strengths of the technique very effectively.

The LS-008 SPION formulation used for this study was developed by Lode-
spin Labs has been optimized in other work [132]. The nanoparticles consist of
monodisperse oleic acid capped SPION cores around 25 nm that are then coated
with poly(maleic anhydride-alt-1-octadecene) (PMAO)—polyethylene glycol (PEG)
polymer chains for colloidal stability. This formulation was found to be stable
in the high salt concentrations that are found physiologically and that often drive
nanoparticle aggregation and impair colloidal stability.

The six-day evolution of the biodistribution of the tracer was tracked with MPI
in tumour bearing rats. Seven athymic nude rats were prepared with subcutaneous
implantation of breast cancer tumours. The tracer was intravenously injected in the
tail 4 weeks after the tumour implantation. Three groups were prepared for the
experiment. Group A was a high dose group at 15 mg/kg, group B was a low dose
group at 5 mg/kg, and the control group C received no tumour and the high dose. No
biofunctionalization was used to target the tumour, but instead the study relied on
the fact that tumours preferentially accumulate nanoparticles because of their leakier
vasculature than regular tissue, known as the enhanced permeability and retention
(EPR) effect [133]. In fact, the study could directly observe the EPR effect and the
dynamics of the tracer accumulation in the tumour. An initial enhancement in signal
was observed at the edges of the tumour, followed by accumulation, and then the
tracer was cleared over the course of 4–6 days (Fig. 15.5).

The quantitative nature of MPI (via a calibration sample) meant that the study
could track the amount of tracer in the various organs over time. The pharmacoki-
netics of the tracer was modelled by a two-compartment method, the blood pool
and the tumour. The model fits the experimental results for both the high dose and
low-dose group which allowed tracer distribution to be quantified directly from the
MPI signal intensity.
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Fig. 15.5 Tracer dynamics observed viaMPI for an individual in the high-dose group of rats. Slices
through the MPI volume are overlaid with a computed tomography (CT) scan for visualization. The
high contrast afforded by the tracer clearly shows three phases of the tracer interaction with the
tumour—initial rim enhancement is observed in 10 min, after which the tracer accumulates in
the tumour over the course of 24 h, and is subsequently cleared in the next 72 h. Reprinted with
permission from Yu et al. [130]. Copyright 2017 American Chemical Society

This study demonstrated the extremely high signal to noise, a factor of 50 here,
of which MPI is capable. Further, the high resolution of the technique allowed it
to directly observe specific characteristics of the EPR effect, as well as accurately
characterize the pharmacokinetics of the tracer. Next steps in this area will be to
target tumours actively instead of passively through the EPR mechanism as this may
not work with all tumour types. Other exciting prospects will include the combined
use of the tracer as a hyperthermia therapy or drug delivery trigger, allowing the
tracking of the tumour mass with the ongoing therapy. This two-pronged diagnostic-
therapeutic approach could have strong implications in clinical oncology and the
development of nanoparticle tracers with characteristics that optimize the efficacy of
these two modalities is crucial going forward.

15.3.2 Fuller Treatments of Hyperthermia in Nanoparticle
Systems

Moving towards an exploration of all the factors that contribute to the SLP for
nanoparticles is necessary to both maximize, and get a better understanding of heat
generation for hyperthermia applications. In the work in [134], the authors compare
iron oxide nanospheres and nanocubes of 20 nm in diameter (or side length) for
their heat generation efficacy. Focussed on magnetic nanoparticles in the single
domain regime above the superparamagnetic limit, the work considers the effect



364 T. Vemulkar and R. P. Cowburn

of differences in anisotropy, the presence of interparticle interactions and shape on
hyperthermia efficiency.

Inspired by work into bacterial magnetosomes [135], this study demonstrates
through experiment the effect of shape and nanoparticle concentration on the SLP
and also looks to numerical calculations of the hysteresis loops of the different particle
types to draw connections between the structural and magnetic properties of each
particle type, and the measured hyperthermia results.

Focussingfirst on establishingwell-characterized nanoparticle formulations as the
core of this study, the team fabricated iron oxide nanocubes of 20 and 40 nm in size,
as well as nanospheres of 20 nm in size. The different shaped nanoparticles have the
same crystal structure (as characterized by transmission electronmicroscopy (TEM))
and the same size, and the two different sizes of nanocubes allow for a comparison
of the effect of size while keeping the shape constant.

The interparticle interaction of the nanocubes is clear in the formation of chain-
like aggregates verified by TEM imaging, even in the absence of an applied magnetic
field. The effect of these aggregates may seem evident in the concentration depen-
dence of the SLP for both the 20 and 40 nm nanocubes, as well as in the plateauing
of the field-cooled curves for the SLP measurements which is not expected for a
system of non-interacting particles [134]. Since the SLP decreases with concentra-
tion, it seems to suggest from this study that minimizing the interparticle interac-
tions may be of benefit. It was also found via dynamic light scattering measurements
that the nanocubes self-assembled into chain-like structures at remanence while the
nanospheres did not, showing the importance of shape in interparticle interactions.
A curious point of note, however, is that in the simulations conducted it was shown
that the SLP appears to monotonically increase with increasing chain length up to ten
particles, which would be expected to occur in the samples of higher concentration.
Why then does the SAR not similarly increase in the samples where longer chains
of particles are to be expected? It may perhaps be the case that minimal ordering on
the scale of simple short chains is desirable, but at high concentrations interactions
between chains may lead to large clusters that reduce SLP efficiency. A better under-
standing of the effect of such interparticle interactions is clinically relevant because
of the localization of a high dose of nanoparticles in a tumour mass for therapy.

The 20 nm nanocubes were then compared to 20 nm nanospheres, and it was
found that there was a 20% increase in the SAR compared to the spheres both
experimentally, and this quite closely matched Monte-Carlo simulations of the SAR
of the two systems that considered dipolar interactions. The nanocubes were esti-
mated to have an anisotropy approximately 25% higher than the nanospheres at room
temperature accounting for dipolar interactions. The higher anisotropywas attributed
primarily to the higher surface area of the cubic particles that leads to a higher surface
anisotropy contribution since exchange bias effects were shown to be non-existent
and a homogenous oxide composition was assumed.

Tuning the shape of nanoparticles thus can have a significant effect on their effec-
tiveness in hyperthermia applications.However, thisworkhighlights some interesting
questions about interparticle interactions and their effect on the SAR. Aggregates of
particles in chains, for example, have an anisotropy that can be assigned to the entire
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chain in addition to the magnetic anisotropy of the individual particle. A thorough
understanding of the effect of these dipolar interactions on the SLP and in which
regimes they are desirable is needed [136–139].

15.3.3 The Top-Down Engineering of Application Specific
Nanoparticles

Lithographically defined microdiscs made from permalloy were shown to be effec-
tive at triggering apoptotic cell death in glioblastoma cells in vitro [36] which sparked
investigation into the mechanical destruction of cancer cells as a viable cancer
therapy. The study featured here [125] began with the hypothesis that the permalloy
vortexmagnetic configuration was not themost efficient method of torque generation
from an applied field, and that magnetic microdiscs with a strong uniaxial anisotropy
are more desirable for this application.

Mechanical actuation of magnetic particles in an applied field is dictated largely
by the magnetic anisotropy of the particle. The magnetic anisotropy can be thought
of as a measure of how strongly the magnetization vector of the particle is linked
to its mechanical structure. Optimizing the actuation of magnetic particles for such
an application involves engineering its magnetic anisotropy to best fit the type of
applied field being used.

Lithographically defined microdiscs are based on thin-film magnetic systems and
may have the easy magnetic axis in the plane of the film, or out of the plane of
the film. The permalloy vortex is a special case of the in-plane system, where the
shape constraints from patterning and the inherently soft material lead to a magnetic
system with an easy plane of magnetization (the plane of the microdisc). When a
field is applied in the plane of the microdisc the vortex core is displaced resulting in
a net magnetization in the direction of the applied field, and this is achieved equally
“easily” in any direction in the plane of the disc. Perpendicularmagnetic thin films are
constructed by alternating layers of a magnetic material (CoFeB) with a heavy metal
(Pt) in amultilayer heterostructure. The out-of-planemagnetization is driven by spin–
orbit coupling at the CoFeB/Pt interface [120–123]. The perpendicular microdiscs
achieve a net zero remanent state by utilizing RKKY AF coupling between adjacent
magnetic layers in the multilayer stack. Both sets of discs in this study were 2 μm in
diameter. The permalloy vortex discs were 60 nm in permalloy thickness with 5 nm
gold caps, and the perpendicular microdisc contained a total of 21.6 nm of CoFeB
dispersed in a multilayer heterostructure approximately 110 nm in thickness with
5 nm gold caps. The vortex microdisc thus has a higher magnetic moment than the
perpendicular microdiscs, with an easy plane of magnetization as opposed to an easy
axis. It should be noted that the hard axis saturation field for the vortexmicrodiscswas
approximately 1 T, and the effective hard axis anisotropy field for the perpendicular
particles (once the RKKY coupling is accounted for) was approximately 0.5 T.
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Both discs were used to mechanically disrupt glioblastoma cells in vitro, under
an applied rotating field of 1 T at 20 Hz for 60 s. This was carried out by incu-
bating the cells with the microdiscs for 24 h which led to the internalization of the
microdiscs by the cells. They were then exposed to the magnetic field treatment, and
it was found that the perpendicular microdiscs demonstrated approximately 60% cell
killing, whereas the vortex microdiscs displayed just 12% cell killing. To understand
the large difference in cell killing efficiency, the difference in the magnitude of the
magnetic torque and the symmetry of the anisotropy between the two particles was
considered.

The study simulated the torque as a function of field angle using a Stoner-
Wohlfarth-like model, and compared this to experimental measurements of the
magnetization angle as a function of field angle. Both the simulation and experi-
mental results estimated the peak torque of approximately 75 pNm for the vortex
microdiscs, and approximately 20 pNm for the perpendicular microdiscs. The differ-
ence in peak torque is due to the difference in magnetic moment and anisotropy
fields between the two microdiscs. Thus, the magnitude of the torque did not provide
an explanation for the difference in performance between the two types of particles
since the vortex microdiscs exerted higher peak torques (Fig. 15.6).

It was noted that the symmetry of the anisotropy is the cruci6al difference between
the two particles. With a rotating magnetic field, a particle with an easy plane of
magnetization will first align its easy plane to the plane of the applied field. The
magnetization will then rotate in the plane of the particle without transducing any
mechanical torque from the field. The microdisc with the easy magnetization axis,

Fig. 15.6 A schematic showing the importance of considering the symmetry of anisotropy in
relation to the applied field configuration for mechanical actuation. The magnetization direction
and torques on a perpendicular particles (top row) and b permalloy vortex particles (bottom row)
under an applied rotating field. Figure reproduced from [125] with permission
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however, will continuously mechanically rotate to align its magnetization with the
applied field transducing torque over the entire field duration. Over even the 60 s
field duration this proved to be enough to result in a 50% difference in cell killing
capability between the two sets of particles. This study clearly highlighted the need
to engineer magnetic particles to their application to ensure maximum efficiency.
Lithographic techniques offer great precision in this regard and are expected to be
of significant interest for the fabrication of magnetic micro- and nanoparticles for
biotechnology applications.

15.3.4 Magnetically Driven Labs-On-Chips

The transport ofmagnetic beads using either domainwalls [140] or periodicmagnetic
elements [141] is an interesting prospect technologically andmay offer a new take on
lab-on-chip processes where the analyte of interest is not transported by fluid flow as
in microfluidics, but via the motion of magnetic beads. The study here [142] demon-
strates an architecture of patterned permalloy nanotracks on a Si chip that creates a
magnetic domain wall routing network capable of transporting magnetic beads along
paths selected by the application of external fields. This has exciting implications for
more complex operations such as dynamic sorting of magnetic particles allowing for
intricate downstream processing and sensing.

Magnetic domain walls are localized sources of stray field capable of trapping
superparamagnetic beads with forces in the range of hundreds of pN [143–146].
Domain walls, and hence the particles they trap, may be moved in micro- and
nanowire structures with an applied field at speeds approaching 1 mm/s [140]. A
permalloy curvilinear nanotrack was fabricated consisting of semi-circular links,
with track width of 800 nm, thickness of 40 nm and an outer diameter of 20 μm for
the semi-circular links. A junctionwas created that spits the track into two paths. This
study focussed on vortex-type domain walls [147], a magnetic texture analogous to
the vortex flux closure state in a patterned microdisc. A vortex domain wall exists
in thin magnetic strips where two in-plane domains of the opposite magnetization
direction meet. At this intersection between the two domains, the domain wall forms
with a magnetic vortex core in the centre of the wall, and a chirality given by the
direction that the magnetization rotates about the core of the wall [148]. The domain
wall can be formed in a head-to-head or tail-to-tail configuration according to the
direction of the domains in the magnetic strip, and these two configurations may be
thought of as having opposite signs, and their stray fields (pointing out of the plane
of the track) are of opposite sign as well.

The vortex domain walls in this study are moved in the permalloy nanotrack by
a rotating magnetic field of the appropriate rotational direction in the plane of the
track. As the domain wall is moved through the junction, it splits and creates two
domain walls in each of the new paths, one of the same sign and one of the opposite
sign. The crucial point of this work shows that since the domain wall splits into two
domain walls of the opposite sign, a field pulse applied out of the plane of the system
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is additive for the stray field of one of the domain wall configurations and subtractive
for the other. This creates a selection mechanism for the bead as it approaches the
junction that is reminiscent of a train switching tracks. The bead is driven to the path
with the domain wall that has had its field enhanced at the junction as determined by
the sign of the out of plane field pulse.

This selection process is simulated in a model track junction of permalloy 100 nm
wide, 60 nm thick, and with a 2 μm outer diameter. An in-plane rotating field of 625
Oe was simulated to drive the domain wall motion, and a±250 Oe out of plane field
was used to create the asymmetric magnetostatic potential energy surface that the
bead observes as it exits the junction. Experimentally this process was demonstrated
on a series of 2.8μmbeads going through a junction in the fabricated track described
above, where the bead switching to path 2 was looked at under various conditions.
The out-of-plane fields ranged from −150 to +150 Oe. It was found that the bead
does not switch to path 2 if its domain wall stray field is diminished by the applied
field which agrees with the simulated result. When the applied field is additive to the
domain wall stray field in path 2, the bead only switches to path 2 where the applied
filed pulse is above approximately 57 Oe. This minimum magnitude of applied field
necessary for switching paths is interesting. It shows that the magnetostatic potential
energy surface the bead experiences needs to be modified by a significant external
field to drive path switching. It was explained that this is perhaps due to differences in
domain wall depinning in the two paths as the domain wall goes through the junction
requiring some minimum field magnitude to remove the inherent bias to the bead
motion.

This study takes the demonstration one step further by experimentally demon-
strating that beads of different sizes can be sorted based on this technique since
the potential energy well of interaction of each bead is modified by its magnetic
moment. Each bead size thus has different threshold out-of-plane field pulses neces-
sary to switch it to path 2 in the system. Populations of 2.8 and 5.8 μm beads were
robustly sorted through a junction using the appropriate out-of-plane fields. If the
beads were functionalized to capture different bioanalytes, for example, this sorting
mechanism would allow for separation of these analytes, an important step towards
multiplexed detection. This study showed a simple but powerful method to trans-
port and sort magnetic beads on a silicon chip. This is an exciting route forward
for lab-on-chip-type applications driven largely by magnetic forces and torques and
potentially getting around the challenges associated with microfluidic systems [149]
(Fig. 15.7).

15.4 Future Perspectives

The fundamental challenge for materials developed for clinical techniques is in
achieving the desired materials performance within the required bounds of toxi-
city that are defined by any in vivo application. Iron oxide-based nanoparticles
still form the mainstay of magnetic nanoparticles relevant for this field particularly
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Fig. 15.7 Magnetic nanotrack configuration used to transport magnetic beads with domain walls
and simulations of domain wall motion. a An optical image of the curvilinear permalloy track
composed of 20 μm outer diameter, 800 nm wide, 40 nm thick linked semi-circular segments. The
dashed square shows the micromagnetically simulated junction region consisting of a full circle that
links two independent paths to an incoming track. b–g Evolution of the simulated magnetization
configuration in junction region with the rotation of an applied magnetic field (black arrow) in the
plane of the track. As the applied in-plane field is rotated in time, a head-to-head domain wall enters
the junction, and two domain walls, one head-to-head and one tail-to-tail, exit the junction, one on
each path. Figure reproduced from [142] with permission

because they are minimally toxic. Working within these limits, significant progress
has been made in the development of iron oxide nanoparticle synthesis that are effec-
tive for hyperthermia or imaging applications [150, 151]. The pharmacokinetics and
biodistribution of the nanoparticles are also important once they meet the toxicology
requirements [152]. Here, size and functional coatings and encapsulations are crucial
in ensuring that the nanoparticles remain in the body for long enough to be relevant
as therapeutics or image enhancing agents [153]. The optimization of nanoparticle
formulations for biostability and minimal toxicity will continue to be a challenge as
new nanoparticle systems are developed with better magnetic properties.

ForMRI imaging, an area of extreme interest is a dual-mode contrast agent, where
both T 1 and T 2* imaging modes may be enhanced and used simultaneously with the
same probe [55, 154]. Work in this direction has thus far focussed on core–shell-type
nanoparticle structures with a transitionmetal-based core and a Gd-based shell [154–
158]. The Gd shell is in direct contact with the liquid to ensure that the T 1 contrast
agent can operate on the short length scale (in “direct contact” with the hydrogen
atoms), and the superparamagnetic core is still able to influence the T 2* relaxation
process via the stray magnetic field generated [55]. The development of a successful,
high-performance, dual-mode probe would be a paradigm shift in the MRI field and
work in this area is worthy of attention.
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In the imaging space, optimizing SPIONs for the MPI field is an extremely rele-
vant challenge with significant expected impact in the next decade. The performance
of SPIONs as MPI tracers is generally evaluated by a combination of the Langevin
theory of paramagnetism and understanding the relaxation processes for a magne-
tized nanoparticle [159, 160]. Magnetic nanoparticles typically consist of a magnetic
centre and a coating of a capping polymer or organicmolecules. Particleswith a larger
core have a higher magnetic moment and generally produce higher signal increasing
imaging sensitivity. As particles get larger, however, their relaxation time (typically
dominated by Brownian processes in MPI) increases [161]. This affects spatial reso-
lution since the particle response to the FFP should be as near to instantaneous as
possible to allow for the detection of the higher-order harmonics in themagnetization
response to themodulation field. Typically, for a given applied field configuration, the
goal is to maximize the size of the SPIONs until particle relaxation begins to impede
spatial resolution. The polydispersity of SPION formulations can also have a large
impact on MPI performance [160] since both the Langevin function for the magne-
tization and the Brownian function for relaxation are strongly dependent on particle
size [161]. Particles that are smaller than ideal do not have high enough signals,
and particles that are larger have long relaxation times, and so the monodispersity
of SPION tracers is crucial to maximize MPI signal per unit gram of tracer used.
Further, since SPIONs are typically fabricated with an encapsulation for stability and
Brownian relaxation processes are dependent on the effective hydrodynamic radius,
the optimum coating thickness to magnetic core ratio is also a factor of consider-
ation. With MPI performance so closely tied to the quality of the SPION tracers,
there is significant potential for concerted SPION development that may be specific
to a given diagnostic application. The commercial interest in development of MPI
nanoparticle formulations is evident in that Lodespin Labs has been founded around
this goal and has already created the first commercial SPION-based tracer dedicated
for MPI [132].

From the thermal ablation perspective, there are two overarching goals moving
forward. The first is to develop nanoparticle formulations to maximize the SLP, with
a minimum figure of merit of 1000W/g at 100 kHz and 20 mT [162]. This is already
significantly higher than the 200–600 W/g obtained from commercially available
SPION formulations [133]. The work in this area has moved towards modifying
the nanoparticle structure and material composition with a variety of core–shell
structures utilizing exchange coupling [28, 131, 163, 164] to massively increase
the SLP. Three materials properties that are of importance here are nanoparticles
diameter D, anisotropy K, the nanoparticle shape and saturation magnetization MS.
The particularly relevant parameter to tune is the anisotropy of the nanoparticles
used [75, 165–167], and it is here that the interfacial coupling between core–shell
nanoparticles becomes relevant. By using a hard magnetic core and soft magnetic
shell that are magnetically coupled, the anisotropy can be tuned to be close to the
theoretically ideal point for maximizing the SLP with values of 1000–4000 W/g
[28] demonstrated. With nanoparticle shape and size, optimized values in excess of
10,000W/g have been observed [167].Most of this work has focussed onMn, Zn and
Co ferrites which may prove to be challenging with regard to regulatory approval
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for clinical deployment. These approaches may feed into novel iron oxide-based
nanoparticle development with interesting shape and magnetic structures that could
unlock high SAR values while allowing for safe clinical deployment [168, 169]. The
second goal for magnetic hyperthermia has been in establishing a general theoretical
framework. Strong steps forward have been made by creating theoretical models
for the various aspects comprising the whole. This includes modelling hysteresis
processes [170, 171], understanding the role of interparticle dipolar interactions on
the SLP [136–139, 172, 173], and the role of the anisotropy of magnetic particle
aggregates [75, 174]. Developing a theoretical framework that encapsulates the full
complexity of hyperthermia processes, along with a strong push towards optimizing
nanoparticle fabrication within the toxicity restrictions of an in vivo application is
crucial for the commercial future of clinical magnetically driven thermal ablation
techniques. It is expected to be unlikely [175] that magnetic particle hyperthermia
will in the short term be the silver bullet that entirely replaces the more damaging
cancer therapies of chemo and radiotherapy, but it may find applicability in specific
instances of cancer treatment [176, 177].

Diagnostics applications that do not require in vivo deployment of magnetic
nanoparticles allow more flexibility in particle composition as they are not as
restricted by toxicity considerations. This may be of relevance for MR-based
sensing techniques where the sensor detects the stray field from a nanoparticle
as a positive signal. Here, nanoparticle development may be towards developing
techniques that maximize the stray field of the particles while minimizing agglom-
eration, and developing nanoparticles optimized for detection by MR type sensors
may prove worthwhile [96]. With recent interest in the manipulation of magnetic
beads on chips using the motion of domain walls or patterned magnetic struc-
tures [140–145, 178, 179], there is potentially an alternative to microfluidic-based
approaches to biomolecule capture, transport and detection. Combined with optical,
electrical or magnetic sensing-based approaches, this is an interesting way forward
for nanoparticle techniques in the biosensing space.

In addition to colloidally synthesized magnetic nanoparticles, lithographically
defined structures for biotechnology applications have also been discussed here. The
attraction of lithographically defined microdiscs is the ability to engineer magnetic
particles with a precision that is simply not offered by colloidal chemistry fabrication
techniques [99]. By being able to finely tune the size and shape of the discs, as well
as the amount of magnetic material, and the strength and orientation of the magnetic
anisotropy, local forces and torques may be applied with a high degree of control.
This is particularly relevant in cell manipulation for downstream responses as cellular
processes may be triggered by mechanical stimulation. For cancer cell death, for
example, torques in the range of aNm may trigger apoptotic cell death [36] via ion
channel mediation, a mechanism that does not trigger an inflammatory response in
the body and is important for treatments in the brain.

While work thus far has focussed on their use in therapy type applications, it will
be worthwhile to explore the potential of lithographically defined particles in lab-
on-chip-type systems. A need for the controlled manipulation of magnetic particles
on chip may better suit the lower fabrication yields and precisely tunable magnetic
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characteristics ofmagnetic thin-film-based fabrication techniques.While defining the
application space where these particles will be the most effective has proved chal-
lenging, general insights may be gained by their use since their properties may be
conveniently engineered. A thorough exploration of the available existing and poten-
tial future applications with regard to these types of particles will be a worthwhile
undertaking to best understand where they may be most effectively deployed.

Lithographically defined particles represent systems where the magnetic proper-
ties can be extremely accurately tuned but are limited in the volume that they can
be fabricated. Colloidal synthesis is on the other end of the spectrum and offers an
approach for high volume fabrication of magnetic nanoparticles but is somewhat
limited in the precision engineering of the magnetic properties of the particles. As
both these techniques evolve further the gap between them is likely to be bridged
allowing a broader range of magnetic micro- and nanoparticles that will be exciting
for the biomedical field.

Magnetic nanoparticles cover a wide range of applications in the biomedical
space, ranging from in vivo imaging and therapy to ex vivo diagnostics. Nanoparticle
synthesis and fabrication has continually evolved and opened new areas where these
systems offer benefit and insight. It is expected that this community will continue to
make strong contributions towards solving the varied and exciting challenges offered
by the biomedical space.
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Chapter 16
Magnetic Fluids for Thermoelectricity

Sawako Nakamae

Abstract The unique properties of magnetic nanoparticles (MNP) and their interac-
tions with their environment have given rise to innovative R&D possibilities outside
the field of conventional magnetism. One such example is in the field of energy
science, and in particular, the thermal engineering. In this respect, research on refrig-
eration technology based on the magnetoconvection property of ferrofluids (FF) has
attracted great attention in the past decades. On the other hand, the thermoelectric
energy conversion (or more commonly known as “thermopower”) in ferrofluids has
so far remained underexplored. This subchapter describes this very new research
path in the field of magnetic nanoparticle science, from its theoretical background
and motivation, a few existing example of experimental investigations and the future
perspectives. The unique properties of magnetic nanoparticles (MNP) and their inter-
actionswith their environment have given rise to innovativeR&Dpossibilities outside
the field of conventional magnetism. One such example is in the field of energy
science, and in particular, the thermal engineering. In this respect, research on refrig-
eration technology based on the magnetoconvection property of ferrofluids (FF) has
attracted great attention in the past decades. On the other hand, the thermoelectric
energy conversion (or more commonly known as “thermopower”) in ferrofluids has
so far remained underexplored. This subchapter describes this very new research
path in the field of magnetic nanoparticle science, from its theoretical background
and motivation, a few existing example of experimental investigations and the future
perspectives.

16.1 Introduction

Thermoelectric (TE) materials are capable of directly converting thermal energy
to electricity. As such, they can offer a possible solution for low-grade waste heat
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recovery at all levels of human activities, from industrial waste stream, internal
combustion car engines, electronic appliances to body heat. Solid semiconductor-
based TE modules entered the commercial application many decades ago and they
still are dominant in theTEmarket today.Despite their technical advantages including
simple usage with no moving parts and high reliability, however, the TE technology
is still limited to low-power applications due to their poor efficiency. The latter is
generally expressed by a dimensionless parameter called “figure of merit” ZT. ZT
combines materials’ three transport properties, namely the electrical conductivity σ,
the thermal conductivity κ, and the Seebeck (thermoelectric) coefficient Se:

Z T = (σ S2
e /k)T (16.1)

where T is the operation temperature, and the Seebeck coefficient is defined by:

Se = −�V

�T
(16.2)

�V is the potential difference generated in a material in response to a temperature
gradient �T.1 It is said that ZT values greater than 4 are needed for TE devices to be
competitive against other renewable energy technology (e.g. solar and geothermal)
[1]. To achieve this goal, a tremendous amount of research effort has been dedicated to
nanostructuring the semiconductor-based TEmaterials in the last 20 years, primarily
aiming to lower the lattice thermal conductivity while enhancing the Seebeck coeffi-
cient[2–4]. This has led to some notable improvements in thermal-to-electric energy
conversion capacity. However, even the most “promising” materials are yet to over-
come theminimum ZT requirement. Furthermore, these nanostructured TEmaterials
suffer from operational, environmental and economic obstacles such as their limited
sizes, considerable production costs and the presence of rare and toxic materials. For
the thermoelectric technology to become environmentally friendly and economically
viable, alternative solutions are being sought in new types of TE materials such as
polymers [5], ionic conductors (see, for example, [6, 7] etc.)

One such possibility can be found in liquid electrolytes. Reported values of
Seebeck coefficients2 are generally larger that the semiconductor counterparts
(including the nanostructured) by an order of magnitude or more. Furthermore, they
are made with Earth-abundant and non-toxic elements. Unfortunately, the electrical
conductivity of such liquids is a few orders of magnitude smaller and thus, liquid
electrolytes were considered ineffective for waste heat recovery technology until
very recently. Ionic liquids and ionic liquids/solvent binary mixtures, however, are
giving renewed hope in the development of liquid thermoelectrics. Ionic liquids (IL)

1The Seebeck coefficient is defined here in the same manner as in solids, i.e. �E = Se �∇T [12]. Note
that in the thermogalvanic cell community, it is not uncommon to see the following definition: Se
= �V / �T.
2Here, we apply the term “Seebeck” loosely to describe all types of thermoelectric coefficient (also
known as temperature coefficient) found in the liquid systems. The distinction between different
thermoelectric phenomena are given further down in the chapter.
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are molten salts that are liquid at room temperature and stay liquid up to tempera-
tures much higher than 100 °C (some can exceed 300 °C). ILs possess large ionic
conductivity values and wider electrochemical windows compared to other liquid
electrolytes [8, [9] making them a promising candidate for a variety of low-grade
waste heat recovery applications.

Today, themost widely studied TE property in liquid electrolytes is that of thermo-
galvanic effects, i.e. the temperature dependent electrochemical reactions between
the redox couple molecules and the electrodes. The highest Seebeck coefficient
reported is found with Cobalt-based redox couple mixed in ionic liquids larger than
2 mV/K over a wide temperature range extending well above 100 °C. For interested
readers, Dupont et al. [10] has compiled a review of thermoelectrochemical cells
containing a variety of ionic liquids, redox couples, electrode materials and their
combinations.

The Seebeck coefficient in liquid electrolytes was also found to increase by
inclusion of colloidal magnetic nanoparticles (ferrofluids) [11]. These nanoparti-
cles are “charge”-stabilized and their thermodiffusion under a thermal gradient and
the adsorption by the electrodes are believed to influence the fluid’s thermoelectric
potential. In the following sections, brief and salient descriptions of three most domi-
nant physical origins of thermoelectric potential production in complex liquids are
given.3 Then recent experimental evidences on the combined thermoelectrochem-
ical and thermodiffusion effects in ferrofluids are recounted. As it will be clear,
our current understanding of thermoelectrochemical nature of complex fluids is
far from complete, encouraging further experimental and theoretical research and
development efforts in this exciting field of liquid thermoelectrics.

16.1.1 Basic Mechanisms of Thermoelectric Conversion
in Fluids (3 Pages)

In solid materials, the production of thermoelectric potential is well understood from
the out-of-equilibrium thermodynamics of heat and charge flows (of electrons or
holes), expressed in termsofOnsager relations [12]. The situation is quite different for
liquid thermoelectric materials. First, there are multiple types of charge carriers, i.e.
electrolyte ions andother solutes such as colloidal particles ormacromolecules. These
carriers are all susceptible to thermodiffusion as well as interactions among them-
selves, and certain ions react electrochemically with the electrodes, hugely compli-
cating the experimental data interpretation of such systems [13, 14]. Furthermore, a
liquid sample must be placed inside a container (called thermocell) to be examined,
thus additional precautions must be taken in order to minimize experimental errors
due to thermal and electrical losses to its surroundings.

3Note that in-depth introduction on the physics and electrochemistry of these phenomena are beyond
the scope of the current article, but references to useful articles and books are given for interested
readers.
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A thermoelectric module containing such a liquid is often referred to as a “ther-
moelectrochemical cell”, a “thermally charged supercapacitor”, or simply a “thermo-
cell”, depending onwhich TE effects dominates its thermoelectric energy conversion
process. Here, we focus our attention on a thermocell containing ionic colloidal fluids
(e.g. ferrofluids) where two sources of thermoelectric phenomena coexist, namely
the thermogalvanic Seebeck effect and the internal Seebeck effect. As described in
Fig. 6.1, the liquid (not an ionic liquid) is considered as a continuous medium inside
which the charged (magnetic) particles, counterions (for electric neutrality of the
solution) and the redox couple molecules are dissolved. The two ends of the cell
are sealed hermetically with identical and metallic electrodes. When a temperature
gradient (�T ) is applied, an electrical potential (�V ) appears across these electrodes.
Note that to avoid convection, we assume that the cell is heated from the top.

In the simplest case, the electrochemical reactionbetween the redox couple species
and the metallic electrodes results in the transfer of one electron either from the
solution to the electrode (reduction), or vice-versa (oxidation), i.e.

Oxn− + e ↔ Red(n+1)− (16.3)

The most common example of such a reaction is that of ferro/ferricyanide redox
couple Fe(CN)3−6 /Fe(CN)4−6 (see for example, [15, 16]). By considering the local
thermodynamic equilibrium of these redox reactions and one can show that the
electrochemical potential difference at the hot and the cold electrodes to be [17]:

Fig. 6.1 Schematic view of an up-right thermocells in an isothermal condition (left panel) and
under a thermal gradient ∇T (right panel). Upon the application of ∇T, the thermodiffusion of
ionic species and the thermogalvanic reactions of redox species take place, both contributing to the
overall Seebeck potential across the cell
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�V =
∑

rc vrc�μrc

e
�T − Seint.�T (16.4)

where the first term corresponds to the difference in the Gibbs free energy of the
redox reaction with vrc the stoichiometric number and μrc the chemical potential of
the reducing and oxidizing molecules. Note that here we consider that the Seebeck
coefficient of the metal electrodes (~μV /K) is negligibly small compared to those of
the thermogalvanic and the internal ones (of the order of mV/K). The second term,
Seint, is the internal Seebeck coefficient. It is created by the internal electric field,
�Eint, stemming from the distribution of all ions/particles in the solution, i.e.

�Eint = Seint �∇T (16.5)

�Eint is known to influence a large number of diffusion phenomena of charged species
in electrolytes [18–23] and can be determined from the current �Ji of all charged
ions/particle in the solution,

�Ji = −Di

[

�∇ni + ni
Ŝi

kB T
�∇T − ni

ξi e

kB T
�Eint

]

(16.6)

Di, the diffusion coefficient, Ŝi, the Eastman entropy of transfer (see below for
more explanation), ξ i the effective electrophoretic charge number and ni the number
density of the ith charged ion/particle. These quantities depend on experimental vari-
ables such as the particle concentration, ni, temperature and magnetic field strength,
whose analytical expressions have recently been reported in [24] by Salez et al.
While in most liquid electrolytes containing small ions, the thermogalvanic terms is
predominant and thus the internal Seebeck term is often ignored (see, for example,
[10, 17]). However, in ionic nanofluids containing large ions and particles such as
ferrofluids, the Seint is known to make non-negligible contributions to the liquid’s
overall thermoelectric potential.

Another distinct feature of the thermoelectric phenomena in nanofluids is the slow
time constant involved inthe thermodiffusion process. That is, while the thermogal-
vanic term is established immediately upon the applicationof a temperature gradient,4

the ions and particles will continue to diffuse until the equilibrium is reached between
the thermal and the electrical forces. The corollary of such time dependency is that
the thermoelectric potential also evolves with time, and one can distinguish between
the initial Seebeck coefficient (Seini) and the stationary one (Sest).

At the initial state, the ion/particle concentration of all species is still uniform
within the fluid (∀i, �∇ni = �0), which simplifies the (16.6) to:

4The temperature gradient is supposed to be established instantaneously here, i.e. the thermal
diffusivity of the liquid is much faster than the ions/particles diffusion time.
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�Ji = −Di

[

ni
Ŝi

kB T
�∇T − ni

ξi e

kB T
�E ini
int

]

(16.7)

In an open-circuit configuration, the total electric current is null,
∑

i zi e �∇ni = �0,
where zi is the effective static charge. (For small ions, zi and ξ i are equal, but they
can take different values for charged nanoparticles and large molecules.) This leads
to the expression for the initial internal electric field:

�E ini
int = −

[
∑

i

ti
Ŝi

ξi e

]

�∇T with ti = − ziξi e2ni Di
∑

i ziξi e2ni Di
= σi

σtotal
(16.8)

ti is known as the Hittorf number, which is the ratio between the electrical conduc-
tivity of the ith species to the total conductivity of the liquid. The initial internal
electrical field, �E ini

int , describes the thermal force experienced by the ions/particles
causing them to thermodiffuse.

The initial internal Seebeck coefficient can then be written as:

Seiniint =
∑

i

ti
Ŝi

ξi e
(16.9)

Combined with (16.4), one obtains the total initial Seebeck coefficient to be

Seini = 1

e

(

−�rc S +
∑

i

ti Ŝi

ξi

)

(16.10)

�rcS, the redox reaction entropy can be determined by theNernst equation [25]which
depends on the type of redox species and on the ionic strength of the surrounding
electrolytes.

After a sufficiently long time and still under a temperature gradient, the ion/particle
current due to the thermal force is cancelled by the concentration gradient, �∇ni and
the resulting internal electric field of charged particles/ions. At that point, the system
is said to be in an equilibrium state (Soret equilibrium state, see next section for
more detail), i.e. ∀i,�Ji = �0. The corresponding particle current equation for all
particles/ions is:

�0 =
[

�∇ni + ni
Ŝi

kB T
�∇T − ni

ξi e

kB T
�Eint

]

(16.11)

From the electrical neutrality, one can arrive to the expression for the Soret
equilibrium internal Seebeck coefficient as:
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SeEqint =
∑

i zi ni Ŝi

e
∑

i ziξi ni
(16.12)

The equilibrium internal Seebeck coefficient is thus independent of the diffusion
coefficients. Furthermore, it can be shown that at the equilibrium state, the redox
couple molecules arranges themselves to screen entirely the internal electric field of
the solution resulting in the total equilibrium state Seebeck coefficient:

Seeq = 1

e

(

−�rc S +
∑

rc

vrc Ŝrc

)

(16.13)

Therefore, all thermoelectrodiffusion-related effects in charged nanofluids
(includingmagnetic field and concentration effects) are present only during the initial
state of the thermocell operation.

16.1.2 Motivation for Using Ferrofluids (2 Pages)

In order to maximize the internal electric field contribution in ionic nanofluids (see
16.15), then it is desirable to increase the Eastman entropy of transfer of the charged
particles and to tailor their sign and the size of the effective electrophoretic charge.
The Eastman entropy of transfer is a thermodynamic quantity associated with the
enthalphy, i.e. the difference between the partial molar entropy and the transported
entropy of the particles (cite Groot and Agar). As the enthalpy is born out of the inter-
actions between a given particle and its environment (solvent molecules, other parti-
cles and ions, etc.), Ŝnp generally scales with the particle’s surface area and it can take
both positive and negative values. If Ŝnp is positive, the particles have the tendency
to “structure” the surrounding molecules and thus they move towards the cold region
(thermophobic), while the opposite is true for a negative Ŝnp (thermophilic).

Naturally, the Eastman entropy of transfer is also a key parameter in the ther-
modiffusion phenomena, known as the Ludwig–Soret effect. The thermodiffusion
coefficient, ormorewidely known as Soret coefficient, ST describes the ratio between
the concentration gradient of particles/ions and the applied temperature gradient in
the equilibrium state.

�∇n

n
= −ST �∇T and ST = Ŝi

kB T
− ξi e

kB T
SeEqint (16.14)

The influence of internal electric field on the thermodiffusion of charged colloidal
particles became an active area of research in the last decade and the theoretical
models were used to explain experimental observations in various colloidal fluids
(See for example [19, 22, 26, 27]). The parameters Ŝ and ξ have been shown to
depend on the particle concentration, and the interparticle interactions can generally
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be described by Carnahan–Starling hard sphere (cite 25) model as:

Ŝ = Ŝ0χ(φ) and ξ = ξ0χ(φ) (16.15)

whereφ is the volume fraction of nanoparticles, i.e.φ = Vnp.n (V np is the nanoparticle
volume) and χ is the isothermal osmotic compressibility (cite 5—Vigolo).

χ(φ) = (1 − φ)4

1 + 4φ + 4φ2 − 4φ3 + 4φ4
(16.16)

χ tends to unity as φ → 0, thus Ŝ0 and φ0 correspond to the nanoparticles’ Eastman
entropy and the effective charge values at the infinite dilution limit.

Among a variety of charged colloidal solution, ferrofluids containing nanometre-
sized magnetic nanoparticles show very high Soret coefficient values. Furthermore,
the “magnetic” nature gives an additional degree of experimental control (magnetic
field) on the thermodiffusion property of these nanoparticles [28, 29]. Interest-
ingly, Filomeno et al., have recently demonstrated that the substitution of counterion
(lithium) by another type (tetrabutylammonium) not only changes the magnitude
but also can reverse the sign of the Soret coefficient (and thus the thermophoretic
direction) of the identical magnetic nanoparticles [30]. As both Soret and Seebeck
(initial) coefficients depend directly on the Eastman entropy of transfer, it is of great
interest to explore the thermoelectric nature of ferrofluids.

The first experimental study combining thermoelectric and
thermos(electro)diffusion in ferrofluid was reported by Huang et al., where a
quantitative agreement was found on the Eastman entropy of transfer values
determined independently from Soret coefficient and (initial) Seebeck coefficient
measurements [31]. This work laid down the experimental foothold supporting
the existing theoretical models describing the thermoelectric and thermodiffusive
properties in charged colloidal solutions through a common parameter, Ŝ. Several
more experimental and theoretical investigations have followed since (and still
continue to follow) elucidating the effects from other control parameters such as the
ionic strength and the particle sizes, etc., examples of which are described in the
following sections.

16.2 Experimental Investigation of Seebeck Coefficients
in Ferrofluids

16.2.1 Experimental Approach

The technical difficulties for measuring and analysing thermoelectric properties of
liquids were discussed in the previous section. It also needs to be mentioned that
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preparation of ionic nanofluids made of interacting nanoparticles is faced with a
formidable challenge on its own. Ferrofluids, in particular, contain freely moving
magnetic nanoparticles that tend to form chains and aggregates through attractive
magnetic forces, unless screened properly by other repulsive forces (electrostatic,
steric, etc.) which require a fine tuning of the coating ions of individual nanoparticles
aswell as the surrounding ionic condition (e.g. electrolyte ions, counter- and co-ions).
The ferrofluids used in the following example studies are composed of maghemite
(γ-Fe2O3) nanoparticles with average particle diameters in the range of 6–8 nm. They
are either ionically stabilized ([30, 32, 33]) or with polymers ([34]) and dispersed
in polar liquids (water and organic solvent). The thermoelectric measurements were
performed in the thermogalvanic cell condition, i.e. a small amount of redox couple
molecules were always present.

A schematic image of the thermoelectric measurement cell is shown below. In
order to properly measure the “basic” liquid TE property, following precautions
should be taken.

• Cell body: The thermal conductance of the material should be smaller or compa-
rable to that of the liquid sample. The material or the design must be able to
accommodate the liquid dilation at high temperature. The material must be inert
(no chemical reactions with the fluid can occur) and impermeable.

• Electrodes: The material must be electrochemically stable, possess high thermal
conductivity (to ensure good heat transfer from the heater/cooler to the liquid).

• Faraday cage, electrometer: For highly resistive samples, it is desirable to shield
the cell from the environmental EM waves, and use a high input-impedance
voltmeters (1011 � or higher).

• Measurements: In order to avoid introducing convectivemotions of thefluid and/or
nanoparticles, the cell should be heated from the top (Fig. 16.2).

Due to the thermodiffusion effect, especially that of magnetic nanoparticles, the
thermoelectric voltage (thus the Seebeck coefficient) of nanofluids evolves over a
long period of time, from several minutes to several days, depending on the viscosity
of the liquid, the cell geometry, the hydrodynamic size of the nanoparticles and
their concentration. Such a slow process can become experimentally cumbersome;
however, it is precisely this timedependencyofSe that provides us themeans to distin-
guish between different thermoelectric phenomena taking place inside the complex,
magnetic nanofluids.

16.2.2 Experimental Determination of Eastman Entropy
of Transfer in Ferrofluids

In 2015, Huang et al. have published the first experimental study on the Seebeck
coefficient (Se

ini) in ferrofluids, combined with the corresponding Soret coefficient
ST [31]. The ferrofluids used here consist of charge-stabilized nanoparticles dispersed
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Fig. 16.2 Schematic image of thermoelectric measurement principle used in the experimental
studies presented in this chapter. Cell parts: � heat exchanger, � heating/cooling module, � heat
sink and � electrodes in contact with the liquid

in dimethyl sulfoxide (DMSO) and ferrocene/ferrocenium (Fe(C5H5)2/[Fe(C5H52]+)
were used as a redox couple. The Soret coefficient was obtained via forced Rayleigh
scattering technique, which also gives an access to the NPs diffusion coefficients
(cite Demouchy).

Both coefficients were measured as a function of magnetic nanoparticles volume
fraction, φ and presented in Fig. 16.3. The Seebeck coefficient at zero nanoparticle
concentration, Seini(φ), corresponds to the thermogalvanic potential of the redox
couple. The change in Seini is due to the presence of nanoparticles, i.e. Seini(φ) -
Seini(0) and ST(φ) were fitted using the theoretical model (as discussed above) from
which, the nanoparticle’s effective electrophoretic charge number Ŝ0 and theEastman
entropy of transfer Ŝo were extracted.

As can be seen from Fig. 16.3, the values of the Eastman entropy of transfer
determined independently from the Soret and Seebeck coefficient measurements
are in quantitative agreement confirming the common physical origin of the two
phenomena. Furthermore, the determined Ŝ0 value is quite large, ~75 meV.K−1, a
few orders of magnitude larger than those of small electrolyte ions. This observation
further endorses the supposition that the thermodiffusion of charged nanoparticles
with large Eastman entropy of transfer (and large effective charge number) can influ-
ence both the thermodiffusive and thermoelectric properties of colloidal solutions.
Although the Seebeck coefficient was found to decrease, unfortunately, in this partic-
ular ferrofluid, this study served to open a new route in the thermoelectric materials
research and development.
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Fig. 16.3 (Top) Seini

measured at 30, 40 and 50 °C
as a function of NP
concentration (volume
fraction). (Middle) ST as a
function of NP concentration
(volume fraction) measured
at T = 23 °C. The inset:
Diffusion coefficient of
magnetic nanoparticles in
DMSO also obtained from
the forced Rayleigh
scattering measurements. In
both graphs, the solid lines
are the fitting results using
the model equations
presented in the previous
section. (Bottom) The values
of Eastman entropy of
transfer extracted from Seini

and ST using a common ξ0
value of 30

16.2.3 The Effect of Ionic Environment on the Initial
Seebeck Coefficient of Aqueous Ferrofluids

In this example, the effect of ionic environment on Ŝ0, and ξ0 (and ultimately, the
Seebeck coefficient) was explored in aqueous ferrofluids by changing the counterions
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Fig. 16.4 Measured Soret
coefficient ratio, ST/χ, of
citrate-coated nanoparticles
dispersed in water at room
temperature as a function of
Ŝ/kBT of the counterions in
the ferrofluid. φ~0.043 was
used for all ferrofluids.
(Image reproduced from[30],
© Elservier 2016)

used to stabilize the colloidal magnetic nanoparticles. The nanoparticle material
(maghemite) and size, as well as the pH level of the solution were identical for both
ferrofluids, and only the counterion types are modified. This study was motivated
by the work by Filomeno et al., where the effect of counterions on the magnitude
and the sign of the nanoparticles Soret coefficients was demonstrated in a series of
aqueous ferrofluids [30].

In their study, four monovalent counterions were explored; Li+, Na+, TMA+

(tetramethyl ammonium) andTBA+ (tetrabutyl ammonium) in the order of increasing
ion size. In sum, it was concluded that by changing the size of the counterion, the Ŝ0
can be tuned from a “larger, positive” (thermophobic) value for TBA-coated NPs to
a “smaller, negative” (thermophilic) value for Li-coated ones. The effective charge
number of the particles was also affected, showing a larger value for TBA-ions than
for Li-ions (Figs. 16.4).

Here, we have taken these two counterions, TBuA+ and Li+, which resulted in
the extreme ST values to verify the impact on the Seebeck coefficient counterpart.
As expected, the concentration dependence of the initial Seebeck coefficient in these
ferrofluids behave dissimilarly between the two counterion types (Fig. 16.5). Note
that a small amount of ferro/ferricyanide redox couple was added to the solutions.

In the case of ferrofluids with TBA+ as counterions, Seiniincrease as much as
15% by the inclusion of nanoparticles at a volume fraction of 1%. On the other
hand, with Li+ as counterions, no appreciable change was observed. The difference
between the two ferrofluids can be explained in terms of 1) large Eastman entropy
of transfer values of nanoparticles (14 meV/K) and TBA+; and 2) a large effective
electrophoretic charge (estimated to be of the order of −300 of nanoparticle in the
presence of TBA-ions. This study highlights the importance of the ionic environment
on Ŝ and ξ of magnetic nanoparticles. With a proper control of such parameters, one
can indeed increase the thermoelectric power of liquid thermocells.
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Fig. 16.5 Normalized initial state Seebeck coefficient as a function of φ with Li+ (top) and TBA+

(bottom) counterions measured at three different temperature values. Seini(0) values indicated in
the inset correspond to the thermogalvanic potential of ferro/ferricyanide redox couple in water.
The inset shows the experimentally determined electrical conductivity of the ferrofluid (with TBA+

counterion) as a function of nanoparticle concentration

16.2.4 Magnetic Nanoparticle Adsorption Phenomena
at the Liquid/metal Interface

While the initial Seebeck coefficient analysis leads to a conclusion coherent with
the existing theoretical model, the time evolution of Se and the steady-state values
exhibited surprising behaviour. First, the apparent steady state is reached only 6–8 h
after the application of temperature gradient. Considering the diffusion coefficient
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Fig. 16.6 Normalized “apparent” steady state Seebeck coefficient as a function of nanoparticle
concentration for ferrofluid samples containing Li+ (blue) and TBA+ (red) counterions. (Image
taken from [11] © Elsevier 2017)

of nanoparticles in water (DNP = 10–11 m2 s−1) and the characteristic length of the
thermocell (l = 6 mm), it should take τ = l2/(π2DNP) = 100 h for the magnetic
nanoparticles reach the true Soret equilibrium state. Moreover, in thermodiffusion
measurements on ferrofluids with a comparable experimental parameter (in terms
of cell size, fluid and particle characteristics), nanoparticles are found to continue
to thermodiffuse over several days and longer [28]. Secondly, according to 16.5, the
Sest should only depend on the redox couples and thus one would expect Sest(φ) to be
constant (and close to Seini((0)), regardless of the nanoparticle concentration. While
the sample containing Li+ counterions Sest(φ) is nearly concentration independent
at all temperatures studies, the sample with TBA+ counterion shows a minimum
around φ = 0.001% (Fig. 16.6). Additionally, the Sest(φ) behaviour above φ =
0.001 resembles that of Seini(φ) very closely.

The numerical simulations on the nanoparticle concentration performed on two
concentration values (φ = 0.004 and 0.01) confirm that the NP distribution in the
bulk is indeed much closer to that of the initial state after the time lapse of 6–8 h
(i.e. t ~ 0.1 τ ) as seen in Fig. 16.6. In other words, the experimentally determined
“apparent” stationary state corresponds to a physical phenomenon different from the
Soret equilibrium, and this effect saturates beyond a critical concentration value of
about 0.001 (Fig. 16.7).

At present, it is supposed that the apparent steady state is due to the magnetic
nanoparticles adsorption (at the electrodes) modifying the ionic environment at the
hot and the cold electrodes asymmetrically. As the redox reaction entropy (16.18)
depends on the ionic strength surrounding the redox couple, this results in the modi-
fication of the Nernst term, �rcS. Once a critical concentration value is reached,
however, the electrostatic repulsion created by the already adsorbed nanoparticles
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Fig. 16.7 Time evolution of the concentration under a temperature gradient of 10K (applied at t =0)
calculated at three different locations within a thermocell. Two starting nanoparticle concentrations
(0.01 and 0.004) are considered. (Image taken from [11] Elsevier 2017.) ©
/Credit>

prevents additional particles from approaching, resulting in a saturation observed for
φ = 0.001.

16.2.5 Magnetic Field Effect (3 Pages)

Theoretical investigation on the magnetic field effect on the Seebeck coefficient
has been carried out starting from Onsager’s theorem applied to liquid electrolyte
systems. A full derivation of the model is out of scope of the present chapter, and
here we will only indicate the final expression on the diffusion coefficient, Di, the
Eastman entropy of transfer, Ŝi and the effective electrophoretic number ξ i under the
influence of magnetic field, H.

Di (ϕi , H) = D0
i (ϕi )

(
1

χC S(ϕi )
− αλ(ϕi , H) + δ.βλ(ϕi , H)

)

(16.17)

Ŝi (ϕi , H) = Ŝ0
i (ϕi ) + kB(S1(ϕi , H) − δ.S2(ϕi , H))

1
χC S(ϕi )

− αλ(ϕi , H) + δ.βλ(ϕi , H)
(16.18)

ξi (ϕi , H) = ξ 0
i (ϕi )

1
χC S(ϕi )

− αλ(ϕi , H) + δ.βλ(ϕi , H)
(16.19)
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where D0
i (ϕi ), Ŝ0

i (ϕi ) and ξ 0
i (ϕi ) refer to the corresponding quantities in the absence

of applied magnetic field. The field-dependent modifications, externally applied
field and dipolar interactions, are contained in the parameters αλ, S1, βλ and S2.
These terms appear as the magnetic component of the chemical potential gradient
in response to �∇ϕ (αλ), to �∇T (S1) and βλ and S2 both arise from the local field
perturbations. δ is a Kronecker-like parameter which is equal to 0 if the temperature
and field gradients are perpendicular to one another and to -1 if the two gradients are
in parallel. While more detailed derivations and the exact forms of these parameters
are be found in [24], here we simply show the qualitative behaviour as a function of
magnetic field, expressed in terms of the Langevin parameter, x (Fig. 16.8).

The field-dependent values of Di, Ŝi and ξ i are expected to modify the initial
(internal) Seebeck coefficient of ferrofluids as described in 16.8 and 16.10. The
next step will compare these theoretical models to the experimental measurements.
Preliminary results (cite thesis Salez) indicate, however, that the application of
magnetic field not only influence the internal electric field (as predicted here) but
also induce field-dependent nanoparticle layering, in addition to the temperature
gradient-induced adsorption effect already described in the previous section.

16.3 Future Research Direction and Perspectives

16.3.1 Fundamental Challenge—Understanding
the Phenomena Through Theoretical
and Experimental Explorations

The thermoelectric potential production in ferrofluids and other charged nanofluids
arise from multiple components (electrolytes, nanoparticles, redox couples, etc.),
thermoelectric phenomena (thermogalvanic effect, thermodiffusion, electrostatic
adsoption, magneto-diffusion, etc.) and the interplay between them. The underlying
mechanisms of these newly discovered phenomena are only beginning to be under-
stood. Thus, theoretical/mathematical modelling and simulations of constituents at
multiscale levels, from molecular orbital interactions to collective thermodiffusion
of particles, as well as the formation of adsorption layers at the liquid/electrode
interface will become crucial for building foundational knowledge for the proposed
magnetothermoelectric materials research in liquids. A few other experiments were
performed on the Seebeck effect and TE electricity production using ferrofluids
[39] and other nanofluids [40, 41], which have brought into light rather unexpected
and new phenomena such as a field-dependent layering (may be similar to what is
described (numerical simulation) by Richardi and Weiss [42]) and a percolation of
nano-objects.Withall, it is truly an uncharted and exciting field of research to explore.
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Fig. 16.8 Functions Al and S1 (top panel) and bl and S2 (bottom panel) as a function of Langevin
parameter x. Here the particle concentration ϕ is fixed to 0.01. The parameters l and zdd represent
the non-dimensional proportionality coefficient and the dipolar interaction parameter whose values
are close to 0.22 and 4.3 for aqueous ferrofluids as determined experimentally by [35–38]. More
explanation can be found in [24]

16.3.2 Possible Research Directions in Light of Increasing
Thermoelectric Energy Conversion Efficiency

From the application point of view, we have seen that by selecting the right combi-
nation of electrolytes, one can tune the Eastman entropy of transfer and the effective
charge number ofmagnetic nanoparticles to enhance the initial Seebeck coefficient by
15%. Since, for the first approximation, the efficiency of a thermocell is proportional
to the figure of merit (see 16.1) and therefore to the Seebeck coefficient squared, one
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can expect a 30% efficiency increase. Within the existing theoretical framework, the
increase in Seini is ascribed to the large Eastman entropy of transfer and possibly
a large effective surface charge of magnetic nanoparticles. As the thermodiffusion
term is lost from the thermoelectric potential once the steady state is reached, it is
desirable to operate the thermocell in its (close to) initial state; a condition that can
easily be achieved in a flow-cell.

A promising technological path for the future exploration of ferrofluids as a ther-
moelectric material can be found in combining magnetic nanoparticles with ionic
liquids introduced at the beginning of this chapter. The use of ionic liquids will
expand both the operation temperature and the voltage (and thus power) range of
liquid thermoelectric devices due to their higher boiling temperature and the electro-
chemical stability. There are only a few examples of IL-based ferrofluids in existence
today, either charge-stabilized or with surfactants (see for example [43–46]) but the
Seebeck coefficient (thermogalvanic or thermodiffusion) has not been examined for
any of them. The preliminary results obtained in an ionic liquid ferrofluid (based on
EAN (ethylammonium acetate) containing maghemite nanoparticles with a redox
couple of I2/I− shows a maximum initial Seebeck coefficient at the particle (volume)
concentration as small as 0.005 (of about 60% increase) whose origin is yet to be
confirmed [39].

Another interesting thermoelectric application route for ferrofluids is that of ther-
mally chargeable (super)capacitors [47–49]. In the absence of a redox couple, the
electrons cannot be extracted from the liquids. In that case, a thermocell will func-
tion as a capacitor, where electric charges are stored at the electrode/liquid interface
through an electronic double layer (EDL) effect. The asymmetry in the EDL at two
electrodes is induced due to the temperature difference applied across the thermo-
cell. The temperature (gradient)-dependent adsorption of magnetic nanoparticles as
discussed in this chapter is a very promising candidate for amplifying the EDL in
thermocells.

In addition to these, there are alternative and uniqueways to improve the efficiency
of liquid thermoelectric materials. In fact, in a liquid and non-Ohmic conductor, the
electrical conductivity to be included in the ZT calculation is that of the redox couple
(at a low frequency), rather than the ionic conductivity of the liquid itself. The more
realistic figure of merit ZT for a thermocell is proposed [10]:

Z T ∗ = Se2.z2.e2D.n

kB .κ
T (16.20)

D, z and n are the diffusion coefficient, the effective charge number and the
number concentration of the slowest species of the redox couple and κ is the thermal
conductivity of the liquid. This expression is suitable for a thermocell in the absence
of convection. A more general the above expression should be modified to include
the convection term to:

Z T ∗ = Se2.l

Rexp.A.κ.Nu
T (16.21)
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With Rexp the experimentally determined resistance of the cell (from an I-V curve,
for example), l and A are the thermocell constant (length and the effective electrode
area, respectively) andNu is the Nusselt number, which equals to unity in the absence
of convection. Note that while the convection (Nu > 1) will increase the effective
thermal conductivity, it also helps to increase the mass transport of the redox couples
(thus reduces the Rexp). In certain cases, it is found that the reduction in Rexp is
larger than the increase in k, resulting in the enhancement of ZT* of the thermocell
[39, 50]. Therefore, in addition to improving the materials’ intrinsic thermoelectric
property,many opportunities exist in the device engineering (cell dimensions, heating
directions, etc.) for improving the performance of liquid thermocells.

Last, but not least, the application of magnetic field is known to increase the
Soret coefficients of ferrofluids and influence the layering behaviour of nanoparticles
near the electrodes. These experimental observations further encourage the use of
magnetic nanoparticles’ unique and tunable properties [51] in the development of
magnetothermoelectric energy conversion applications.
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Chapter 17
Nanocomposites for Permanent Magnets

Isabelle de Moraes and Nora M. Dempsey

Abstract Permanent magnets are exploited in a variety of devices (e.g. motors,
generators, sensors, actuators) used in various fields of applications including trans-
portation (e.g. (hybrid)electric vehicles), energy management (wind turbines…)
and information technology (e.g. hard disc drives). Permanent magnet research
today is concerned with improving the performance of magnets based on various
hard magnetic phases while reducing dependence on any critical materials used.
Nanocompositemagnetswhich combine a high coercivity hardmagnetic phasewith a
highmagnetisation softmagnetic phaseholdgreat potential to rise to this challenge. In
this chapter, we briefly outline the history of permanentmagnets and explain the basic
physical concepts behind nanocomposite permanentmagnets.We recall themetallur-
gical and physical vapour deposition synthesis routes used to fabricate bulk and thin
film nanocomposites, respectively. We then focus on chemical synthesis methods
which offer the possibility to produce hard and soft magnetic nanoparticles or core-
shell nanoparticles that can be used as building blocks to fabricate bulk hard-soft
nanocomposites. We present three case studies concerning the fabrication and struc-
tural andmagnetic characterisation of FePt-Fe3Pt, FePd-Fe and SmCo5-Fe nanocom-
posites. We wrap up the chapter with an outline of the challenges faced in producing
hard-soft nanocomposite magnets using chemically synthesised nanoparticles, and
an overview of the advanced magnetic characterisation tools being used to study the
complex magnetisation reversal processes at play in hard-soft nanocomposites.
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17.1 Permanent Magnets

17.1.1 A Brief History of Permanent Magnets

Permanent magnets are exploited in a wide variety of applications, ranging from
motors, generators, sensors, actuators, to simple latches. The defining character-
istic of a permanent magnet is its resistance to demagnetisation, which is quanti-
fied by its coercivity, Hc (Fig. 17.1). The strength of interaction between a magnet
and another object is proportional to its remanent magnetisation, μ0Mr (Fig. 17.1).
Both coercivity and remanent magnetisation are extrinsic properties, their upper
limits being set by the material’s intrinsic properties (anisotropy field and saturation
magnetisation), their actual values being determined by the magnet’s microstructure.
Magnetic anisotropy in magnets is due to either shape anisotropy or magnetocrys-
talline anisotropy, with much higher values achievable with the latter. The remanent
magnetisation of a magnet is reduced with respect to its saturation magnetisation
when the easy axes of individual grains are misaligned, and it is reduced with respect
to the saturationmagnetisation of the principle hardmagnetic phasewhen the volume
content of this phase is diluted by the presence of non-magnetic material or voids.
A magnet’s maximum energy product corresponds to twice the energy stored in the
stray field of themagnet, and it quantifies the work that can be done by themagnet. Its
value is given by the rectangle of maximum area in the second quadrant of the B–H
loop, where B is the magnetic flux density (Fig. 17.1). The maximum energy product
is a key figure ofmerit for comparingmagnets. The evolution in the room temperature
value of energy product achieved in bulk magnets over the last century (Fig. 17.2)
is due to the discovery of new hard magnetic phases with improved intrinsic proper-
ties and the development of appropriate microstructures through complex processing
techniques.

Steel and Alnico magnets exploit shape anisotropy, at the macroscopic scale in
the case of steel magnets (thus the familiar horse-shoe shape of these magnets),
at the nanoscale in the case of Alnico magnets (nanorods of CoFe in an AlNi-
basedmatrix). Both ferrites and rare earth-transitionmetal (RE-TM)magnets exploit

Fig. 17.1 Ideal hysteresis
loops for a permanent
magnet, M(H) and B(H),
where M is magnetisation
and B is magnetic flux
density. The maximum
possible energy product,
(BH)max, is represented by
the area of the largest square
that can be drawn in the
second quadrant
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Fig. 17.2 Evolution in the room temperature energy product, (BH)max, of hard magnetic materials
in the twentieth century [1]

magnetocrystalline anisotropy. The anisotropic 4f charge distributions in rare earth
ions together with strong spin-orbit coupling with the crystal electric field leads to
very high magnetocrystalline anisotropy in RE-TM phases [2]. While horse-shoe-
shaped steel magnets are now obsolete, the other classes of magnets represented
in Fig. 17.2 are used in a wide range of applications. Ferrite magnets are used in
devices such as motors, generators, actuators and latches, where their relatively low
energy densities are sufficient (e.g. hand-held tools). Ferrites dominate world magnet
production in tonnage. Alnicos are characterised by excellent temperature stability
of remanence and are used in applications where this is critical (e.g. metrology). The
emergence ofRE-TMmagnets has revolutionised the design ofmotors and generators
and they are used in devices where their elevated energy products and other particular
characteristics (e.g. high coercivity) off-set their relatively high cost. They account
for the largest fraction of the magnet market in terms of revenue. The first mass
market application of SmCo magnets was in the Sony walk-man, while now they
are used in applications with extreme requirements such for very high-temperature
use (>200 °C), very high resistance to demagnetisation (>2T), or very small magnets
(mm to sub-mm range) produced by machining of bulk magnets. For applications in
which energy density is a premium, NdFeB magnets are the magnets of choice. The
first large-scale use of NdFeB magnets was in the voice-coil motors of computers,
and they played a real role in reducing the size ofmobile devices including computers
and phones. The typicalweight forNdFeBmagnets used in these applications is in the
gram range. Note that what are referred to as “NdFeB”magnets typically also contain
Pr (another RE with properties similar to Nd), as well as minor additions of elements
such as Al, Cu and Ga, that serve to produce an appropriate microstructure. The next
big use to emerge for NdFeB-based magnets was in the generators and motors of
hybrid electric vehicles (1 kg-range) and then in gearless wind turbines (1 tonne-
range). The growth in room temperature energy product, which effectively doubled
in value every 12 years in the last century (Fig. 17.2), has been practically stagnant
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over the last 20 years. This is because, despite extensive searches for ternary and
quaternary phases containing RE and TM elements, no new magnetic phases having
intrinsic properties better than those of Nd2Fe14B have been discovered.

The maximum operating temperature of NdFeB-based magnets in hybrid electric
vehicles and wind turbines reaches as high as 180°C. The coercivity of RE-TM
magnets decreases with increasing temperature, and to maintain sufficient coercivity
at elevated temperature, magnet manufacturers increased the anisotropy of the main
hard magnetic phase (R2Fe14B) through a partial substitution of Nd, which is a
light rare earth (LRE) element, by a heavy rare earth (HRE) such as Dy or Tb.
One drawback of substituting HRE for LRE is that the remanent magnetisation of
the magnet is reduced, because while the moments on LRE atoms align parallel
to the moments on the Fe atoms in the R2Fe14B phase, those of HRE align anti-
parallel. Another major concern with HRE substitution is that HREs are much less
abundant, and thus much more expensive, than LREs. The growing demand for
certain LREs and HREs for use in magnets and in other applications (e.g. lighting
and visual displays, catalysers…) coupled with limited mining and separation of
REs, essentially concentrated in China, led to the so-called RE-crisis. The cost and
supply risks associated with REs have been a driving factor in defining the main
directions in permanent magnet research today (Fig. 17.3). The rest of this chapter
deals with one specific research direction, namely the development of hard—soft
magnetic nanocomposites.

17.1.2 Hard—Soft Magnetic Nanocomposites

Following an experimental report by Coehoorn on the attainment ofMr /Ms values of
over 0.5 and coercivity of 0.3T in isotropic Fe3B–Fe–Nd2Fe14B magnets containing
just 15 vol.% hard magnetic phase [3], Kneller and Hawig proposed an approach to
significantly increase the energy product of permanent magnets. Their idea was to
produce a nanostructured composite material that combines a hard magnetic phase
exchange coupled to a high magnetisation soft phase [4], as illustrated in Fig. 17.4.
They showed that the length scale of the soft phase should be roughly of the order
of the domain wall width of the hard phase, i.e. a few nanometres. The application
of an external field to an exchange coupled hard-soft nanocomposite will produce a
twisted spin state in the soft material, and upon removal of the external field, the twist
will spring back to the original state of full remanence, giving rise to the term “spring
magnet” (Fig. 17.4—right). The conceptwas further developedbySkomski andCoey,
who predicted that it may be possible to achieve an energy product in excess of a
megajoule per cubic metre in an optimised textured Sm2Fe17N3/Fe65Co35 hard/soft
nanocomposite [5]. Skomski recently revisited the idea of predicting the ideal nanos-
tructure of aligned hard/soft nanocomposites and found that soft-in-hard structures
should have higher coercivity than hard-in-soft structures and that ideal nanostruc-
tures should be made of soft cubes or long soft rods [6]. The intrinsic magnetic
properties of candidate hard and soft magnetic materials are listed in Table 17.1.
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Fig. 17.3 Current directions in magnet research

Fig. 17.4 Schematic of an exchange coupled nanocomposite “spring” magnet [7]
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Table 17.1 Intrinsic properties of various soft magnetic and hard magnetic phases

Material μ0Ms(T) μ0Ms(emu/g) K1(MJ/m3) δw(nm)

Soft magnetic phases

Co 1.81 161 0.410 24

Fe 2.15 218 0.048 64

Fe65Co35 2.45 240 0.018 90

Fe20Ni80 1.00 93 – 0.002 2000

Fe3Pt 1.83 125 – 0.4 15

Fe3O4 0.63 92 – 0.013 73

Hard magnetic phases

Nd2Fe14B 1.61 171 4.9 3.9

SmCo5 1.07 110 17.2 3.6

Sm2Co17 1.25 120 3.3 10

CoFe2O4 0.56 80 0.18 13

SrFe12O19 0.48 71 0.35 14

BaFe12O19 0.48 71 0.33 14

FePt 1.43 74 6.6 3.7

CoPt 1.00 50 4.9 5.0

Sm2Fe17N3 1.54 157 8.6 3.7

FePd 1.41 114 1.7 10

FeNi (L10) 1.6 154 1.0 –

Much effort has gone into fabricating hard-soft nanocomposite permanent
magnets using a range of processing techniques based on (a) bulk metallurgical
synthesis, (b) physical vapour deposition and (c) chemical synthesis. The bulk metal-
lurgical synthesis route includes techniques already used in magnet fabrication (e.g.
melt spinning) and the mass production of amorphous materials (e.g. ball milling)
and could thus be considered a natural extension of today’s magnet manufacturing
industry. However, the maximum energy product of the attained hard-soft nanocom-
posites achieved to date is not better than that of single-phase magnets. This can
be attributed to the technical challenges faced in preparing textured materials, to
reach high remanence, with grain size below 10 nm, needed to reach coercivity in
excess of 1T. The physical vapour deposition route is only suitable for the fabri-
cation of thin and thick films. On the one hand, films can serve as model systems
to study the link between micro/nanostructure and extrinsic magnetic properties in
nanocompositematerials [8]. On the other hand, there is huge potential for their use in
micro/nanosystems requiring high energy density but compact magnetic flux sources
[9]. In this chapter, we chose to focus our attention on the chemical synthesis of hard-
soft nanocomposite permanent magnets, but before presenting cases studies from
literature, we will very briefly recall studies related to bulk metallurgical synthesis
and physical vapour deposition of hard/soft nanocomposites.
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(a) Bulk metallurgical synthesis

Examples of bulk metallurgical processing include work onmelt spinning to produce
NdFeB–Fe [10–12], mechanical alloying to produce SmFeN–Fe [13], splat cooling
to produce RE2TM14B/Fe3B [14] and ball milling to produce SmCo–Fe [15, 16] and
NdFeB–Fe [17]. In all these studies, the influence of sample composition, prepara-
tion and annealing conditions on phase formation, phase content and microstructure
(grain size) was probed. While cold welding limits the lower particle size achievable
in classical ball milling to some hundreds of nm and more, surfactant assisted ball
milling was developed to produce nanometre sized coercive SmCo and NdFeB hard
magnetic particles [18, 19]. The motivation for this pioneering work was to fabricate
nanocomposite magnets in a bottom-up approach by blending hard and soft magnetic
nanopowders. The very small grain size reached constituted a significant advance
of this type of approach, but the isotropic nature of the samples greatly limited the
energy product value achieved. An increase in remanent magnetisation by nanopar-
ticle alignment under magnetic field was reported [20]. More details on advances in
bulk metallurgical synthesis of nanocomposites, including the use of novel powder
consolidation techniques, can be found in a recent review by Yue et al. [21].

(b) Thin film physical vapour deposition synthesis

Thin film fabrication techniques (sputtering, pulsed laser deposition, molecular beam
epitaxy) have been used to study the fabrication of hard-soft nanocomposites. Thin
film deposition has the advantage that full density samples can be produced and the
crystallographic texture of the hard magnetic layer can be controlled through depo-
sition conditions. Deposition onto heated substrates produces out-of-plane texture in
NdFeB films [22, 23], and most generally in-plane texture in SmCo films [24]. On
polycrystalline substrates, FePt films normally grow with [111] texture, but [001]
texture with the easy magnetisation axis perpendicular to the film plane may be
obtained by appropriate selection of the substrate [25]. The deposition of multilayer
structures allows us to combine materials of our choice, thus by-passing the phase
diagram, and the relative thickness of the different layers can be controlled by varying
the deposition conditions. Exchange coupling has been demonstrated in a number
of hard-soft multilayer stacks of different type, based on RFeB/Fe or RFeB/FeCo
[26–28], SmCo/Fe or SmCo/Co [29, 30], and FePt/Fe3Pt [31].

The deposition of in-flight-formed clusters has also been applied to the prepara-
tion of model hard magnetic materials. Cluster deposition may permit the crystalli-
sation of the hard magnetic phase without grain growth. It was initially applied to
the deposition of FePt nanoparticles [32]. More recently, YCo5 and SmCo5 nano-
magnets were prepared by this approach [33, 34]. The nanoparticles are essentially
monodisperse and they may be oriented under a magnetic field before landing on
the substrate surface. Hard nanocomposites have been obtained by embedding hard
HfCo7 nanoparticles in a soft FeCo matrix [35]. To date, the materials prepared
with this approach suffer from the fact that the matrix is soft, whereas soft magnetic
inclusions in a hard magnetic matrix are predicted to permit much higher values of
coercivity [6].
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17.2 Chemical Synthesis of Hard-Soft Nanocomposites

Chemical synthesis, using a range of solution chemistry techniques (precipitation,
hydride reduction, hydrothermal, reverse micelles, polyol, sol–gel, thermolysis,
photolysis, sonolysis, electrochemical/electrodeposition…) is applied to the fabri-
cation of a wide range of magnetic nanoparticles, including core-shell nanoparti-
cles [36–39]. These bottom-up fabrication approaches allow to tune the size, shape
and composition of the magnetic nanoparticles. Chemically synthesised magnetic
nanoparticles are now used to make ferrofluids for applications in seals, bearings,
dampers, stepper motors, loudspeakers and sensors [40]. In the field of bio-medicine,
they are used as contrast agents inmagnetic resonance imaging and formagnetic sepa-
ration in diagnostic kits,while their potential use in drug delivery andmagnetic hyper-
thermia in cancer treatment are being extensively explored [37–39]. Self-assembled
periodic arrays of magnetic nanoparticles are being studied for use as magnetic
recording media [39, 41], while they are also being considered for use in the ferrite
cores of high frequency electronic components [40] and in microwave devices [38].
Our interest in chemical synthesis lies in the fact that it offers the possibility to
produce hard and soft magnetic nanoparticles or core-shell nanoparticles that can be
used as building blocks to fabricate bulk hard-soft nanocomposites. The potential to
upscale chemical synthesis routes opens the possibility to fabricate bulk nanocom-
posite magnets on an industrial scale. A number of excellent review articles have
dealt with the chemical synthesis of hard-soft magnetic nanocomposites [21, 38, 39,
42]. Here, we have selected three case studies to highlight advances made and the
great potential which this approach holds for the fabrication of high-performance
permanent magnets.

17.2.1 Case Study #1—FePt/Fe3Pt Nanocomposites

This case study concerns the fabrication of FePt/Fe3Pt nanocomposites [43] and is
a follow on from the pioneering work by Sun and co-workers on the preparation
of monodisperse nanoparticles of FePt [41] and magnetite (Fe3O4) [44]. We will
begin by recalling the main results from these studies and will then describe the
self-assembly of these precursors and further processing steps developed to fabricate
hard-soft nanocomposites.

FePt nanoparticles were prepared from a mixture containing platinum acety-
lacetonate and iron pentacarbonyl. Reduction of the Pt(acac)2 (acac = acetylace-
tonate, CH3COCHCOCH3) by a diol and thermal decomposition of iron pentacar-
bonyl followed by addition of a flocculent (ethanol) led to the preceipitation of FePt
nanoparticles [41]. The addition of oleic acid and oleyl amine in the mixture served
to stabilise monodisperse nanoparticles of diameter 3 nm. The size of the nanopar-
ticles could be increased by adding additional reagents to 3 nm seed particles while
the composition of the nanoparticles could be tuned by adjusting the molar ratio of
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the Pt salt and the iron pentacarbonyl. Monodisperse nanoparticles of diameter up to
10 nm were isolated and purified by centrifugation and then redispersed at variable
concentrations in nonpolar solvents. If a drop of such a dispersion is spread on a
substrate and the carrier solvent is allowed to slowly evaporate, 3D superlattices of
FePt nanoparticles are produced. The as-produced FePt nanoparticles are chemically
disordered and thus magnetically soft. Annealing was used to transform the crystal
structure from face centred cubic to face centred tetragonal, and the evolution in the
XRD patterns of 1 μm-thick assemblies of 4 nm Fe52Pt48 nanoparticles, as a func-
tion of annealing temperature (for a fixed annealing time of 30 min.), is compared
in Fig. 17.5. The observed shift in the position of the (111) peaks together with the
evolution of the (001) and (110) peaks attests to the chemical ordering induced by
annealing, though only partial ordering is achieved below 500 °C. Increasing the
annealing temperature or the annealing time (data not shown) leads to increased
chemical ordering. Representative in-plane coercivity values of a series of 140-nm-
thick assemblies of 4 nm Fe52Pt48 nanoparticles, annealed in the same temperature
range and for the same time, are compared in Fig. 17.6. The gradual increase in
coercivity with annealing temperature is consistent with the concomitant increase
in chemical ordering evidenced by x-ray diffraction, which leads to an increase in
the magnetocrystalline anisotropy of the FePt phase. In-plane coercivity values of
another series of 140-nm-thick assemblies of 4 nm FexPt1–x nanoparticles of variable
composition are also shown in Fig. 17.6. The highest values of coercivity were found

Fig. 17.5 XRD patterns of
as-synthesised 4-nm
Fe52Pt48 particle assemblies
(a) and a series of similar
assemblies annealed under
N2 for 30 min at
temperatures of 450 °C (b),
500 °C (c), 550 °C (d), and
600 °C (e). The indexing is
based on tabulated fct FePt
reflections [41]
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Fig. 17.6 In-plane
coercivity values of
140-nm-thick assemblies of
4 nm FePt nanoparticles:
Curve A—as a function of
annealing temperature for a
fixed annealing time
(30 min.) and fixed
composition (Fe52Pt48);
Curve B—as a function of
composition for fixed
annealing conditions
(560 °C, 30 min.) [41]

for Fe-rich samples (x = 0.52–0.6), a trend also reported for FexPt1–x films prepared
by sputtering [45]. The maximum coercivity value was subsequently increased by
further tuning of the composition and annealing conditions [46].

The precursors for the soft magnetic phase, Fe3O4 nanoparticles, were prepared
by a high-temperature (265 °C) reaction of Fe(acac)3 (acac = acetylacetonate) in
phenyl ether in the presence of alcohol, oleic acid and oleylamine [44]. As with FePt
nanoparticles, the particle size can be increased by seedmediated growth. In this way,
monodisperse solutions of Fe304 nanoparticles with diameters in the range 4–20 nm
were prepared. The width of the XRD peaks of the nanoparticles decreased with
nanoparticle size (Fig. 17.7, curves a–d ) and estimates of the particle size from the
Scherrer formula were in good agreement with TEM observations (Fig. 17.8). The
thus synthesised Fe3O4 nanoparticles could be transformed to γ -Fe2O3 by annealing
under oxygen or to α-Fe by annealing under Ar + 5% H2 (Fig. 17.7, curves e , f ).
The saturation magnetisation of the transformed particles was estimated to be 70
and 186 emu/g, respectively, to be compared with 82 emu/g of the starting Fe3O4

nanoparticles. The apparent reduction in the saturation magnetisation of the α-Fe
nanoparticles compared to the value of 210 emu/g of bulk α-Fe may be attributed to
finite size effects [47] or surface oxidation [48].

Sun and co-workers thenwent on to exploit the progress theymade in the synthesis
of monodisperse hard and soft magnetic nanoparticles to fabricate FePt/Fe3Pt
nanocomposites [43]. To start, chemically disordered FePt and Fe3O4 nanoparti-
cles were mixed in hexane, and evaporation of the hexane or addition of ethanol was
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Fig. 17.7 X-ray diffraction
patterns of 4 nm (a), 8 nm
(b), 12 nm (c), 16 nm
(d) Fe3O4 nanoparticle
assemblies, and α-Fe2O3
nanoparticle assembly
(e) obtained from the
oxidation of a 16 nm Fe3O4
nanoparticle assembly under
oxygen at 250°C for 2 h,
α-Fe nanoparticle assembly
(f) obtained from the
reduction of a 16-nm Fe3O4
nanoparticle assembly under
Ar + H2 (5%) at 400 °C for
2 h [44]

Fig. 17.8 a TEM bright field image of a monolayer assembly of 16-nm Fe3O4 nanoparticles, and
b HRTEM image of a single Fe3O4 nanoparticle [44]

used to form 3D assemblies of the nanoparticles. The size and composition of the
FePt nanoparticles were fixed (4 nm, Fe58Pt42) while the size of the Fe3O4 nanopar-
ticles was varied from 4 to 12 nm and the mass ratio of Fe3O4 to FePt nanoparticles
was varied from 1:5 to 1:20. The overall structure of the binary 3D assemblies was
found to depend on the relative size of the nanoparticles. When both particle types
had the same size (4 nm), a hexagonal lattice was formed in which the Fe3O4 and
FePt nanoparticles occupied the sites of the lattice in a random fashion (Fig. 17.9a).
When the diameter of the Fe3O4 nanoparticles was twice that of the FePt nanopar-
ticles (8 nm: 4 nm), the bigger particles were typically surrounded by 6-8 smaller
particles, giving rise to local ordering (Fig. 17.9b). An even greater different in the
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Fig. 17.9 a–c TEM images of Fe3O4: Fe58Pt42 nanoparticle assemblies of mass ratio 1:10, the size
of the FePt is constant (4 nm) while that of the Fe3O4 nanoparticles was 4 nm, 8 nm and 12 nm,
respectively; d HRTEM image of a sintered FePt–Fe3Pt particle formed by annealing an assembly
made of 4 nm Fe3O4 and Fe58Pt42 nanoparticles [43]

particle size (12 nm: 4 nm) led to phase segregation (Fig. 17.9c). The assembly
structure was reported to be insensitive to the mass ratio, within the range studied.

Annealing of the assemblies under Ar+H2 (5%) at 650 °C for 1 h led to chemical
ordering of theFePt nanoparticles and to the reduction of Fe3O4 to formα-Fe.Desorp-
tion of the organic layers around the individual nanoparticles during the annealing
step resulted in sintering of the particles, which in turn led to partial inter-particle
diffusion. In the case of samples made with 4 nm and 8 nm Fe3O4 nanoparticles, this
diffusion transformed the α-Fe into soft magnetic Fe3Pt inclusions less than 10 nm in
size, dispersed in a hard magnetic FePt matrix, as evidenced by high resolution TEM
(Fig. 17.9d) and energy dispersive spectroscopy analysis. Selected area diffraction
analysis showed that the thus formed FePt/Fe3Pt nanocomposites are crystallograph-
ically isotropic. α-Fe particles larger than 20 nm in diameter were identified in the
samples made using 12 nm Fe3O4 nanoparticles, which can be attributed to phase
segregation during assembly of the constituent nanoparticles.
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Fig. 17.10 a Ms, Mr and Hc values of FePt–Fe3Pt nanocomposites made by annealing assemblies
of 4 nm Fe3O4 and Fe58Pt42 nanoparticles, plotted as a function of the mass ratio of the precursors.
b, c Hysteresis loops of FePt–Fe3Pt nanocomposites made by annealing assemblies of Fe3O4 and
Fe58Pt42 nanoparticles with a precursor mass ratio of 1:10 and an Fe3O4 nanoparticle size of 4 nm
and 12 nm, respectively [43]

The saturation magnetisation, remanent magnetisation and coercivity of FePt–
Fe3Pt nanocomposites formed by annealing an assembly of 4 nm nanoparticles
are plotted as a function of the mass ratio of Fe3O4 to Fe58Pt42 nanoparticles in
Fig. 17.10a. The values measured for pure Fe58Pt42 annealed assemblies are also
included, for comparison. The saturation magnetisation of the pure FePt sample is
15% lower than the value typically reported for bulk L10 FePt [45]. This is tentatively
attributed to size, composition or surface effects. It is worth noting that the coercivity
of the pure FePt sample reported in the nanocomposite study is more than twice that
reported in the earlier studies by Sun and co-workers. Though not discussed, they
may be due to a change in the annealing atmosphere from static nitrogen in the
earlier studies to flowing Ar + H2 in the present study. With increasing amount
of the soft magnetic precursor phase, the saturation magnetisation of the nanocom-
posites monotonically increases while the coercivity monotonically decreases. The
remanent magnetisation peaks for an intermediate precursor mass ratio of 1:10, at
a value which is 17% higher than that of the pure FePt sample. The Mr /Ms ratio of
all samples exceed 0.6, which is indicative of exchange coupling in these isotropic
samples.

The shape of the measured hysteresis loops was found to depend of the size of
the starting Fe3O4 nanoparticles. Those made from 4 nm (Fig. 17.10b) and 8 nm
(data not shown) particles showed single-phase magnetic behaviour, indicative of
exchange coupling between the hard magnetic matrix and the soft phase inclusions.
On the other hand, those made from 12 nm Fe3O4 nanoparticles showed distinct
two-phase behaviour (Fig. 17.10c) due to uncoupled switching of the hard and soft
phases of the composite structure, owing to phase segregation. These results are in
good agreement with the prediction that the soft phase inclusions of an exchange
coupled nanocomposite should have an upper size limit close to twice the domain
wall width of the hard phase, which is reported to be 3.7 nm for L10 FePt (Table 17.1).
The energy product of the Fe58Pt42/Fe3Pt nanocomposite with optimised properties
shown in Fig. 17.10b was estimated to be 20.1 MGOe, which is 37% higher than
that estimated for the single-phase Fe58Pt42 sample and over 50% higher than the
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theoretical value of non-exchange coupled isotropic L10 FePt. However, it is far
from the theoretical upper limit predicted for textured single-phase FePt (1/4μ0M2

s
= 390 kJ/m3 = 49MGOe). Nevertheless, this case study demonstrated the possibility
to use chemical synthesis to fabricate exchange coupled hard-soft nanocomposites.
Further improvements in the energy product can be expected with advances made
in powder compaction and the inducement of crystallographic texture in the hard
magnetic phase.

17.2.2 Case Study #2—FePd/α-Fe Nanocomposites

The second case study we selected to highlight concerns FePd/α-Fe nanocomposites
[49]. The chemical approach used to fabricate these nanocomposites is somewhat
different to the previous case and the authors used first-order reversal curve (FORC)
analysis to study the magnetic switching behaviour. While FePd has a slightly lower
magnetisation and significantly lowermagnetocrystalline anisotropy than FePt, it has
the advantage that according to its phase diagram it can co-exist with α-Fe, while the
annealing of α-Fe in proximity to FePt tends to transform high magnetisation α-Fe
into lower magnetisation Fe3Pt. The authors argued that the coexistence of FePd and
α-Fe in a thermodynamically stable state should favour the formation of coherent
interfaces. This is expected to improve exchange coupling compared to NdFeB or
FePt-based nanocomposites with amorphous or diffuse interfaces [50].

The sample preparation process began with fabrication of monodisperse
trioctylphosphine (TOP) coated Pd nanoparticles by thermal decomposition of a
Pd-surfactant complex [51]. Heterostructured Pd/γ-Fe2O3 nanoparticles, in which
one, two or three γ-Fe2O3 nanoparticles are attached to a Pd nanoparticle, were then
formed by dissolving the Pd nanoparticles in a solution of 1-octanol, Fe(acac)3, oley-
lamine and oleic acid and heating the solution (180 °C/1 h)while bubblingN2 through
it [52]. TEM images of Pd nanoparticles and heterostructured Pd/γ-Fe2O3 nanopar-
ticles are shown in Fig. 17.11. The Pd/γ-Fe2O3 nanoparticles were then mixed with
Pd nanoparticles in n-hexane, annealed under O3 (200 °C/2 h) to remove surface
organic ligands and then annealed (10 h) at various temperatures under Ar + H2.
The volume fraction of the soft and hard phases was varied by changing the relative
amount of Pd and Pd/γ-Fe2O3 nanoparticles in the mixture (Fig. 17.12). The second
annealing step caused reduction of the γ-Fe2O3 and interfacial atom diffusion to
form FePd/α-Fe and led to chemical ordering in the FePd phase, though too high a
temperature (823K) led to disordering of the phase, as evidenced by x-ray diffraction
(Fig. 17.13a). Increasing the annealing temperature also led to an increase in grain
size of both phases to above 30 nm, as estimated fromScherrer formula analysis of the
XRD patterns (Fig. 17.13b), and confirmed by TEM analysis (data not shown). High
resolution TEM analysis of some select samples annealed at 723 K (data not show)
revealed an interfacial orientation relationship: α-Fe(110)//L10-FePd (111) and α-Fe
(111)//L10-FePd(110), which indicates that the close packed planes of both phases
are in coherent contact, though slightly distorted at the interface (lattice mismatch
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Fig. 17.11 TEM images of a Pd nanoparticles (4.9–0.3 nm) and b heterostructured Pd/γ-Fe2O3
nanoparticles (Fe/Pd molar ratio of 80/20) [49]

Fig. 17.12 Schematic illustration of the formation of FePd/Fe nanocomposites with different
FePd/Fe volume ratios from mixtures of Pd/γ-Fe2O3 heterostructured nanoparticles and pure Pd
nanoparticles [49]

4.7%). High resolution TEM analysis also revealed that annealing at 823 K led to a
loss of lattice coherency at the interfaces (data not show).

The influence of annealing temperature on the magnetic properties of composites
with 56 vol.% α-Fe is shown in Fig. 17.14. The samples annealed at the two lower
temperatures (723 K, 798 K) showed single-phase loops, indicative of exchange
coupling between the hard and soft constituent phases, while two-phase behaviour,
indicative of non-coherent switching of magnetisation, was found for the sample
annealed at the higher temperature (823 K). The reduction or loss in exchange
coupling compared to the samples annealed at lower temperatures was attributed
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Fig. 17.13 a XRD patterns of FePd/Fe (44/56) nanocomposites formed by annealing at 723,
773, and 823 K. b Crystalline size of FePd (diamond) and α-Fe (square) of FePd/Fe (44/56)
nanocomposites formed by annealing at various temperatures [49]

Fig. 17.14 Influence of annealing temperature on the MH loops of FePd/Fe nanocomposites with
56 vol.% soft phase. (a full loops, b zoom on low field regions) [49]

to the enlarged size of the soft grains, and possibly to chemical disordering of the
hard grains.

The influence of soft phase content on the magnetic properties of composites
annealed at 723 and 773 K is compared to those of a pure FePd sample in Fig. 17.15.
As may be expected, the saturation and remanent magnetisation values increase
with the soft phase content, while the coercivity decreases. Magetisation, coercivity
and maximum energy product values are plotted as a function of soft phase content
and annealing temperature in Fig. 17.16. The relative changes in these values are
attributed to variations in the grain size of the soft phase, which depends on both the
annealing temperature and volume content of the soft phase, and the degree of order of
the hard phase, which depends on the annealing temperature. The maximum energy
product value achieved was 10.3 MGOe, at an optimum annealing temperature of
773 K. Coalescence of α-Fe and disordering of the hard phase at the highest temper-
atures leads to a decrease in the average magnetic anisotropy of the nanocomposites
and negatively affects exchange coupling.
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Fig. 17.15 Influence of relative volume content on the MH loops of FePd/Fe nanocomposites
annealed at 723 K and 773 K. (a, c full loops, b, d zoom on 2nd quadrant) [49]

First-order reversal curve (FORC) analysis is a method based on hysteresis
measurements that can be used to characterise magnetic interactions and switching
field distributions [53]. It has been used to study magnetisation reversal in permanent
magnets [54] as well as hard-soft nanocomposites made by thin film deposition of
metallic multilayers [55] and chemical synthesis of oxides [56]. In this study, it was
used to probe exchange interactions in select FePd/α-Fe nanocomposite samples.
FORC diagrams of nanocomposites with 56 vol.% α-Fe annealed at two different
temperatures (773 K, 823 K) are shown in Fig. 17.17. Only one peak was observed in
the optimally annealed sample, indicating that the soft and hard phases are switching
together. The observed distribution in switching fields is attributed to a distribution
in the size of the constituent grains. The FORC diagram of the sample annealed at
the higher temperature is characterised by two distinct coercivity distribution peaks.
The peak centred around zero field is attributed to switching of the soft phase while
the peak at higher field is attributed to switching of the hard phase. The decoupled
switching can be explained by the fact that this sample has coarser α-Fe grains, which
are not well exchange coupled with their neighbouring hard grains. The fact that the
high field switching events are displaced below the Hc axis is attributed to magneto-
static interactions between the hard and soft grains [49]. This case study demonstrated
the possibility to use chemical synthesis to fabricate hard-soft nanocomposites with
coherent interfaces and has showcased the use of FORC analysis to study exchange
coupling between the hard and soft phases in such samples.
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Fig. 17.16 Annealing temperature dependency of the magnetic properties of FePd/Fe nanocom-
posites with various hard/soft phase volume fractions: a saturation magnetisation, Ms, b remanent
magnetisation, Mr, c Mr/Ms ratio, d coercivity, Hc, and e maximum energy product, BHmax [49]

17.2.3 Case Study #3—SmCo5/α-Fe Nanocomposites

While the first two case studies concerned composites with Pt or Pd-based hard
magnetic phases, our last case study involves a rare earth high anisotropy phase,
namely SmCo5 [57]. The preparation of rare earth-based phases by chemical routes
rather than classical metallurgical routes is challenging because of the high affinity of
rare earths for oxygen. Nevertheless, SmCo5 nanocrystals displaying hard magnetic
properties were produced by a combination of solution phase chemistry, to form
core/shell Co/Sm2O3 nanoparticles, followed by solid-solution high-temperature
reduction in the presence of metallic calcium [58]. A direct one-step chemical
synthesis method involving the reduction of metallic salts in a liquid polyol medium
was thendeveloped to fabricate air-stable coerciveSm–Conanoparticles of controlled
size, shape and chemical composition [59]. The main challenge in producing hard-
soft nanocomposites by chemical methods is to prevent growth in the size of the soft
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Fig. 17.17 FORC diagrams of FePd/Fe (44/56 vol.%) nanocomposites formed by annealing at
a 773 and b 823 K [49]

phase grains during the harsh reductive annealing step needed to form SmCo5. A
combined solution phase chemistry and calciothermic reduction approach, in which
Fe nanoparticles are temporarily coated to stabilize their size, has been success-
fully used to fabricate nanocomposites consisting of a high coercivity SmCo5 matrix
phase containing nanosized Fe inclusions [57]. Details of this case study will now
be presented.

The complete synthesis route used to fabricate SmCo5 − Fe nanocomposites is
illustrated in Fig. 17.18. Fe nanoparticles of 12 nm in diameter were synthesised by
decomposition of Fe(CO)5 in the presence of oleyamine and hexadecylammonium
chloride at 180 °C. The Fe nanoparticles were then coated in a 7-nm-thick layer of
SiO2 by controlled hydrolysis and condensation of tetraethyl orthosilicate (TEOS)
in the presence of ammonia. TEM images of the as-prepared Fe nanoparticles and

Fig. 17.18 Schematic illustration of the synthesis of SmCo5 − Fe nanocomposites by assem-
bling Sm(OH)3 nanorods, Co(OH)2 nanoplates, and Fe/SiO2 nanoparticles, followed by reductive
annealing, NaOH solution washing and compaction [57]
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Fig. 17.19 TEM images of 12 nm Fe nanoparticles as-prepared (a) and coated with 7 nm of SiO2
(c), XRD pattern of the as-prepared Fe nanoparticles (b) [57]

SiO2 coated Fe nanoparticles are shown in Fig. 17.19a, c while an XRD pattern of
the former is shown in Fig. 17.19b.

Rod-shaped Sm(OH)3 and platelet-shaped Co(OH)2 nanoparticles (Fig. 17.20a,
b) were fabricated by adding drops of NaOH to aqueous solutions of SmCl3 or CoCl2
at 100 °C and refluxing the reaction mixture. Reduction of a mixture of Sm(OH)3
and Co(OH)2 nanoparticles with a specific molar ratio, by heating at 850°C under
Ar and in the presence of calcium, leads to the formation of SmCo5. An XRD
diffraction pattern and hysteresis loop of thus formed nanocrystalline SmCo5 are
shown in Fig. 17.20c, d. To form SmCo5 − Fe nanocomposites, firstly Sm(OH)3 and
Co(OH)2 nanoparticles were mixed together with the SiO2 coated Fe nanoparticles
by sonication in ethanol. The ethanol was removed and the dry powder that remained
was ground together with calcium under argon, and then annealed at 850 °C. This
high-temperature annealing step led to calciothermic reduction of the hydroxides
and formation of SmCo5. The powder was cooled to room temperature, washed in
distilled water under Ar to remove CaO and subsequently sonicated in NaOH at
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Fig. 17.20 TEM image of Sm(OH)3 nanorods (a) and Co(OH)2 nanoplates (b). XRD pattern of
SmCo5 powder produced by calciothermic co-reduction of these hydroxide nanoparticles, compared
to the peak positions (red lines) expected for hexagonal SmCo5 (JPCDS No. 65-8981) (c); Room
temperature hysteresis loop of the SmCo5 powder (d) [57]

60 °C to remove the SiO2 coating from the Fe nanoparticles, and finally washed
under water and ethanol and then vacuum dried. The ratio of SmCo5 to Fe in the
resultant SmCo5 - Fe nanocomposites was controlled by varying the relative amount
of SiO2-coated Fe nanoparticles added to the mixture of Sm(OH)3 and Co(OH)2
nanoparticles. XRD patterns of samples with Fe content in the range 5–20 wt% are
compared with that of a pure SmCo5 sample in Fig. 17.21a, confirming that all the
nanocomposites prepared consisted of hexagonal SmCo5 and bcc α-Fe. High angle
annular dark field scanning TEM (HAADF-STEM) imaging together with elemental
mapping (Fig. 17.21b, c) showed that the composites consist of Fe inclusions of size
12–13 nm in a SmCo5 matrix, validating the temporary use of a SiO2 coating to
prevent coalescence of Fe nanoparticles or inter-diffusion with SmCo nanoparticles
during the high-temperature annealing process.

Hysteresis loops of SmCo5 - Fe nanocomposites with Fe content in the range 5–20
wt% are compared with that of a pure SmCo5 sample in Fig. 17.22a. The remanent
and saturation magnetisation values increase with Fe content, while the coercivity



424 I. de Moraes and N. M. Dempsey

Fig. 17.21 aXRDpatterns of SmCo5 −Fe (xwt%) composite with x= 0, 5, 10, and 20.bHAADF-
STEM image and c elemental mapping of the SmCo5 − Fe (10 wt%) nanocomposite (the overall
Fe content is 10 wt%, but the image shows an area enriched with Fe inclusions) [57]

Fig. 17.22 a Magnetisation curves of SmCo5 − Fe (x wt%) composite with x = 0, 5, 10, and 20.
b. Magnetisation curve of SmCo5 − Fe (10 wt%) before and after compaction at 300 K [57]
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decreases, all in a monotonic fashion. All the nanocomposites showed apparent two-
phase magnetic behaviour, despite the fact that the Fe inclusions should be small
enough to be fully exchange coupled to the hard magnetic matrix. The authors
suspected that the low field kink may be due to rotation of loosely packed Fe inclu-
sions, and thus, they pressed the nanocomposites at room temperature under 1.5 GPa.
This compaction step did indeed lead to an increase in the saturation magnetisation
and suppression of the low field kink (Fig. 17.22b), which is indicative of exchange
coupling between the soft inclusions and the hard matrix.

This case study has demonstrated the possibility to use chemical synthesis to
fabricate hard-soft nanocomposites in which a high magnetisation phase (α-Fe) is
stabilised within a hard matrix based on a RE-TM high anisotropy phase (SmCo5).
The soft-in-hard structure favours maximisation of coercivity while the temporary
use of a SiO2 shell to limit growth of Fe nanoparticles may facilitate the future
use of novel consolidation methods being studied to densify and texture magnetic
nanocomposites.

17.3 Challenges and Future Prospects for Hard-Soft
Nanocomposites

17.3.1 Outline of the Challenges Faced in Producing
Hard-Soft Nanocomposites

Key challenges facing the development of hard-soft nanocomposite magnets using
chemically synthesisednanoparticles are identified inFig. 17.23.The twomost urgent
challenges concern compaction to full density and alignment of the easy axes of the
hard magnetic grains, both of which impact directly on the remanence and thus
maximum energy product achievable. Both of these objectives are particularly chal-
lenging with nanoparticles. The coercivity values presently achieved in chemically
synthesised hard magnetic nanoparticles are far below the theoretical upper limit
given by the magnetocrystalline anisotropy of the hard magnetic phase. The coerciv-
ities reported for nanocomposites made using these hard magnetic nanoparticles are
further reduced. Increasing the coercivities of the hard magnetic precursors and the
final nanocomposites will increase the maximum energy product attainable and will
increase the upper temperature limit for application of the nanocomposite magnets.
Understanding magnetisation reversal in hard nanoparticles and hard/soft nanocom-
posites, with the aim to increase coercivity, will require advanced structural (e.g.
high resolution TEM, atom probe) and magnetic characterisation (see below) and
should be complemented with theoretical studies (e.g. micromagnetics).

The density, degree of alignment and coercivity values achieved in nanocomposite
magnets are all influenced by the compaction process used, through its impact on the
final nanostructure. A critical point here is to avoid grain growth which would lead to
decoupling of the hard and soft phases. Thus, high-temperature sintering, nowused to
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Fig. 17.23 Key challenges
facing the development of
hard-soft nanocomposite
magnets using chemically
synthesised nanoparticles

fabricate fully dense magnets by metallurgical routes, cannot be applied. Alternative
novel techniques for the compaction of nanocomposites will be discussed in more
detail below.

Upscaling the chemical synthesis of the nanoparticle precursors used as building
blocks to fabricate hard-soft nanocomposites is expected to impact on the structural
and magnetic properties of the nanoparticles. No doubt the processing conditions
will need to be re-optimised with respect to small-scale fabrication. Recycling of
precursors, solvents, reducing agents and other ingredients should be pursued to
limit the cost and potential environmental impact of large-scale chemical synthesis
of nanocomposite magnets.

Nd–Fe–B-based magnets have the highest room temperature maximum energy
product among all known magnets, thanks to a combination of high saturation
magnetisation and high magnetocrystalline anisotropy of the principle Nd2Fe14B
phase. What is more, the temperature range of application of such magnets can be
increased up to 200 °C through partial substitution of Nd with heavy rare earths (Dy,
Tb),which leads to an increase in themagnetocrystalline anisotropy of themain phase
[2]. Thus, the successful application of the chemical synthesis route to the fabrication
of nanocomposite magnets combining textured Nd2Fe14B-based nanograins with a
high volume content of high magnetisation α-Fe or FeCo nanograins could lead
to magnets with significantly enhanced energy products compared to today’s best
magnets. Surface modification of Nd2Fe14B nanoparticles with heavy rare earths
could lead to coercivity enhancement with a minimum use of strategic heavy rare
earths, reminiscent of today’s grain boundary diffusion processed magnets [60].
However, the chemical synthesis of RE-TMcompounds is challenging because of the
large difference in the reduction potential of transition metal and rare earth elements,
and ternary Nd2Fe14B is more challenging to prepare than binary Sm–Co phases.
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Sol-gel synthesis followed by high-temperature reduction-diffusion was reported to
lead to the formation of a mixture of Nd2Fe14B, Nd2Fe17 and α-Fe [61]. However,
further development is needed to produce pure Nd2Fe14B nanoparticles of control-
lable size with high remanent magnetisation and coercivity values. The chemical
synthesis of nanocomposites based on RE-lean (e.g. SmFe11-1Ti) or RE-free (MnBi,
FeNi, Fe16N2) phases having even mid-range magnetic properties is also very attrac-
tive. Their successful fabricationwould free upNd nowused in bondedNdFeB-based
magnets, allowing it to be reserved for where it is really needed, in very high energy
product magnets [62].

17.3.2 Compaction of Hard-Soft Nanocomposites

A number of novel compaction routes exploiting either low temperatures (down to
room temperature), short duration (down to microseconds) or high pressure (up to
tens of GPa) have been used for the consolidation of bulk nanostructured permanent
magnets, in most cases working with powders produced by melt spinning or high
energy ball milling [21]. Careful control of the processing parameters resulted in a
restraint of grain growth and in some cases actual grain refinement. Two such tech-
niques, namely spark plasma sintering (SPS) and high-pressure warm compaction
(HPWC), have been used for the consolidation of chemically synthesised nanocom-
posites. Spark plasma sintering was carried out on a mixture of fcc FePt and Fe3O4

nanoparticles under a pressure of 100MPa, for a duration of 600 s and in the tempera-
ture range 400–600 °C [63]. Chemical ordering of the FePt nanoparticles to form L10
started at 500°C and was almost complete at 600°C. The average grain size of FePt,
as estimated fromXRD analysis, increased from about 7 nm in samples consolidated
at 400°C to 17 nm in those consolidated at 600 °C. Fe2O3 remained in the samples
consolidated at 400 and 500 °C but it was suppressed in the sample consolidated at
600 °C (Fig. 17.24). The latter sample contained 13 vol.% Fe3Pt, formed by diffu-
sion between thermally reduced Fe2O3 and neighbouring FePt grains. Themaximum
density measured in these FePt/Fe3Pt hard/soft nanocomposite was 70% of theoret-
ical full density. It remains to be seen if SPS can be used to consolidate to full density
and with a higher soft phase volume content. High-pressure warm compaction was
also used to produce FePt/Fe3Pt by consolidation of a mixture of fcc FePt and Fe3O4

nanoparticles [64]. In this case, consolidation at 600 °C under a pressure of 3.8 GPa
led to about 95% of the theoretical full density of an FePt/Fe3Pt composite with
15% volume content of soft phase. The achievement of higher density with HPWC
compared to SPS is attributed to significant plastic deformation of the nanoparticles
under themuch higher pressure used inHPWC.Lessons learned from the compaction
of nanocrystalline powders produced by melt spinning or high energy ball milling
using a range of consolidation techniques (SPS, HPWC, shock wave compaction,
microwave compaction) [21] can guide the application of such techniques to the
fabrication of fully dense chemically synthesised nanocomposites.



428 I. de Moraes and N. M. Dempsey

Fig. 17.24 TEM images of mixtures of chemically synthesised fcc FePt and Fe3O4 nanoparticles
spark plasma sintered under a pressure of 100 MPa, for a duration of 600 s at 400°C (SPS400) and
600 °C (SPS600) [63]

17.3.3 Alignment of Hard-Soft Nanocomposites

Shortly after the discovery of the excellent hard magnetic properties of Nd2Fe14B, it
was shown that die-upset hot deformation of fully dense compacts of nanocrystalline
NdFeB leads to anisotropic grain shape and c-axis alignment along the deformation
direction, with the c-axis of each grain being the short axis [65]. The degree of align-
ment was subsequently shown to depend on the deformation temperature, degree
of deformation and deformation rate. Hot deformation was also applied to Sm–Co
magnets and it was shown that the degree of texture achieved depended on the compo-
sition and crystal structure, with practically no alignment for ordered Sm2Co17, and
successively greater alignment for disordered SmCo7, SmCo5 and Sm2Co7 [66].
The presence of a Nd-rich intergranular phase was reported to be important for
the inducement of texture in NdFeB samples while strong texture was reported in
SmCo5 samples having no Sm-rich phase. It was also shown that under fixed hot
deformation conditions, it is easier to induce texture in PrCo5 than in SmCo5. The
actual mechanism responsible for inducing texture during hot deformation in these
nanocrystallinematerials has not been clearly identified, though it has been suggested
that grain boundary mediated plasticity may play a role [21].

Some degree of texture inducement has been reported for consolidated hard-soft
nanocomposites made frommelt spun or ball milled precursors. Heating of a Nd-lean
amorphous NdFeB precursor under high pressure (6 GPa) led to the crystallisation of
aligned Nd2Fe14B grains together with α-Fe grains [67]. Partial c-axis alignment of
Nd2Fe14B was achieved in Nd2Fe14B/α-Fe nanocomposites compacted by SPS. Hot
deformation of Nd2Fe14B/α-Fe nanocomposites led to strong c-axis alignment of the
Nd2Fe14B grains for a low (2%) volume content of α-Fe, but increasing the volume
content of the soft phase to just 5% led to a significant reduction in alignment of the
hard phase [68]. However, hot deformation of an amorphous precursor led to c-axis
alignment of Nd2Fe14B grains in a Nd2Fe14B/α-Fe nanocomposite with 25 vol.%
soft phase. Texture inducement is attributed to preferential nucleation and growth of
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Nd2Fe14B crystals in the highly stressed amorphous matrix. As with single-phase
materials, more detailed studies are required to elucidate the texture inducing mech-
anism in nanocomposites during high-pressure compaction and hot deformation, and
the applicability of such routes to inducing texture in chemically synthesised precur-
sors needs to be assessed. Magnetic field alignment was used to induce texture in
SmCo5/α-Fe nanocomposites compacted by SPS [69]. In this case, alignment can be
explained by the strong out-of-plane (001) texture of the starting SmCo5 nanoflakes.

17.3.4 Advanced Magnetic Characterisation of Hard-Soft
Nanocomposites

Measurement of the major hysteresis loop of a magnet gives information about
its extrinsic magnetic properties (remanence, coercivity). In the case of hard-soft
nanocomposite magnets, exchange coupled systems are characterised by single-
phase hysteresis loops, while exchange decoupled systems are characterised by two-
phase hysteresis loops [4]. It is worth noting that dipolar interactions have been
shown to mask the presence of anisotropic soft phase inclusions in a hard magnetic
matrix [70]. Information about switching field distributions and magnetic interac-
tions between soft and hard phase components can be accessed by tracing minor
loops, such as in first-order reversal curve (FORC) analysis mentioned above, and in
recoil loop analysis. In the latter case, a sample previously saturated in positive field
is exposed to a negative field of a certain value; the field is reduced to zero, and then
brought back to the negative field value. The thus traced recoil loop is characterised
by its slope and it may be “open” or hysteretic, meaning the ascendant and descen-
dant curves do not coincide. Successive recoil loops can be measured by applying
progressively stronger reversed fields. Irreversible magnetisation reversal in single-
phase hard magnets leads to closed recoil loops characterised by low susceptibility
while reversible magnetisation reversal in the soft phase of hard-soft nanocomposite
magnets gives rise to high susceptibility recoil loops [4]. Hysteresis in the recoils
loops of hard-soft nanocomposite magnets has been attributed to a breakdown in
exchange coupling between the soft and hard phase, but mean field modelling indi-
cates that distributions in coercivity values and the relative volume fraction of the
two phases can also contribute to recoil loop hysteresis [71]. Recoil loop analysis
has been applied to hard-soft nanocomposites made by bulk metallurgical synthesis
[72, 73], and physical vapour deposition [8, 27, 74], and its application to hard-soft
nanocomposites made by chemical synthesis should help shed light onmagnetisation
reversal processes in thesematerials, and thus serve to guide the enhancement of their
magnetic performance through improved processing. What is more, micromagnetic
modelling could be used as a support tool in FORC [54] and recoil curve analysis
[8, 74] of chemically synthesised hard-soft nanocomposites.

Element selective magnetic measurement techniques allow studying magnetisa-
tion reversal in hard and soft phases independently.X-raymagnetic circular dichroism
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(XMCD) spectroscopy is one such technique [75]. XMCD was used to measure
reversal of the hard phase in hard/soft NdFeB and PrFeB-based ribbons, and compar-
ison with global magnetisation reversal curves measured by classical magnetometry
was used to extract soft phase reversal [76]. A spectacular illustration of full element
selective reversal was reported for hard/soft DyFe2/YFe2 heterostructures [77, 78].
XMCD was also used to study interphase exchange coupling in hard/soft Sm–Co/Fe
bilayerswith a gradient in the thickness of the Fe layer [79]. XMCDcan be performed
with soft (low energy) or hard (high energy) x-rays, the low probing depth of soft
x-rays limits it to surface studies while XMCD with hard x-rays can be used to
probe bulk properties. Hard X-ray MCD under high magnetic fields and at variable
temperature [80] holds great potential for the advanced magnetic characterisation of
hard-soft magnetic nanocomposites.

17.4 Conclusions

Despite much effort and some progress, the promise of the hard-soft nanocomposite
concept to produce ultra-strong magnets has not been realised to date. Initial efforts
were based on bulk metallurgical synthesis and physical vapour deposition. More
recently,much effort has gone into exploiting the unique advantages offered by chem-
ical synthesis, to prepare hard-soft nanocomposites with controlled size and compo-
sition of the constituent phases. So far, the approach has been successfully applied
to the fabrication of hard-soft composites with FePt (Pd) and SmCo-based hard
phases. Further enhancement of the energy product achieved requires compaction to
full density, alignment of the hard phase and increased coercivity, if such magnets
are to match or go beyond today’s high-performance NdFeB magnets. Extension
of the approach to form nanocomposite magnets with mid-range energy products,
based on a range of rare earth free hard magnetic materials, could free up rare earths
presently used in bonded magnets, for use in high energy product magnets. Chem-
ically synthesised hard-soft nanocomposite powders could also be used to make
micro/nanosized magnets, using emerging fabrication techniques such as micro-
magnetic imprinting [81] and 3D-printing [82], for applications in bio-medicine,
microrobotics and micro/nanosystems.
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