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Abstract. The ability to explain the behavior of a Machine Learning
(ML) model as a black box to people is becoming essential due to wide
usage of ML applications in critical areas ranging from medicine to com-
merce. Case-Based Reasoning (CBR) received a special interest among
other methods of providing explanations for model decisions due to the
fact that it can easily be paired with a black box and then can propose a
post-hoc explanation framework. In this paper, we propose a CBR-Based
method to not only explain a model decision but also provide recommen-
dations to the user in an easily understandable visual interface. Our eval-
uation of the method in a user study shows interesting results.
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1 Introduction

The ability to explain the behavior of a ML model to people is becoming essential
due to wide usage of ML applications in critical areas ranging from medicine to
commerce.

Most of the current explanation methods assign scores to input features, by
which features that have highest influence on the model’s decisions are identified.
Explaining the underlying reasons for an image classification model’s decision to
a human is easier than explaining the decision of a text classification model.

In an image, we can represent segments of the image as concepts [3], and
a model’s decision can be understood by a human if we explain it using these
concepts. For example, in an image of a girl, her hair is a concept, and it is
easily understandable for an AI novice if we explain to her that this part of the
image was the main reason that model thinks this is a picture of a girl. The
understandable concepts in text could be a sentence or paragraph, like saying
which sentence is the main reason for a model decision. But, in tabular data, it
is hard to explain the reasons for a model’s decision through concepts. We define
this difficulty as Feature Inability and Feature Ambiguity problems.
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Feature Inability: The first problem is that each feature in tabular data indi-
vidually (like a single pixel in an image) is not able to explain the reason behind
the model’s decision, and also unlike what a collection of pixels in images as
segments/super-pixel of image can do for understandability of an explanation,
a collection of features in tabular data is not quite understandable by a human
since finding the relations between the features is difficult.

Feature Ambiguity: Another problem is that the meaning of a feature solely
in tabular data might be ambiguous to a human, like a single pixel in an image
is. But, unlike images, in which a collection of coherent pixels makes it under-
standable for a human, in tabular data even a collection of features still doesn’t
change the ambiguity of the features. For instance, in an image of a dog, a single
pixel is not meaningful, but it is possible to select a segment of pixels (e.g., the
dog’s leg) which is understandable for a human. In tabular data, features are like
scattered pixels in that even a collection of them are possibly not understandable
to a human.

A collection of coherent pixels as a segment of an image shows relations
between the features/pixels in that segment which are understandable and mean-
ingful to human eyes. But in tabular data, even if there is a relation between two
features, it might be unclear to a human. And this is because of the nature of
images: images come from a real world object, so all features already are defined
and are put together, and there is an order that makes it easy to separate fea-
tures in meaningful segments. Also, in text data, we can see this meaningful
order and segmentation (e.g., sentence, paragraph) but not exactly like what
exists in images. In tabular data, there is no meaningful order and segmentation
in features. The two above mentioned issues also indicate the importance of a
visualization of the explanation that enables user to interpret the underlying
reasons for a model decision. A good explanation for a model’s prediction of an
instance may not be a complete explanation of all the reasons for the prediction,
but it could be a contrastive explanation comparing how the prediction is dif-
ferent from the prediction for another instance [11]. Another factor for a good
explanation could be providing a few recommendations to the user. For example,
if you apply for a loan and your application is rejected, you might want to not
only know the reasons but also to understand the agent’s reasoning in a bid to
strengthen your next application [9].

We propose a Hybrid method to address these issues for any probability-
based classification model. We first establish an explanation algorithm by taking
advantage of Facts and Foils concepts. Regarding explanations, people are not
only interested in why event P happened, they also want to know why not event
Q happened instead of event P . The event that did happen P is referred to as
Fact, and the contrasting event that did not happen Q is referred to as Foil [8].
A Foil could be any sample to be compared with a Fact. We consider the better
samples and the best sample in a Path-Based fashion to compare with a Fact.
This explanation exposes more hidden knowledge of the samples, model, and
data to users. Indeed, we try to answer three questions which may also be asked
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by the user, which are: why did a better event not happen; why did the best event
not happen; and an important question, which is how to touch these events. We
then present our Path-Based explanation with a visual interface which is easily
understandable for a user.

2 Related Works

CBR enables us to present a post-hoc mechanism to not only predict the model
result of a query case, but also explain the model’s decision by using examples
which are similar to the case with respect to the model. Indeed, CBR as a more
interpretable system can be paired with a black box in a way that provides
explanatory samples based on model prediction, to generate a twin-system [5].
Authors in [5] survey similar approaches that use CBR in a post-hoc fashion as
one particular solution to the eXplainable Artificial Intelligence (XAI) problem.
For example, [1] uses a learned model as distance metric to find explanatory
cases for an Artificial Neural Network (ANN) in the medical domain. Authors
use Euclidean distance to measure similarity between latent features (i.e., hid-
den units activation vector of ANN model) of the case to be explained and
all the training dataset, and then they present cases with small Euclidean dis-
tance to the query case as the similar cases to the query case to then explain
the ANN reasoning for the query case. In [12], authors select explanatory cases
based on their similarity in their local important features to the query case to be
explained. [2] evaluate the usefulness of CBR in terms of retrieving explanatory
cases to explain a prediction, and show that it is more convincing than an expla-
nation based on rules. Visualization of CBR-paired systems can even enhance
transparency and understandability of the proposed explanation. [10] show that
knowledge-intensive tasks require a better explanation than just a set of retried
cases. Local information of a query case that enables the user to easily identify
similarity of the cases must be visible to the user. [7] proposes a CBR system
able to classify a query case using an automatic algorithm, but also through
visual reasoning. Authors in [7] select similar cases from the feature/input space
of the model.

This work is inspired by [7], our approach in this context is a post-hoc app-
roach that explains the underlying reasons for a model decision, in which similar
points are selected in the model result/output space. In our approach the sam-
ples sit next to each other for a specific goal, which is to build a path from the
query case to the best case in each class. These samples are selected from the
candidate cases that their model results are close to, and a direct line in the
model output space is drawn between the query case result and the best case.
We only use three colors in the visual interface, which makes it easier for the
user to identify the dominant color. It also can be modified for colorblind people
by using different shapes for each color. Providing a path from the model output
of a query case to the best result of the model can depict an evolution process,
and in turn can help the user to understand how (s)he can get a better result
from the model. Furthermore, it can provide recommendations for this aim.
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3 Our Proposed Method

Providing a path from a model’s result of a sample case to the best result of
the model can depict an evolutionary process, and in turn can help the user
to understand how (s)he can get a better result from the model. Furthermore,
a path on which there are several cases from other classes implies a form of
analogical reasoning: Case-Based Reasoning (CBR) in which the solution for
a new case is determined using a database of previous known cases with their
solutions. Cases similar to the new case are retrieved from the database, and then
their solutions are adapted to the case. This situation provides an Interpretable
Classification, in which a user can classify the new case according to his own
knowledge and the knowledge retrieved from CBR. In this paper we do not use
CBR to classify new cases; we select similar/explanatory cases from the output of
a ML model to visually explain the model’s result for a query case. The proposed
visual interface aims at identifying what is the dominant color? However, this
explanation can either be a supporting or nonsupporting proof for the model
decision.

A path from a query case to the best case of each class in the model result
space provides a better understanding of the model due to evaluation of the
similar cases that appear on the path. A visual interactive explanation with an
embedded path that constructs CBR in ML results space provides a transparent
insight of the ML, which can be used also to evaluate different ML models. Each
specific model has its own best case, path, and explanatory cases on the path.

Assuming a classification model with N classes C = {C1, C2, .., CN} trained
on a training dataset and testing dataset, for a single case E as input to be
explained and its probability E′ as result of the model for that case, our expla-
nation algorithm works as follows: It selects two classes as default, the class of
the query case result and the class with the highest probability (the selection
can also be based on the user desire), and then it generates two paths, each one
from E′ to a point Mi which is the best result (i.e., highest probability) obtained
for a case in class Ci. A path is generated by connecting a collection of points
in the probability space that are very close to the direct line connecting E′ to
Mi in 3-Dimension space.

In general, the workflow of the approach has two steps. In the first step, a
3-Dim model results space is generated and two paths with similar cases in each
are indicated. In the second step, a visual explanation for input/query case is
presented.

First Step: Given a vector E = [e0, e1, e2, ..., eN−1] with N dimensions as a
distribution over N classes for a classification model with an input case pi, (a)
two classes C1 and C2 based on user desire or default classes are selected, and
the rest of the classes’ probabilities are reduced to one dimension e′

3 to generate
a new vector E′ = <e1, e2, e

′
3>. We use Multidimensional Scaling (MDS) for

dimension reduction to preserve distances involving the query case, (b) from
each class, the best sample is selected which is a result of the model for a sample
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Fig. 1. 2-dim visual illustration of paths and explanatory samples space.

that has highest probability in corresponding dimension of its distribution. (c)
two paths from E′ to C1 and C2 are conducted by identifying the nearest cases
to the path as Explanatory Cases (EC), shown in Fig. 1a. In order to depict
the evolution process for the sample case E′, each path is divided into several
areas, and from each area an EC is selected. Indeed, these ECs build the paths
through which we can see how features of a sample case are changed to reach
the best result in each class. Each EC is a case from the corresponding class for
which the result of the model is close to the direct line/path between E′ and
the best result in that class. Indeed, the path is a direct line in 3-Dim between
the model result of the query case and the best case, and ECs are the closest
point in model result space to this line. The Explanatory Cases are selected from
the testing data, which is a small portion of ground truth cases. This reduces
the computational/memory allocation cost (specially MDS cost), and it is able
to provide a comparable environment by using different and new testing data
that introduces new best cases, various paths and recommendations, which in
turn provides comparison metrics to evaluate different ML models. We select
ECs from inside different step areas separated with dotted lines perpendicular
to the paths shown in Fig. 1b. These areas are not necessarily equal areas, since
the distribution of ECs over an specific path is not normal, thus, the more
dense the distribution, the more ECs are selected. For example, assume that the
distribution of points close to the query case is dense(bigger cycles in Fig. 1b)
and density is being reduced by getting away from the query case. In this case,
more ECs are selected from the area around the query case. To implement this,
we first map all of the candidate ECs (i.e., close to the path) to a one-dim array,
and then by using a constant distance of index in the array we select one EC
from each area.

The distance between a point (model result) and direct line (path) is calcu-
lated using the following formula:

di =

�
�
�piE′ × s
�
�
�

|s| (1)
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Algorithm 1. Algorithm for recording the recommendations
function SuggRecord(E, ECi)

for all not equal f in Features(E, ECi) do
Combs = Coalitions(f, coalition length)

for c in Combs do
Swap(E, ECi, c)
dis1 = 1 - OneDimDistance(E′, pi)
dis3 = 1 - Euclidean(E′, pi)
min = 1 - (α × dis1 + (1 − α) × dis3)
Record f with lowest min

where pi = [pi0, pi1, pi2] is the probability vector of a candidate explanatory
case ECi, E′ is the query case, and s = [(e′

0 − pi0), (e′
1 − pi1), (e′

2 − pi2)] is the
directing vector of the line.

We use a weighted linear combination of Euclidean and one-dimensional dis-
tance to record the recommendations for each pair of the query case and explana-
tory case, shown in Algorithm 1. The goal is to minimize the distance between
the model result of the query case and a specific explanatory sample on the path.
Indeed, similar to Shapley Values [14], we try to find a feature’s value that has
the highest contribution to increase probability of the query case in a class. But
here, there is only one sample, i.e., the sample in the step that we want to get
there, and coalitions of features are limited to those which are not equal in value,
comparing features of E and ECi

1.

Second Step: In the second step, we generate a Visual Explanation as shown
in Fig. 2, which is inspired by Rainbow Boxes [6]. As it is shown in Fig. 2, the
corresponding model’s input case query for vector E′ is in the middle of the
explanation, and the best case for each class is located at each corner. The two
classes at corners of the explanation are based on user desire or are default
classes. Characteristics of the visual interface are explained in Sect. 4.

Our proposed explanation for a single case in tabular data can address the two
problems mentioned before. Regarding Feature Inability, using CBR with cases
which are considered to be better than the query case provides an understandable
explanation for the user, by allowing comparison of a collection of connected
features that have the same path in common. Regarding Feature Ambiguity,
a path that explains the evolutionary process of changing a feature’s value to
enhance the probability of being selected as a better member of a class (in
model point of view), and building a coalition of cases with similar or different
feature’s value all aims at one goal: helping to disambiguate the features and
their relations.

1 In our experiments we use coalitions with only a single member.
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4 Visual Interface

Figure 2 shows the visual interface designed for an ML classification model that
predicts legal cases, and that its three target classes are No, i.e., the case is
not legal, Low, i.e., the case is legal with low level, and Hight, i.e., the case is
legal with high level. Two user-desired classes are High and No corresponding to
C1,C2, respectively, and important local features identified by LIME are shown
on the left side. The characteristics of the Visual Explanation are as follows:

– The ECs on each path are identified by different colors corresponding to
different classes, e.g., Red for class High and Blue for class No, shown in
Fig. 2.

– The value inside each box is the feature value; thus, the user is able to explore
the feature’s change through each path to the best result of the model.

– As it can be seen in Fig. 2, the length of each box is different, and it is
proportional to the importance of the corresponding feature for that box. For
example, the feature placed in the first row is the most important one. To
rank importance, we use LIME [13] with the aim of finding a local feature
importance for query case.

– Looking at the dominant color in Fig. 2, the user can recognize at a glance
that class High is a better choice to classify the query case, and High is indeed
the model target result for the query case.

– Furthermore, we can see more information in Fig. 2, like a suggestion which
represents how we can get a better result from the model. For example, if we
walk in the path to class No, we will get a better result for the query case if
we only replace value of feature RprTp by 0 instead of 5. In other words, if
we want to have a better result of the model, and we can only go one step
toward the best result of the model in class No, and also are allowed to only
change one feature’s value, then, feature RprTp would be one of the best
features and for which value 0 is one the best value to choose. We identify
this information by replacing a feature’s values of the query with the feature’s
values of the specific sample on the path, shown in Algorithm1.

– At top right of the interface in Fig. 2, by applying natural language, the result
of LIME is presented in understandable way for the user. We also use this
result to examine visual-based and text-based explanations.

– Right below the LIME result there is a recommendation panel in 2, this part
shows the first possible recommendation directing to the best sample in a tar-
get class. The first and second recommendations for each step in each direction
are shown with thick and dotted outline borders for the corresponding feature
box, respectively.

– Another piece of information that we can see in Fig. 2 is the priority of a
feature’s value. On the path to the best sample in class No it is shown that
from sample 1 to sample 6 the feature whose value is best replaced with query
case is RprTp ; but for the last sample, which is the best sample also, the
best feature becomes f RetCount. Indeed, for sample 6 and the best sample,
all of the important features have the same values, and it is expected that
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still the value of feature RprTp will be the best choice to be replaced with
5. But as it is shown, f RetCount is the first recommendation, since the value
for f RetCount in all the samples except the last one is less than 2. Consider-
ing the two last samples, which are the same in most important features, it
shows that value 305 for feature f RetCount has a higher impact in class No
compared to the value 0 for feature RprTp .

Fig. 2. A snapshot of the visual interface

The core of the visual interface is written in the Python language. The appli-
cation backend service uses the Java language to unify processes, and the fron-
tend is uniformly built using VUE. Due to the large latency of python core
processing data, an asynchronous interaction is established through Kafka as a
message middleware.

5 Experimental Setup

To evaluate our designed visualization, we measure the user-perceived quality
of the visualization by using the System Causability Scale [4], which is a simple
and rapid evaluation tool to measure the quality of an explanation interface or
an explanation process itself.

5.1 Dataset

We used an imbalanced dataset consisting of about 1 million real cases logged
in a repair center for mobile devices. This data is used to train a classification
model with 30 input features to classify escalation of a case into 3 classes No,
Low, and High. The visualization shows how a queried case is likely to match
two selected classes based on the case-based reasoning algorithm.
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Table 1. Ten question items of System Causability Scale

Statements
1. I found that the data included all relevant known causal factors with sufficient
precision and granularity.
2. I understood the explanations within the context of my work.
3. I could change the level of detail on demand.
4. I did not need support to understand the explanations.
5. I found the explanations helped me to understand causality.
6. I was able to use the explanations with my knowledge base.
7. I did not find inconsistencies between explanations.
8. I think that most people would learn to understand the explanations very quickly.
9. I did not need more references in the explanations: e.g., medical guidelines, regula-
tions.
10. I received the explanations in a timely and efficient manner.

5.2 Evaluation Measures

We compose a questionnaire based on the System Causability Scale which con-
sists of ten statements (Table 1). Participants are asked to rate each statement
by using a five-point likert scale that ranges from strongly agree to strongly dis-
agree. In the end, the quality of visualization is indicated by the average rating
of ten statements SCS =

∑

i ratingi/5 ∗ 10.
In addition, we also asked three additional questions to collect the subjective

feedback for the visualization.

1. How do you think the visualization can help you make a decision?
2. Is it more likely that you trust the prediction result when the visualization is

presented? Why?
3. Which one (visual explanation versus textual explanation) is more effective

for increasing the transparency of reasoning algorithm?

5.3 Study Procedure

We asked participants to follow the following procedure to perform a task by
using the presented visualization.

Task: Based on the visualization in Fig. 2, please reduce the risk of escalation
for the queried case by adjusting its feature values. i.e. convert a case of high
escalation to a case of no escalation. To better judge if participants understand
the visualization, the task includes a restriction that the value of feature RprTp
is not allowed to change.

1. The participants were asked to attend a training to get familiar with the
experimental task and the main functions of visualization.
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2. After finishing the training, the participants write down how to adjust the
feature value of queried case with the purpose of no escalation.

3. Finally, the participants filled out the questionnaire and answered three open
questions.

5.4 Participants

We recruited 5 participants from a high-tech company to test the visualization
based on a given task. The demographics of the participants are shown in Table 2.

Table 2. Participants’ demographics.

ID Age Sex Occupation Working experience (years) Education

1 42 Male Visual designer 20 Bachelor

2 35 Female Interaction designer 10 Master

3 28 Male Software developer 6 Bachelor

4 28 Female Visual designer 6 Bachelor

5 27 Female Visual designer 5 Bachelor

6 Results and Discussions

6.1 Objective Results

We measure the actual quality of visualization by the effectiveness of the actions
(Table 3) the participants took to reduce the escalation risk for the queried case.
The result shows that three of the five participants took actions that were exactly
the same as the ones that the system suggested. Although P1 did not take the
optimal action, P1’s actions are still reasonable for the task goal. P4’s action
seems to be not logical since the value of feature RprLvl is not 1 for all presented
cases.

Table 3. Actions taken by the participants.

ID Actions

1 RprLvl : 19→11, RprCD : 25→6

2 mascDevLoc: 15205→8227, f RetCount: 1→305

3 RprLvl : 19→1

4 RprLvl : 19→11, f RetCount: 1→305, RprCD : 25→6

5 f RetCount: 1→305, RprCD : 25→6
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6.2 Questionnaire Results

Figure 3 shows the results of participants responses on the System Causability
Scale (SCS). The average score of SCS is 0.588 and standard deviation is 0.143.
Although the score does not indicate a good quality of explanation according to
the reference value 0.680, the visualization still is rated high for some aspects
such as 5. Understanding causality, 7. No inconsistencies, and 10. Efficient.

Fig. 3. Distribution of participants’ responses to the System Causability Scale

In addition, all participants think that the visualization can help them make
a decision if they have been trained for using this visualization. As we assumed,
all participants state that they tend to trust the prediction result more if the
visualization is presented. However, regarding a preferred method of explaining
the case-based reasoning, not all participants prefer the visualization because
they can simply know how to achieve their goal just by following the textual
suggestion, and the complexity may also hinder them from using the visualization
properly. E.g., they were struggling with understanding the way that the weight
of features was presented and the relevance of the case in each escalation class.
The participants who are in favor of visualization thought it allows them to
freely explore the system and deeply understand the logic of reasoning.

6.3 Discussion

Overall, despite the high complexity, most of the participants value the visualiza-
tion in terms of understanding causality, efficiency, support in decision
making, and user trust. After a simple training, four out of five participants
can take an optimal action to decrease the escalation class without violating the
restriction of adjusting feature, which implies that participants are able to trade
off among multiple features that can be adjusted.
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The overall score of SCS is lower than the suggested score for good quality of
explanation. Arguably, this visualization is designed for users with professional
knowledge in a specific application domain. However, all participants do not have
knowledge on repairing service of mobile phones needed in the user scenario.
Therefore, most participants reported that they need substantial support and
training before using the visualization.

7 Conclusion

We proposed a visual explanation based on an evolutionary path through CBR.
We discussed the difficulty of explaining model decisions in tabular data, and
inability and ambiguity of single features in this data. We then presented a
coherent visual explanation by which a user can see the relation between samples
and features through a set of connected samples, which are placed side by side
each other with one step improvement in quality between them. Our experiments
showed that, by answering the three questions implied by the Fact and Foil
concept (why not a little better event, why not the best event, and how to
achieve the event) a user can better understand a the decision of a model that
uses tabular data.

In the future we intend to extend this work to other data types. We want
to expand this method in text data by exploiting a knowledge graph to also
visualize semantic relations of samples and features through an evolutionary
path explanation.
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